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Preface

When the moment came to start writing my Master Thesis in International Public Management and Public Policy of the study Public Administration at the Erasmus University Rotterdam, it was only logic for me to focus on privacy. This concept, and the way it is being dealt with in our present societies, in which more and more choices seem to be made at the expense of privacy and in favour of all sorts of other benefits, has fascinated me for years now.

From both my previous medical education and the introduction in the Netherlands of a national electronic patient record followed the link of privacy and such records in this thesis. I have found it very interesting – fun, even – to analyze privacy related events in the three countries I have included in it. I would like to thank my supervisor, dr. Steven Van de Walle, for his advice and constructive critiques during the writing of this thesis, and my second supervisor, dr. Menno Fenger.

With this thesis I conclude my Master in International Public Management and Public Policy. It has been an interesting, and by times exhausting, time. Here, a word of thanks to my family and my boyfriend are in place, as they have supported me for years with their patience, pep talks and advice.

I hope the reader enjoys reading this thesis as much as I have enjoyed writing it.
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July 2009 

Table of Contents


2Preface


3Table of Contents


5Summary


61. Introduction


61.1 National electronic patient records


71.2 Privacy


101.3 Case selection


122. Differences and similarities between electronic patient records


122.1 The United Kingdom: Summary Care Record


132.2 The Netherlands: Elektronisch Patientendossier


152.3 Germany: Elektronische Patientenakte


162.4 Differences and similarities


193. Historical institutionalism and path dependency


193.1 What is path dependency?


233.2 Applying path dependency


253.3 Defining institutions


263.4 Concluding on the path dependency approach


284. Study design


284.1 Case study


304.2 Operationalisation


325. The United Kingdom


325.1 Introduction


325.2 Privacy in the United Kingdom


465.3 Conclusion


486. The Netherlands


486.1 Introduction


486.2 Privacy in the Netherlands


606.3 Conclusion


627. Germany


627.1 Introduction


627.2 Privacy in Germany


737.3 Conclusion


758. Conclusion


758.1 Summary


778.2 Causes of differences and similarities


808.3 Path dependency and privacy in national electronic patient records


82List of abbreviations


84Bibliography





Summary

In this thesis I focus on the question of how differences in the access regulation of national electronic patient records in the United Kingdom, the Netherlands and Germany can be explained. It was found that access regulation to the national electronic patient records is the strictest in Germany and the least strict in the UK; the regulations in the Netherlands are in between. 

I used the theory of path dependence as described by Bennett and Elman, to describe the development of privacy and data protection in the three countries from a historical institutionalist perspective. The analysis distinguishes between four concepts: causal possibilities, contingencies, closures and constraints.
The development of privacy protection in the three countries largely fits with the design of the countries’ access regulations to the records. In the UK, privacy protection has not been anchored strongly in legislation, and self-regulation of society has played a large role. In addition, the legal entities and civil society in the country have not changed much to the quite weak privacy protection. In the Netherlands, those two powers do not seem to have played a large role in the development of privacy protection either, but in this country, privacy has been anchored much stronger in law. In Germany, privacy protection has been considered very important over time. It was laid down as a basic right in law at an early stage and in addition to that, the country’s Supreme Court and civil society have also emphasized the need of privacy and data protection. From the end of the 1990s I found a shift in all three countries, most outspoken in the UK and least obvious in Germany, towards more data-sharing and less privacy protection. This also fits with my findings of access regulation to the national electronic patient records being most strict in Germany and least strict in the UK. 

The path dependency approach has overall been useful for describing privacy-related developments in the three countries. It cannot explain all aspects there are to it, and therefore it would be of great use to further study these developments, for instance in relation to the influence and activities of the civil societies in the countries.
1. Introduction

In this study I will be looking at differences in access regulation of national electronic patient records in the United Kingdom, the Netherlands and Germany. Different countries organize such regulations differently, and in this study I will try to find the answer to the following research question: how can differences in access regulation of national electronic patient records in these three countries be explained?

Access regulation is closely related to privacy aspects of electronic patient records. It is here that I expect differences in regulation to originate: whether a country has always had strict rules and policies towards privacy, will determine whether its access regulation to national electronic patient records is strict as well. I will use the historical institutionalist perspective of path-dependency to answer my research question.

In this thesis, I will first describe some characteristics of electronic patient records and of data-sharing and privacy. Furthermore, I will explain the selection of cases. In the next chapter I will describe differences and similarities between access possibilities of national electronic patient records in the three countries. In chapter three I will elaborate on the theoretical base of this study. After that, I will describe the study design. Then I will use three chapters for a historical analysis of privacy protection in each of the three countries. I will conclude by comparing the results of the analyses of the countries and by answering the research question. 

1.1 National electronic patient records

The development of national records follows the development of locally held electronic patient records, which were introduced to replace the paper patient records that used to be the norm. Such national electronic patient records can be either systems containing actual digital dossiers, made up of patients’ medical information; or systems designed to link the locally held patient records to each other in order to for instance make it easier to retrieve information from other locations. This concerns a technological difference, as for the persons working with the systems, both systems have the same effect: they make it easier to share medical data by bringing together patients’ information. These digital records have many advantages, such as availability of medical data to doctors in case of emergency or in absence of a patient’s own doctor. Furthermore, it can reduce the amount of time and paperwork that used to be necessary for treatment of a patient. Another advantage could be that such digital records could reduce the chance of medical mistakes (NRC, 2009a). 

However, making patients’ data much easier to access also brings along a risk that data will be too easy accessible; this could have misuse of information as a consequence. Here a violation of citizens’ right to privacy could appear.

Some concerns about the introduction of national electronic patient records in relation to citizens’ right to privacy have become apparent in several countries already. This is stimulated by developments in digital technology and data-sharing and by reported breaches of citizens’ privacy in the media. An important example of this is the wave of media reporting of cases in which personal information of British citizens was lost. In this way, for instance medical data of military staff got lost, as well as personal data such as addresses of prison staff and information about the banking accounts of millions of British people (Trouw, 2008; NOS, 2008). In Germany an incident took place when a medical institution handed over the historical medical records of approximately 100.000 former patients to the national archive – after which they came to fall under the German Act of Informational Freedom and were thus accidently made public (Tagesspiegel, 2009). Specifically in relation to national electronic patient records there have been concerns as well, for instance in NRC where the writer wonders whether and how medical data in the Dutch national electronic patient record will be safeguarded from other use than solely for treatment – and from all sorts of fraud (NRC, 2009a) or expressed by physicians in the Netherlands and the United Kingdom who do not believe that the national electronic patient records are safe enough yet (Computerworld UK, 20007; LHV, 2008). 

As these examples show, the introduction of national electronic patient records leads to lively debates on possible consequences, amongst which a loss of privacy is frequently mentioned. 
1.2 Privacy

Privacy has been defined in somewhat different ways by different authors over time. One of these authors in 1977 defined privacy “as an autonomy or control over the intimacies of personal identity.” (Gerety, 1977, p236) Gavison describes it as “a limitation of others’ access to an individual” and, somewhat narrower: “A loss of privacy occurs as others obtain information about an individual, pay attention to him, or gain access to him.” (Gavison, 1980, p428) Belanger et al. (2002, p249) put it more shortly: according to them, privacy is “the ability to manage information about oneself”. Annas gives a definition of privacy in the medical field. ”Basic privacy doctrine in the context of medical care holds that no one should have access to private healthcare information without the patient’s authorization and that the patient should have access to records containing his or her information, be able to obtain a copy of the records, and have the opportunity to correct mistakes in them.” (Annas, 2003, p1486)

There is thus a close link between sharing information via electronic patient records, and patients’ privacy. 

In the literature there have been many studies about privacy. Below I will briefly discuss some studies that are of relevance in respect to privacy and data-sharing through national electronic patient records. 

Literature related to data-sharing and privacy

Some authors have looked at developments in the area of information sharing and information technology in different countries. One of these authors is Freeman, who has made a cross-national analysis of the “computerization of the medical record” in France and the United Kingdom, and of the changes in overall governance that follow from such computerization (Freeman, 2002, p 751). In this article he stresses the importance of healthcare in a country and thereby the importance of – healthcare – governance. These two concepts are closely connected and therefore, according to him, changes to either a country’s healthcare or its government will reflect on both of them. He argues that the relationship between a patient and his GP changes because the GP is no longer the only one managing this patient’s information in his electronic record. “Decreasing control of the record by the individual physician is mirrored in its increasing control by the organization of which he or she is a part.” (Freeman, 2002, p 763)
Other authors have looked more directly at privacy aspects, but within countries. Bellamy et al. (2005a) describe the way the British government tries to find a balance between protecting and governing its citizens on the one hand, and not interfering with these citizens’ right to privacy on the other hand. They do this by describing developments in the United Kingdom in a chronological order, from a historical perspective. Using this approach, they find a large role of the government in initiating e-government policies – an area where they locate most tensions. According to them, civil rights organizations in the UK have been active, although not very powerful, in the field of data-sharing, whereas consumer organizations most of the time have not been active and only sometimes have shown some concern. In addition to this, the media also have not made a strong point. Concerns leading to initiatives in the field of privacy protection, according to them, are most likely to have come from within the government and from public officials (Bellamy et al., 2005a).

In another article, Bellamy et al. (2005b) state that in the United Kingdom under the Labour party there is much more tendency towards e-government than under previous governments. This tendency is amongst others strongly expressed by data-sharing within the National Health Service (NHS). They also point to the role of the British Medical Association, representing medical professionals, which has at some point stated that it considered privacy aspects insufficiently guaranteed – which resulted in an extensive national study looking at these privacy aspects.
Diamond et al. have looked at ‘healthcare systems in an information age’ and say that privacy should be at the core of the design of health information technology (Diamond et al., 2008). They state that in a changing environment with more and more digital possibilities, privacy aspects should meet more specific criteria. They propose a set of nine privacy protecting principles that according to them should be used in digital health systems. These concern the following aspects:  transparency of such systems, clarity about what the data in the systems will be used for, limited collection and use of data in the systems, control for the individuals, high data quality, safeguards for security of the data, oversight, clarity about accountability, and sanctions in case of violations (Diamond et al., 2008, p434-438). 
Yet other authors have looked at the effects of digitalization on citizens’ privacy. Van der Geest et al. say that although research has shown that consumers on the internet often have privacy concerns, they often do not act upon those concerns: when it is convenient or cheap, or leads to other advantages, consumers will still provide their personal data. Consumers’ actions and feelings are thus likely not to be congruent in such cases. In order to make consumers feel more at ease with giving up part of their privacy, the authors advise internet companies to focus on control, trust and informed consent; and especially to give consumers more control over their information (Van der Geest et al., 2005).

The European Policy Centre issued a publication on privacy in European countries and in Europe in December 2008. Several authors have contributed to this publication, amongst which Zuleeg who looks at improvements of public services at the cost of citizens’ privacy, and who states that data-sharing can lead to such improvements. According to him, however, an important precondition is that citizens should have the option to refuse the use of their personal data for purposes they do not agree with (Zuleeg, 2008). In this same publication, La Balme and de Tinguy show an oversight of European citizens’ attitudes towards the dilemma of security versus liberty. They show that these are very different across European countries and they suggest that there could be a link between citizens’ willingness to allow the use of their personal information and citizens’ trust in the government. The more trust there is, the more people seem to agree with intrusion of their privacy for the benefit of security (La Balme and de Tinguy, 2008).

In his article on camera surveillance, Slobogin mentions the high rate of surveillance by the UK government. He describes that a majority of people agrees with this monitoring, but that there is also some distrust: many citizens of the United Kingdom seem to think that there should be some regulating body other than the government, regulating this surveillance. Reasons that he reports for this are that people do not fully trust the persons controlling these systems, and fear possible misuse of monitoring (Slobogin, 2002). 
As indicated by many of these articles, concepts such as trust, control and information are generally considered important in relation to privacy.
Some conclusions can be drawn from the literature described above. There is attention for the privacy aspects of data-sharing in the literature and there have been studies on e-government and on (citizens’ perception of) privacy. Probably most relevant in this perspective is the work of Bellamy et al. who describe policies concerning the thin line between providing for services electronically and protecting citizens’ privacy. However, there have not been any cross-national studies focusing on national electronic patient records and there also have not been such studies specifically on the ways in which privacy is protected and access is regulated in such patient records. At the moment this is a highly relevant topic however, and it concerns developments that will have a large influence.

1.3 Case selection

In this study, I will compare developments in access regulation of national electronic patient records in the United Kingdom, the Netherlands and Germany. In these countries, the development of these patient records is in a similar stage: in all three countries the design of the record system has been established, but the system has not been fully implemented yet and testing – for instance focusing on security aspects – is still being done. The countries thus have the developing stage of their national electronic patient records in common. Furthermore, they are quite comparable in other aspects as well, as they are all generally considered welfare states and have extensively organized universal healthcare systems. All three are members of and influenced by the European Union. These characteristics of the countries will make them suitable for a cross-national comparison. 

However, between the three countries there are also significant differences. The United Kingdom is a centralized unitary state, the Netherlands is a decentralized unitary state and Germany is a federal state. The countries belong to different subcategories, as the United Kingdom is generally considered as belonging to the Anglo-Saxon (or: Liberal) welfare regimes and Germany to the Conservative (or: Continental) welfare regimes (Esping-Andersen et al., 2002). The Netherlands traditionally belong to the Continental welfare regime, but nowadays show characteristics of both types of regimes (Andersen and Mailand, 2001). In this respect, Germany and the United Kingdom are most contrasting cases. 

Furthermore, the countries have differently organized healthcare systems. In the United Kingdom, there is a public health service, funded from tax revenues and provided for by the National Health Service (NHS), whereas in Germany there is a sickness fund-based healthcare system in which all citizens must have a health insurance (Raffel, 1997). In the Netherlands there is a dual system: citizens are obliged to have a basic insurance for medical care. Long term care which does not fall within the care covered by the private insurers is paid for by the government from tax revenues (Ministry of Health, Wellbeing and Sports, 2009a). Here as well, the United Kingdom and Germany are most different cases and the Netherlands seem to be positioned in between.  
As there are important differences between the three countries, differences in the design of national electronic patient records between these countries are to be expected. In this thesis, differences in the ways medical professionals can gain access to the national electronic patient records in these three countries will be analyzed, and I will search for reasons to explain these differences.
As mentioned in the introduction, the research question of this thesis will therefore be: 
In the following chapter I will describe the ways in which access to national electronic patient records in the three countries is designed.

2. Differences and similarities between electronic patient records

There are some substantial differences, and also similarities, between the ways people can access the digital patient related information in the national electronic patient records in the three countries. In this chapter I will describe how access to the national electronic patient records will be regulated in the United Kingdom, the Netherlands and Germany and I will summarize these differences and similarities in the last part of the chapter. 

2.1 The United Kingdom: Summary Care Record

In the United Kingdom, patients have a choice to have a national Summary Care Record (SCR) - the Spine - or not, and if they choose to have a SCR, they have influence on what information is being displayed in it. Refusing to have a Summary Care Record has to be actively done. If this is not done, a SCR is made; this is called implied consent. Here is thus quite a lot of choice for the patient. The information in the SCR follows from the information in the locally organized patient records. In these systems, patients do not have a choice whether to be included in the system or not. They can however, have an influence on what information is made visible and what information is not. Here, they have several options. First, they can choose to prevent information from one NHS organisation to be accessible to other NHS organizations without this person’s consent. Second, they can choose to seal sensitive information in the record. At a next visit to the same organization, doctors involved in his care will still be able to see this information, but they will also see that this information is sealed. Medical professionals from other disciplines will not be able to see this sensitive information, but they will be able to see that some information has been sealed. These professionals can then ask permission to see the information, if this could be relevant. Third, people can have their information sealed and locked, which would mean that it would only be visible for the organization of the discipline in case, which has sealed and locked it. And fourth, citizens can object to having a Summary Care Record (which would contain important information like allergies or medication) created for them. 

Healthcare professionals must have a good reason to enter the electronic records; they for instance have to be the treating medical professional at that moment. Here ‘legitimate relationships’ are important: only people involved in a patient’s care must be allowed to gain access to the system. Often the people involved in a patient’s care are a team, in which cases the whole team can have access to the medical data. The legitimate relationship can be expressed for instance if the professional is the patient’s registered general practitioner, or if the patient is referred to him. 

The information that is included in the Summary Care Record initially includes information about allergies, reactions to treatment and current medication, and it can be extended with other information that the patient agrees to be included in it. For linking the patient to the right information, the patient’s NHS-number will be used. The medical professionals should only be able to see information that is relevant for the treatment. For this, the Role Based Access Control is introduced, in order to establish different levels of access possibilities for NHS-staff. This does not block all access to information that is not of importance to the medical professional concerned, but it does restrict the possibilities for professionals, for instance to see sealed information. Furthermore, administrative employees should not be able to see patients’ medical information, whereas physicians should. Different access levels follow from the Smartcards issued to the NHS-staff. Other parties such as employers will not be allowed access to the records.
Medical professionals must be authorized users to be able to enter the records. They have to register at the Registration Authorities in their organisations for a Smartcard, to be in the opportunity to access the NHS patient records. This Smartcard has to be used in combination with a pass code.
The patient’s permission is not explicitly needed for a medical professional to gain access to the system. However, the access of professionals should be linked to the relevance of the situation. In some circumstances, access without permission is considered acceptable, for instance in cases of emergency.

In the records an access log is kept: an audit trail. This is used to store information about who has entered the records, and about when and where this has happened. Patients can ask for a list of all entries to their medical data. In cases of accession to the data without permission or good reason, an alert will be triggered and the person who has entered the file will be taken action upon by a privacy officer, for instance by dismissing him or by informing the patient.

The records are also used for other purposes, such as medical research, teaching or management purposes. This happens without making known patients’ identity, or in some cases, with special permissions, for serving for instance health issues or the national good. (NHS, 2007;NHS, 2009a)
2.2 The Netherlands: Elektronisch Patientendossier

In the Netherland, patients have a choice to have their information included in the Electronic Patient Record (EPD) or not. They can choose not to have their medical data used; these data are then locked and cannot be used by medical professionals. If patients do not want to be in the EPD, they actively and explicitly have to object to this, otherwise a record is made for them. There is another possibility for patients to screen off their medical data: that would be to make data accessible for only one specific care provider. This care provider is obliged to cooperate with this. All other care providers will then not be able to look into these data. 

Medical care providers are only allowed to look into a patient’s data in the EPD if there is both a treatment relationship and a treatment-related necessity to use the record. In order for a care provider to be able to share information via the EPD, he has to comply with strict demands, in order to ensure safety of the data-sharing. The national EPD itself does not contain medical information; it mostly serves as a connection between electronic patient records in the country. Access is limited to GPs, pharmacists and medical specialists. Other care providers such as physiotherapists or psychologists are not allowed to access the EPD, but will probably be in the future. Employers and health insurers are also not allowed to have access. Furthermore, the treating medical specialist can use the EPD to see what other specialists have information about a patient and can request this information to use it during the treatment. Patients have the right to look into their records and into all information that is shared via this record.

For now, the information that can be used by medical specialists concerns information that is supplied by pharmacists. GPs who temporarily take over can use a summary made by a patient’s registered GP. In the future other information, such as X-ray images, can be shared as well.

Medical professionals need a personal pass (Unieke Zorgverlener Identificatiepas, UZI-pass) and a pin code to be able to enter the patient records. They can register for this pass at the Ministry of Health, Wellbeing and Sports.  This pass serves to identify the care provider and also to identify to what extent he is authorized to access the patient’s electronic record. He furthermore needs to use a patient’s Citizen Service Number (Burger Service Nummer, BSN) in order to correctly establish a patient’s identity and to link him to the right set of medical data.

The medical professional is obliged to ask the patient for his permission before he looks into the EPD. Only if the patient gives this consent, the professional is allowed to access the system. 

A log of all the persons gaining access to a patient’s file is being kept. The patients have a right to look into this list of persons who have requested their medical data. If a patient based on this list of accessions or for other reasons, suspects misuse of his information, he can file a complaint in writing to the information center of the EPD.

The EPD is initially intended to improve treatments and prevent mistakes, and it is not supposed to be used for other purposes than to improve a patient’s care by allowing his treating medical professional to look into his medical data. (www.infoepd.nl)
2.3 Germany: Elektronische Patientenakte

In Germany, the system is based on personal digital health cards (elektronische Gesundheitskarte). On this card some emergency and administrative information will be stored, as well as data for electronic prescription. This is mandatory for every German citizen. In addition to that, there is also a voluntary part, which will couple these personal cards to an electronic patient record: elektronische Patientenakte (EPA). This information will not be stored on the card itself, but on a national network.

The patient decides what information will be made visible in the EPA. Furthermore, he or she can decide to make data accessible for one medical professional but not for another. It will then for instance not be possible for a dentist to look into a patient’s orthopedic information. The patient also decides on what information about the medication he uses, will be included in these data. If he decides to include information concerning his medication, this can be used to test the safety of new prescriptions, in order to reduce the chance of negative interactions between drugs. However, this is not mandatory. The patient’s doctor should help him to make these choices.

The files can for now be used by medical doctors, dentists and pharmacists. In the future medical professionals from other occupations will also have access to the files. Other parties such as employers or health insurers will not have access.
In order to gain access to this information, the professional needs a personal card, a “Heilberufsausweis” and a pin code. This card will only be issued to the earlier mentioned medical professionals. The Heilberufsausweis can, for instance in cases of urgency, be used by the professional to gain access to the patient’s emergency and prescription information, but not to the voluntary part. For that part, also the patient’s personal card and pin code are necessary. These need to be used at the same time, so that medical professionals cannot have access to a patient’s medical data without this patient’s consent. When a medical professional wants to enter the EPA, the patient has to hand over to him his personal digital health card and insert a pin code. This is called the “two-key principle”. The data can only be retrieved when both the doctor and the patient agree. Citizens thus decide which health professional can see which information and when he can see this. Patients furthermore always have the right to look into their files. 

All accessions of data will be monitored and stored. There will be a set of regulations and sanctions, designed to counter possible misuse of data. Furthermore, the medical information in the system will not be used for other purposes, such as medical research. The reason for this is, again, that patients have to give permission and have to use their personal card and their pin code to make access to the data possible. There is no “mother key”: no other person than the person with the card and the pin code will be able to look into the voluntary part of the information. (BMG, 2009;Gematik GmbH, 2008)

2.4 Differences and similarities

The differences and similarities between the three countries thus concern several aspects of electronic patient records:

· Whether patients have a choice of being included in the national patient record

· Who have access to the records

· What information can be used

· In what way the records can be accessed

· Whether the patient’s permission is needed for access

· Whether an access log is kept

· What purposes the records are used for: limited to care for patients or also for instance for research purposes
The differences and similarities are summarized in table 1.
Table 1. Differences and similarities in access possibilities of national electronic patient records in the United Kingdom, the Netherlands and Germany
	
	The United Kingdom
	The Netherlands
	Germany



	Do patients have choice
	(Local care records: no)

SCR: yes
	EPD: yes
	(Gesundheitskarte: no)

EPA: yes

	Who have access
	NHS staff, at different levels (role-based access)
	GPs, medical specialists, pharmacists 
	GPs, medical specialists, pharmacists, dentists

	What information
	Allergies, reactions to treatment, medication. 

Future: information chosen by the patient.
	At first: medication and GP summary reports. Future: also other information
	The patient decides which information is shared

	How can it be accessed
	Doctor: Smartcard and pin code, patient’s NHS number
	Doctor: UZI-pass, pin code and the patient’s BSN 
	Doctor: Heilberufsausweis and pin code

Patient: e-Card and pin code

	Permission patient
	Not necessary
	Must be asked, but can be done without
	Needed

	Access log
	Yes
	Yes
	Yes

	Other purposes
	Yes 
	No
	No


From this table we can see that especially in Germany, patients’ privacy is protected to a large extent. The patient can decide whether his information is included in the EPA or not, he decides which information will be taken up, and access to the system happens by means of a two-key principle. This means, that the patient’s consent is practically needed for a doctor to look into his files. Another result of this principle is the fact that the data cannot be used for other purposes than the patient’s treatment.

In the Netherlands, patients can also choose not to have an EPD at all. When they choose to have one however, their choice about the information taken up in it is limited. The doctor has to identify himself in order to be able to enter the records and he will need the patient’s BSN number. However, the patient’s presence is thus not required to be able to look into the data. The doctor can therefore look into the patient’s information without his consent. In order to avoid misuse, a log of all accessions is kept. Patients can ask a list of these accessions and can file a complaint if they suspect misuse. The data in the EPD are not to be used for other purposes, such as medical research.

In the United Kingdom, people can also choose whether to have a SCR or not. The records will be accessible to all NHS-staff, but to an extent that reflects their relationship with the patient. The patients will partly have a choice in which information will be used in the records. The doctor needs a card and a pin code to identify himself and he needs the patient’s NHS number to correctly identify the patient. However, the patients consent is not needed for the doctor to look into the data: here legitimate relationships are of importance. A log of accessions is kept in order to control accessions and whether this legitimate relationship is truly present. The medical data in the record can be used for other purposes, such as medical research, but also for management within the NHS. This will usually be done anonymously. 

Germany thus seems to have the most privacy protection, whereas this is less in the Netherlands and the United Kingdom. The biggest difference between the latter two is the fact that in the United Kingdom, patients’ medical data can also be used for other purposes than the patient’s treatment. 

There are thus some substantial differences between possibilities of access to national electronic patient records in the three countries. This leads to wonder how it is that these differences occur. The three systems have been designed in the same period of time, in which digitalisation is becoming more and more relevant. Some risks of digitally sharing citizens’ personal data - such as the risk of hacking or unauthorized access - are well-known and globally topical. Still there are differences in the ways of accession and the purposes the data are used for. 

This leads to the assumption that these differences are caused by differences between the three countries. In order to learn more about possible reasons for this, I will use an institutionalist approach to study path dependence in decision making on information-sharing and privacy in the different countries.

The research question of this thesis is how differences in accession possibilities of national electronic patient records in the three countries can be explained. Combining this question with the information in this chapter, this question can also be put differently: how can the fact that Germany has a stricter accession policy to its national electronic patient record be explained? Or the other way round, how can the fact that the United Kingdom has much ‘looser’ policies be explained? 

My hypothesis is that the stricter a country’s privacy protection historically has been, the stricter the rules for accessing national electronic patient records will be. 

In order to test my hypothesis and to find an answer to these questions, I will use the historical institutionalist perspective of path dependency. 

3. Historical institutionalism and path dependency

For the analysis of differences between the access possibilities of national electronic patient records in the three countries, I will use the path dependency theory, which belongs to the theory of historical institutionalism. Historical institutionalism is a form of institutionalism that takes policies and institutions of the past as a point of departure for explaining current politics and institutions. It has been developed from the 1980s on and it was further specified by Steinmo, Thelen and Longstreth in 1992 in their book on historical institutionalism in political science, in which they formulate it as a congruent and useable theory. Institutionalism, according to Steinmo and Thelen, is interested in how institutions in a society shape the framework of politics and decision making and thereby influence outcomes (Steinmo and Thelen, 1992). Pierson explains the term ‘historical institutionalism’ as closely covering its purposes: to analyze political developments over a longer period and to envision institutions as a basic element, shaping implications of these developments (Pierson, 2000). 
3.1 What is path dependency?

Path dependency was originally developed in the field of economics, but was later on used in political research as well (Beuselinck, 2008). There are two ways to define path dependency: a broader and a more narrow definition. The broader definition simply states that history is important: that what has happened and when this happened is important for how things currently are. The more narrow definition states that when in the past steps have been taken in a certain direction, this will lead to future steps being taken in the same direction (Pierson, 2000). From one point of departure, there are several ways to proceed, but one usually tends to follow the path that has been previously chosen. This was already discussed by Krasner in 1984 in his study on a theory of the state, in which he discussed several analyses following the image of a ‘branching tree’. In this article he stated that “once a path is taken it canalizes future developments.” (Krasner, 1984 p240)

According to Pierson, this concept is closely linked to the concept of increasing returns. This means that with every step further on a once chosen path, the benefits of staying on that path will rise, and the costs of changing to another alternative will grow. With every new step down a path, that path will thus become more likely to be followed (Pierson, 2000). According to Pierson, increasing returns processes show two especially important mechanisms. The first of these is that the costs of a change into another direction - whether financial or political – may at a certain point have become far too high to make that change. The second important mechanism is that it is also important when decisions forming institutions have taken place: both what has happened and when this happened are thus of importance. He further indicates that the system of increasing returns is especially relevant in the field of politics, for several reasons: the relatively short period that politicians are in power, the lack of competition and other learning processes and the tendency to avoid major changes. These factors will according to him decrease the chance that a once chosen path will be deviated from later (Pierson, 2000).
According to Peters, path dependency means that the original design of institutions will to a large extent determine the way these institutions develop. A major change will be necessary to change this direction of development; this path that has to be followed. If such an event, or punctuation, does not occur, inertia will be a main characteristic of institutions (Peters, 1999). Krasner describes the concept of ‘punctuated equilibrium’ as a situtation in which longer periods of institutional inertia are interupted by short periods of fast institutional change (Krasner, 1984). In their book on politics in America, Baumgartner and Jones introduced the idea of punctuated equilibria in political science. According to them, policy processes in America should be described as mainly stabile processes, interupted by moments of major change (Baumgartner and Jones, 1993).
There will be development and change; however, these will be in a certain direction as foregoing decisions have closed off some of the options. There are thus constraints on policies as a result of earlier policies (Peters, 1999). These constraints could result in the adoption of sub-optimal solutions to problems, as the most efficient options are being ruled out due to path dependence-effects. In Beuselinck’s overview of literature on the subject she shows that path dependency can occur because of increasing returns (or, as she refers to it: self-reinforcing, positive feedback mechanisms). She describes four elements of these mechanisms: adaptive expectations, learning effects, network externalities and high sunk costs. From this logic of positive feedback mechanisms she then shows that decisions, although not leading to the most efficient alternatives, can still be rational. Institutional forces could in such an environment, dominate over coordinative forces and thereby lead to adherence to the existing structure and prevent changes to be made (Beuselinck, 2008). Ikenberry states that for this same reason, it can often be rational not to change institutions, even if they no longer fulfill the purpose they were established for. The costs will simply be too high, even though there is widespread discontent with an institution in its existing shape (Ikenberry, 1988).

Bennett and Elman describe three alternative possible forms of path dependency that have been suggested in addition to increasing returns processes. The first of these is a system of negative feedback. In such a system, after the steps of contingency and decision making, the system will return back to its previous equilibrium. Second, there is a possibility of cyclical mechanisms, which can result in the alternation of two or more different alternatives. And third, there could be “reactive sequences”, in which case there would be no feedback mechanism at all and events would lead to other events in additional ways (Bennett and Elman, 2006 p259). However, these alternative forms are far less elaborated and used than the model of increasing returns. 

According to Peters, one of the strong points of historical institutionalism is its ability to explain changes that have taken place. It is especially useful in reconstructing what has happened. However, sometimes institutions do change in unexpected ways. In such cases historical institutionalism can fail to explain why these changes had to happen, because it uses a somewhat static image of institutions (Peters, 1999). Pierson also discusses the critique that path dependency shows a too static vision of institutions. His argument is that this is not true and that change does happen, however, this change usually is bounded, or constrained (Pierson, 2000). 
Furthermore, since it is a retrospectively oriented approach, it is often not considered very useful for predicting change. As a result, historical institutionalism tends to be mainly descriptive. One of the main advantages of the approach however, is that it offers an image of institutions and changes over time, which can be a very helpful insight (Peters, 1999). In addition, used in combination with case studies it can offer a valuable combination of a holistic approach to events and a detailed description (Bennett and Elman, 2006).
Pierson sees four different aspects in political life when the theory of path dependency is used: at first there is a set of possible outcomes, which he calls multiple equilibria. Then there is a contingency: a moment of change, which can be small but, when it occurs at the right time, can have a major impact. Third, he places an emphasis on the time and order of events, pointing to the fact that decisions made earlier in a process have larger consequences than decisions that are made later. And finally, as a result of increasing returns, an institution can reach a new, more stable equilibrium (Pierson, 2000).

Bennett and Elman use a similar system of events in their analysis of the use of path dependency in case studies. They subdivide these elements into causal possibilities, contingencies, closures and constraints. The concept of causal possibilities is similar to Pierson’s concept of multiple equilibria. From the beginning on, there need to be several different plausible outcomes, shaping institutions. The contingency - or: critical juncture - also matches Pierson’s explanation. This needs to be a random event, shaping the direction of further events. It can be based on coincidence, but also on other unexpected exogenous events. Then there is a closure of other possibilities, which occurs as a result of the direction given by the contingent factor. Some paths cannot be taken anymore from that point on, or are less likely to be taken. The concept of constraint implies that actors will stay on the path that has been chosen, because of the high costs of leaving it (Bennett and Elman, 2006).
According to Mahoney “path dependence occurs when the choices of key actors at critical juncture points lead to the formation of institutions that have self-reproducing properties.” (Mahoney, 2001 p111). He emphasizes that only moments of choice that will close of part of the possible outcomes should be called ‘critical junctures’ and that these critical junctures are often characterized by contingency. An important advantage of the use of critical junctures is that they are useful for determining the starting points of analyses; these can be any point from where on the number of possible alternatives is reduced (Mahoney, 2001). His approach resembles that of Pierson and of Bennett and Elman, but is somewhat different. The five different stages that he uses are “antecedent historical conditions” under which there are different options available, “critical junctures” during which an option is chosen, these lead to “the creation of institutional patterns that persist over time”, a “reactive sequence” in which actors react to situations in ways that are based on institutional structures that not necessarily need to be the same any more - but that can still have a large impact this way - and a “final outcome” (Mahoney, 2001 p112-113).

In her article on historical institutionalism in comparative politics, Thelen distinguishes two different lines of thinking in path dependency theory, one mostly leaning on critical junctures: the contingent events that cause countries to follow different directions in developing their institutions; the other focusing on feedback and the ways that institutions develop: reacting to their surroundings, but in possible alternatives constrained by previously chosen directions. According to her, the variant using critical junctures often fails to explain how the result of such contingencies leads to a lasting path of developments; a new equilibrium. The variant concentrating on feedback mechanisms en reproduction of patterns on the other hand pays too little attention to the ways in which changes could possibly be made. There is thus a difference in point of focus: institutional change versus institutional stability. In order to be able to draw conclusions she argues for an approach combining the two: institutional foundations should be known in order to understand institutional change (Thelen, 1999).

She and Streeck further develop this view in their book on institutional change. Here they argue that not just major events, but also small and incremental, endogenous change can lead to transformation; they hereby thus distance themselves somewhat from the more dominant theories using punctuated equilibria. They describe five possible mechanisms of such incremental change: displacement, layering, drift, conversion, and exhaustion (Streeck and Thelen, 2005). 

As we have seen, in the literature there are different visions on what kind of events can lead to institutional change. For this study, it is necessary first to consider in which cases an event could lead to change. Under what conditions will for instance a suspicion of illegitimate sharing of patients’ medical data lead to a sense of urgency that causes actors to make decisions in order to change that situation? As said, according to Pierson, a contingency does not have to be a very large event. It can be small, but then the timing is of importance (Pierson, 2000). Arthur in his economically oriented article on path dependency shares this vision. According to him, especially in a system of increasing returns, many alternatives remain possible: “Insignificant circumstances become magnified by positive feedbacks to ‘tip’ the system into the actual outcome ‘selected’.” (Arthur, 1989, p127)

Furthermore, whether an event is considered important also depends upon the interests of the actors involved and on whether they can use it: these actors have different goals and will assess whether the event can in any way be of use to them (‘t Hart, 1993). So in addition to the timing of an event, the match of this event with the interests of the involved actors is also of importance. 
3.2 Applying path dependency 

Path dependency has been used to describe political developments in different ways in many studies. Sometimes the concept is used solely to describe the phenomenon of history having an influence on current policies or institutions, and not so much as a theoretical tool to analyze this kind of influence. In my introduction I already mentioned the work of Bellamy et al., who chronologically describe and analyze e-government related developments in the United Kingdom. Below I will briefly describe some other relevant studies that do use path dependency as a theoretical basis for analyzing healthcare related issues.

One of these is Hacker’s study on healthcare reform in affluent democracies. In this study he analyzes healthcare reforms in the USA, Canada, the United Kingdom, Germany and the Netherlands. Hacker describes the path that each of these countries has followed in healthcare policies and he especially focuses on the way that reforms had an effect on healthcare in these countries, in order to explain how cross-national variation, both in legislation and in polices, can occur. In his analysis he points to veto points and centralisation of financing as important influences on these national paths. He however suggests that other factors - electoral rules for instance - can have a major influence as well (Hacker, 2004).

Immergut also looks at healthcare policies: she compares France, Switzerland and Sweden and she focuses on the use of institutions in explaining both change and stability. Her argument is that not for instance ideas of politicians or interest groups are important for explaining differences between these three countries, but political institutions. These institutions shape the possibilities and constraints (the “rules of the game”) for politicians and interest groups. She also looks at possible veto points to assess how decisions are made and implemented and she uses a formal perspective in her analysis, emphasizing laws and electoral rules as a means to be able to comprehend decision processes. She thus sees institutions and actors as opposite from each other; the one creating the playing field for the other. In order to be able to understand how this mechanism works, the “incentives, opportunities and constraints that institutions provide to current participants” must be understood (Immergut, 1992 p85). 

Hagemann in her article on childcare and public education in Germany uses path dependency as an analytical tool to describe differences between West and East Germany and to find a historically based reason for these differences. In the situation after 1945 she points to the communist influence in East Germany, where childcare was a fulltime state-organized responsibility. Furthermore, at a different point in her article she describes current changes in the significance that is attached to family life in both parts of Germany and she uses both the number of divorces and the birthrate in German families as a measurement of these changes. She ascribes these changes to changes in the labour markets and she also shows results of the unification in these data. She uses an array of different institutions - from government responsibilities to general ideas about childcare - to paint an image of developments in childcare in Germany over time (Hagemann, 2006). In order to construct this analysis, she thus uses a “multi-perspective approach”, in which she differentiates between five factors: “the legal basis and framing conditions of child care and public education”, “the culturally dominant concepts of education and child care”, “the culturally hegemonic models of the appropriate gender-specific division of labour”, “the assertive power of different interest groups” and “the economic and labour market situation” (Hagemann, 2006, p229).

And finally - and seemingly somewhat out of place in this consideration of path dependency studies within the healthcare and social sector - Mahoney has written an article on regime change in Central America. This is a particularly interesting article because it demonstrates very well how path dependency and the theory of critical junctures and contingency can be used to describe change processes in a cross-national study. Mahoney’s main conclusion is that differences between these regimes can be traced back to the liberal reform period that has taken place in these states in the 19th and also in the beginning of the 20th century. He uses a model that is very similar to the model as it is proposed by Bennett and Elman (see also the section on path dependency): it consists of five stages in which critical junctures have an effect on decisions to follow and according to him, the policy choices made in this period were mostly based on contingencies (Mahoney, 2001).

3.3 Defining institutions

In order to be able to make an institutional analysis, it is clearly important to determine what will be considered institutions and what not. Different authors have used different definitions of institutions and there is some controversy on what should be considered an institution and what not. 

Steinmo and Thelen describe several definitions of institutions. According to them these can include “both formal organisations and informal rules and procedures that structure conduct” (Steinmo and Thelen, 1992 p2). They are of the opinion that in such an institutional analysis all institutional factors, concerning both state and society, that contribute to the shaping of ideas and interests should be included. Peters summarizes their definition as “ranging from formal government structures (legislatures) through legal institutions (electoral laws) through more amorphous social institutions (social class)” (Peters, 1999 p65). Steinmo and Thelen also mention Hall’s definition, which states that institutions are “the formal rules, compliance procedures, and standard operating practices that structure the relationship between individuals in various units of the polity and economy”. In this way, according to him, institutions can steer actors’ preferences and goals, and their (relative) power (Hall, 1986 p19). Peters describes this definition as providing “a sense of institutions as rules and procedures” (Peters, 1999 p66).

Seen from a more economic perspective, Amin in his study on institutionalism and regional economic development defines institutions as shaped by two kinds of forces: formal and informal institutions. The first include for instance “rules, laws and organisations”, the latter include for instance “individual habits, group routines, social norms and values” (Amin, 1999 p367). 

Streeck and Thelen also use an economic perspective and define institutions as “formalized rules that may be enforced by calling upon a third party.” According to them, it is defining “that actors are expected to conform to it, regardless of what they would want to do on their own.” (Streeck and Thelen, 2005 p10). In this way, they picture institutions as regimes.

Ikenberry says that institutional structures “refer both to the organisational characteristics of groups and to the rules and norms that guide the relationships between actors” (Ikenberry, 1988 p223). He sees the characteristics of institutions divided in three levels, involving government institutions, the more general state structure and a “normative social order” (Ikenberry, 1988 p226).

According to Immergut, institutions can be specified as rules, procedures, norms and legacies. These are used to asses the interests of actors in development of institutions and the possible rational choices that can be made (Immergut, 1998). Immergut’s definition touches upon the definition posed by Hall.
Peters in his book emphasizes the importance of ideas in the definition of institutions. Dominant ideas can lead to solutions in a specific direction. To illustrate this, he points to Hall’s work on Keynesianism and the effect that this stream of thought had on policies at that time. However, using ideas this way cannot solve the whole problem of defining institutions. At some points, ideas can be very strong and shape institutions; mostly, however, the analysis will have to rely on concrete concepts such as laws and legislatures on the one hand, and more vague concepts such as ideas on the other hand (Peters, 1999).

In conclusion, we can state that the definition of institutions in historical institutionalism poses a challenge because it is twofold in this way. In this thesis we decide, however, in line with authors such as Ikenberry, to cover the whole of institutions by basing our analysis on both the formal institutions and the more socially focused ones, in order to capture the ideas founding the establishment, developments and endurance of institutions.
3.4 Concluding on the path dependency approach

In this thesis I will use several aspects of the different variants of path dependency I have described in the sections above. The basis of the thesis will be the approach as described by amongst others Bennett and Elman, which is based on: 

The reason for using this model is that it is an approach that has been described by several authors and that therefore has a solid basis in the literature. Following this literature on the approach I expect it to be applicable to the subject of national electronic patient records as well. In my data I will look for a pattern following this systematic approach, in order to create an image of developments: first the situation in which several possibilities are open; then an event or contingency, leading to a change. This case then should lead to closures: in future deliberations some previously possible alternatives have by then become no longer possible. And fourth, there should be constraint: the actors choosing an alternative in the direction of previously chosen alternatives and in that way being tied by those former choices.

I will combine this approach with the argument of several of the other authors, amongst which Pierson, and Streeck and Thelen, that change can very well be caused by small events and that these thus not necessarily have to be major events. Here Mahoney’s statement that any event can be a critical juncture, as long as it limits future choices by decreasing the number of possible alternatives, can be of use. 

There are, as seen in previous parts, different visions on what should be considered the most important aspects of the path dependency approach; the most important difference being a stress on either critical junctures or increasing returns. In this thesis, critical junctures will be a main point of focus as these represent deciding moments in time that I expect to be able to explain developments in the three countries towards the decisions regarding national electronic patient records. However, increasing returns do play an important role in the mechanisms leading to path dependencies, and will be looked at as well. 

As I already mentioned in the section on the definitions of institutions, I will choose for a twofold description of institutions; formal institutions, such as the presence of a constitution and the laws and legislation on the one hand, and socially focused – or informal – institutions on the other hand. These informal institutions can include governments, interest groups such as patient associations or medical associations, or public opinions. Here I keep in mind Bellamy’s argument that consumer groups in the United Kingdom have not been very concerned with privacy considerations; it is possible that this is true for all three countries. Furthermore, other socially active interest groups could also have played a role and I will look for evidence of this in the literature. Also, following Bellamy I will place an emphasis on governments and social services as these form the core of decision making.

4. Study design

In this thesis I will look at the access possibilities to the national electronic patient records in three countries. I will do this, using a path dependency approach, with the aim of being able to find whether decisions concerning these ways of access are rooted in a country’s previous policies concerning privacy. 

4.1 Case study 

I will use a cross-national comparative case study to answer my research question, as similar systems in Germany, the United Kingdom and the Netherlands will be compared. The collected data will be analyzed qualitatively, as I will further explain below. An advantage of case studies is that usually more is known about fewer cases, which could have a positive effect on the internal validity. The downside to this approach is, that the theoretical reach of the study can become smaller, because the information provided is often less broadly applicable, for instance to other cases.
Structure of the analysis

I will describe the developments and path dependencies I find in the three countries with a historical perspective; in the order of events, so that the connection between events and institutions will be made visible most clearly. I will try to describe these events by also combining formal and social institutions, because as we have seen in previous sections, these have a mutual influence. Developments will be studied per country however:  the United Kingdom first, then the Netherlands and then Germany. In each case I will build my analysis on the structure as proposed by Bennett and Elman: causal possibilities, contingencies, closures and constraints. 

Per country I will describe a general framework, in which some fixed aspects, such as the constitution and state structure will be addressed. 

I will look for a starting point: a critical juncture (or: contingency) where a country’s path could have started. From that point on I will make a description of subsequent developments in the field of privacy, leading to the country’s current policies; and trying to find a relationship with the privacy protecting measures in that country’s national electronic patient record. 

Here it is important to realize that in this system the formal institutions form the playing field for the actors in it; however, these actors in their turn shape the formal institutions and there is thus a mutual influence.

Variables

In this study, the degree of privacy protection in the national electronic patient records will be the dependent variable. 
The independent variables are the forces that are assumed to have an influence on this level of privacy protection: the institutions that I will consider using the historical institutionalist perspective of path dependency. As mentioned in the section on defining institutions, these institutions will be 

· formal institutions such as laws and regulations and whether there is a constitution

· institutions with a social aspect, such as the actors involved, for instance in interest groups, the media or within the public services.

Unit of analysis

The unit of analysis in this research is the policy processes in each of the three countries, as moments of change and the way these have influenced further developments in the three countries are studied. 

The research question will be: how can differences between access regulation of national electronic records in the United Kingdom, the Netherlands and Germany be explained? I will use three sub-questions to support my analysis: What are the laws and rules concerning privacy and exchange of information in the countries? What have been important events influencing policies concerning privacy and data-sharing? How have these policies then developed?
Measurement reliability and validity

The measurement reliability could be quite high, since many aspects of the policy processes can be determined objectively. For this however, it will be necessary to compare information from varying sources in order to create a higher measurement reliability. Sources will include official policy documents, scientific articles, and opinions of the political parties and interest groups themselves. For analyzing the differences between the three systems I have used the official national information sites. In order to come to standing points of governments I will systematically search the sites of the countries’ governments. I will use national law databases in order to track back important decisions and I will use law databases provided for by the Council of Europe and the European Commission to look at the national ratification of international agreements. Furthermore, scientific literature will expectedly be of help in interpreting developments. I will look at opinions of interest groups in all three countries.

In order to create a high measurement validity, it will be important to continue checking whether the found data say something about the relevant aspects. The measurement validity can be high if the study measures what it intends to measure and this should therefore be a point of focus. 

4.2 Operationalisation
Here I will work out the crucial concepts that are used in this thesis.

Institutions

Institutions are the forces that lead to conduct (Steinmo and Thelen, 1992). See for an elaboration on the concept also the section called ‘defining institutions’. In this study, institutions will be operationalized as follows. 

Formal institutions can include the presence of a written constitution; as in a constitution, basic statements concerning privacy will be included which will thus already form a starting point for further privacy rules. Also, laws and regulations will fall under formal institutions. It is of importance to consider what has been laid down legally about privacy protection, because such rules can for instance constrain policy makers, as some policy alternatives are not allowed by law and therefore impossible to implement.

Social Institutions can be governments, and for instance what political parties are in charge. It could also be interest groups, representing citizens and patients. Furthermore, it is possible that a role has been played by for instance public officials, the media or the public opinion. 

Not all of these institutions need to be of relevance in analyzing how each change has been made and has had an effect, but they could play a role and will be addressed if this is relevant. 

Privacy

In order to find relevant sources on the development of rules for accession to the national electronic patient records, it will often be necessary to search for rules about privacy, as this concept, as I have shown in the introduction, is closely linked to information sharing. Rules concerning access to such records can for instance follow from laws on privacy.

In this thesis the following definition of patients’ privacy is used: the right of patients to decide who gets to see their medical information and also as their right to not have these data exposed if they choose them not to be (Annas, 2003).

Interest groups

An interest group is defined as a group of individuals that collectively acts to promote a joint interest. In this thesis interest groups can for instance be patients associations, medical associations or groups concerned with privacy in general. If the government promotes policies that touch upon the interests of an interest group, this group can become active by trying to influence these government policies. It thereby becomes a pressure group. Not every interest group is thus always politically active this way, and the term ‘pressure group’ is in fact a specification of the term ‘interest group’ (Woerdman, 2004). As we have seen in the literature, interest groups are not necessarily active in the field of privacy protection and for this reason, in this thesis the term ‘interest group’ will be used. 
5. The United Kingdom

5.1 Introduction

In this chapter I will look at privacy and data protection developments in the UK over time and I will describe these in chronological order. As I have mentioned in the introduction, I expect this history of privacy protection in the UK to be of influence on the access regulation of the Summary Care Records. In order to be able to draw conclusions on that, I will first describe subsequent events in the field of privacy and data protection in the UK and I will link these to the SCR where possible. In my analysis I will include different institutions, including amongst others international agreements, national legislation, and influential actors and reports. I will base my analysis on Bennett and Elman’s model of causal possibilities, contingencies, closure and constraints, which I will conclude on in the last part of this chapter.

5.2 Privacy in the United Kingdom

The United Kingdom (UK), as mentioned in the introduction, is a centralized unitary state. Like all states it has a constitution, which consists of all the country’s laws and rules and regulations. However, the UK is a well-known example of a country that does not have a written constitution. A written constitution is a document in which a country’s most important basic rules are summed up. As the UK does not have such a written constitution, no such basic rules – for instance concerning citizens’ right to privacy – have been laid done that way. The UK’s constitution consists of legislation, common law and jurisdiction. This makes it a flexible constitution, as its contents can easily be changed: by normal legislation (Bellekom, 2007). The shape of the British constitution thus leaves open many possibilities for the design of privacy rules and regulations. 

A first sign of privacy legislation in the UK was the decision in the case of Prince Albert v. Strange in 1849, as a person who unrightfully used etchings, made by the plaintiff, was sanctioned. This was an extension of the right to both property and confidentiality (Prince Albert v Strange, 1849). 

However, until 1984 there was no real privacy protecting legislation in the UK. In 1980, the Organization for Economic Co-operation and Development (OECD) issued its Guidelines on the Protection of Privacy and Transborder Flows of Personal Data. These aimed at harmonizing privacy legislation in its member states, with the twofold goal of both protecting privacy in relation to data-sharing, and securing uninterrupted international data flows. The UK at that time had no privacy protection legislation yet and was not preparing any such legislation either, but the guidelines were meant to serve as a voluntary basis in such cases. For this purpose, the OECD had established eight principles: the collection limitation principle, the data quality principle, the purpose specification principle, the use limitation principle, the security safeguards principle, the openness principle, the individual participation principle, and the accountability principle (OECD, 1980). Especially this use limitation principle could be of relevance in this case, as we have seen in the second chapter that patients’ data in the SCR can also be used for other purposes than the patients’ treatment. This principle in the OECD guidelines is formulated as follows: “Personal data should not be disclosed, made available or otherwise used for purposes other than those specified in accordance with Paragraph 9 except: a) with the consent of the data subject; or b) by the authority by law.” (where paragraph 9 refers to the purpose specification principle) (OECD, 1980). At first sight, it seems that the UK’s provision on the use for secondary purposes is against these agreements. 

In 1981, the Council of Europe Convention 108 was published: the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data. It had as its basis a set of principles similar to those laid down in the OECD Guidelines. However, this Convention was not voluntary such as the OECD Guidelines and the states that are signatory to it were obliged to adapt their domestic laws to make them congruent with the Convention. By not adopting legal provisions on privacy protection, the UK would run the risk of being severely hampered in its trade with signatory states that, following the Convention, no longer shared data with non-signatory states (Warren et al., 2001). On the purposes of data, Convention 108 states that data have to be “… stored for specified and legitimate purposes and not used in a way incompatible with those purposes.” (Council of Europe, 1981). There seems to be no conflict of the UK’s provision of secondary use with this provision.
The publications of these OECD guidelines and Council Convention reflect an attempt of both organisations to balance the articles promoting privacy protection (article 8) and freedom of expression (article 10) in the European Convention of Human Rights and Fundamental Freedoms (ECHR) (Aldhouse, 1980).

Data Protection Act 1984

In 1984, mainly as a reaction to and as the ratification of the 1981 Council of Europe Convention 108, the Data Protection Act (DPA) came into force in the UK, as the country’s first expression of data protection (6, 2005). The 1984 DPA was not intended specifically to protect citizens’ privacy, but more broadly to prevent misuse and incorrectness of personal information and in addition to that, to set standards for gathering, managing and sharing this information. However, its scope was limited to automatically or computer-processed information. In the Act, eight Data Protection Principles were established, mirroring the OECD Guidelines and the Council of Europe’s convention 108 (DPA, 1984). It was aimed at codifying citizens’ rights on the one hand, and personal data-users’ duties on the other hand (Moulson, 1989).

Under the DPA 1984, the function of Data Protection Registrar was first established. This office worked independently from the government, with as its main task to monitor and work towards compliance with the Data Protection Principles (6, 2005). This Registrar was to function as the UK’s ‘privacy watchdog’. Every person – or company – who wanted to keep records of personal information on their computers would have to register with this Registrar and provide information about the nature and the goals of these records (DPA, 1984). This could be considered a form of preventive monitoring by the Registrar, as he had the power to allow or to refuse such registrations. Furthermore, this Act appointed to the Data Protection Registrar the duty to promote and stimulate the establishment of codes of practice (Van den Berghe, 1995). 

In reality the preventive function of the Data Protection Registrar has not been as extensive as was intended. Registration has turned out to be a more or less automatic process and hardly any registrations have been denied. Application of the Act therefore mainly had to be through the rules as stated in the DPA itself and through the codes of practice that followed from it (Van den Berghe, 1995).

It has been the task of the Registrar however, to monitor data protection. He produces a report annually and in his first publication in 1992 he already set out a number of guidelines for dealing with data-sharing (6, 2005). The Registrar can express his concern over developments or policies and he can make recommendations. Over the years, the subsequent Registrars have done this and they have focused attention to the increase in data-sharing (ICO, 2005). An important issue has been to try to establish statutory rules for privacy protection. However, the governments have usually not wanted to create statutory rules. This has been the policy of both major political parties. The argumentation for not embedding such rules in law is that it would lead to an inefficient situation on the one hand, and to rules too unspecific to work with on the other hand (6, 2005). 

Instead, there has been a large role for the Registrar in promoting the development of all sorts of – voluntary – codes of practice. For many policy fields relating to privacy aspects in the UK, such a code of practice has been developed by the organisations using personal data, in consultation with the Registrar (ICO, 2009).

Here we can distinguish a first important contingency as, following international agreements, a first step in regulating data protection has been taken by adopting the DPA 1984 and there from this moment on was a legal basis for data protection. Unlimited use of data was no longer allowed and those wanting to use personal data had to register for that first. As integrated in Bennett and Elman’s model:


Furthermore, an emphasis is placed on data protection through non-statutory legislation: by promoting the development of codes of practice. As describe further on, for data protection in the NHS, such a code of practice has been developed as well.

Data Protection in the NHS

In the United Kingdom, healthcare is provided through the National Health Service (NHS) which was first established in 1948. Since 1990, care is organized through semi-autonomous public trusts, which can contract with either NHS or private care providers (Hatcher, 1997). In the 1990s these trusts all autonomously decided on which IT applications they would purchase. As a result there was hardly any compatibility between these computer programs and it was difficult to implement a network for sharing of medical information. After coordination by the NHS Information Authority, the different systems could be linked to the NHS Net. However, in 1995, the British Medical Association (BMA), which represents British Healthcare professionals, expressed its concerns about patient confidentiality in the NHS Net system, which resulted in a large study on this confidentiality within the NHS. This study was led by dame Fiona Caldicott and one of the main recommendations rising from this study was that there should be a Caldicott guardian, charged with monitoring data protection in every organisational part of the NHS from that moment on. This recommendation was, and still is, followed by the NHS. Since 2001, this system has been extended to social care (Bellamy, 2005b). 

The decision to install Caldicott guardians in the NHS is a second contingency. It led to closures and constraints, since these health bodies could no longer decide on how to design their data protection. These steps also show a tendency towards self-regulation. 


Data Protection Act 1998

In 1995 the European Union Directive on Data Protection (95/46/EC) was established, in order to align member states’ legislation concerning data protection. The same principles that had been the basis for previous European agreements - and for the DPA 1984 - were also the starting point for this Directive. It has as its main purposes to promote free movement of personal information across European borders and to protect the security of this information. It defines personal data as “any information relating to an identified or identifiable natural person”, which is a broader definition than the one being central to the UK’s DPA 1984, as that Act was only applicable to computerized use of personal data. In this EU Directive, the focus is explicitly on all ways of data processing (EU Directive 95/46/EC, 1995). This Directive had a direct binding effect on the UK and it had to be integrated within the UK’s domestic law. 

This led to the adoption of the Data Protection Act 1998, replacing the DPA 1984. The most important difference is that the DPA 1998 is applicable to both computerized and manually processed personal data. In cases of sensitive personal data, such as medical data, extra restrictions apply to data-processing and explicit consent from the person in question is needed – which makes this Act highly relevant in light of the use of electronic patient records in the SCR.

In this new Act also eight principles were formulated. These are still used today and they resemble the eight data protection principles as the OECD established them in 1980 and as they were included in the DPA 1984. These principles are reproduced in figure 1.

Furthermore, with the adoption of this Act, the Data Protection Registrar was renamed the Data Protection Commissioner (6, 2005) and this Data Protection Commissioner issued a guidance to the new Act in the same year (ICO, 2005).

This third contingency arose from international agreements and was very much in line with previous policies, as it was a new version of the DPA. An extra closure was that this new law applied to all forms of data processing. 


Figure 1. The eight data protection principles as established in the Data Protection Act 1998.

(Data Protection Act, 1998)

In addition, in 1998 the UK also further ratified the ECHR, in which privacy protection is formulated under Article 8: “Right to respect for privacy and family life. Everyone has the right to respect for his private and family life, his home and his correspondence.” (Council of Europe, 1950) This resulted in the adoption of the Human Rights Act in 1998, in which these provisions from the Convention were domesticated as well (Human Rights Act, 1998).

This is an especially important development and contingency: as a result of the ECHR, the UK developed its first true privacy-protecting legal instrument. From this moment on, not just personal data, but persons’ privacy as a whole had to be respected. 

This has had a large impact on healthcare in the UK. In 2007 for example, the NHS published a framework for applying human rights in healthcare. It stated that the right to privacy as described in the HRA 1998 “is a qualified right and may be interfered with in order to take account of the rights of other individuals and/or the wider community.” It mentions personal records – both financial and medical – as an issue of relevance within the scope of this right (DH, 2007). 

Balancing privacy protection and other policy objectives 

In 1997 the Labour Party came into power after many years of Conservative leadership and it has been in power since then (Labour, 2009). With this new party in charge came also new ideas, and Labour started to invest, amongst others, in data-sharing. This was due both to the fact that possibilities for data-sharing were increasing by that time, and because it closely fit the party’s policies (Bellamy, 2005a). Modernizing national policies was an important goal for the new government and it especially focussed on the NHS. In 1998 the report ‘Information for Health’ was published, in which the NHS strategy until 2005 was set out. Information was seen as an essential aspect of improving care and in this report the development of a national electronic patient record, based on the already existing NHS Net, was already planned (NHS 1998). 

The coming into power of the Labour Party is a contingency as well. It led to significant changes in the public services and caused a change in policy making.


This emphasis on data-sharing from 1998 on was not just focusing on the healthcare sector; it was also expressed by the legislation the government has been introducing since then, aiming to reduce crime and increase safety. Legislation adopted in this field includes the Crime and Disorder Act 1998 and the Regulation of Investigatory Powers Act 2000 (Bellamy, 2005b). Furthermore, in December 2001 the Anti-Terrorism, Crime and Security Act was introduced – very quickly after 9/11. Both these latter Acts gave authorities more powers to trace personal data, for instance via telephone connections and the internet. This led to opposition from interest groups such as Liberty (Bellamy, 2005b). A similar situation arose around the Social Administration (Fraud) Act 1997 and Social Security (Fraud) Act 2001. Both these Acts were aimed at tracing fraud, and for that purpose citizens’ records from different departments could be matched and citizens’ personal financial information could be accessed. These Acts were opposed not only by the Data Protection Commissioner, but also by parliament and interest groups. Because of this opposition, the government had to publish codes of practice to go along with both Acts. They did so, but kept refusing to design more broadly applicable statutory regulation (Bellamy, 2005b).

These aforementioned Acts are contingencies, inducing a decrease in data and privacy protection. This is deviant from the existing developments and Acts in the UK, which increased data and privacy protection – and which led to closures and constraints. From the more recent developments however, it seems that these closures and constraints do not fully apply: measures that were less protective were considered and put down in legislation anyway and new policies do not seem to be completely shaped by the existing trend of policies.

Such privacy threatening Acts could lead to breaches of citizens’ rights under the Human Rights Act 1998. There are no further legal provisions aiming to clarify the way this balance should be sought. This is in line with the longer trend in the UK to not lay down such rules in legislation, but to rely on codes of practice for regulation. 
The civil rights organisation Liberty is active in this field and questions the way this balance between data-sharing and the right to privacy is dealt with. Liberty is a major international human rights organisation. They amongst others focus on the right to privacy. Liberty expresses its concerns and standing points via publications and by publicly reacting to policy developments in the UK. It further publishes responses to government consultations and undertakes independent research (Liberty, 2009a). Liberty is part of the Voluntary Sector National Advisory Group (VSNAG) which advises the NHS on its IT-services. This body is concerned with amongst others confidentiality aspects and with ensuring the availability and accessibility of e-health for all citizens (NHS, 2009b).  

Another important interest group is Privacy International. It is an international human rights watchdog, which mainly focuses on privacy intrusions, both by governments and businesses. They too monitor developments in privacy related policies in the UK (Privacy International, 2009a). Privacy International has been closely monitoring developments in the field of IT in the NHS. They present Big Brother Awards to organisations performing badly on privacy-related issues annually and in 2000, they awarded the NHS the “Most Heinous Government Organisation” Award for their plans to develop electronic patient records. In 2004, they awarded the NHS National Programme for IT (NPfIT) the “Most Appalling Project” Award (Privacy International, 2004).

The UK’s government first acknowledged possible conflicts between data-sharing and privacy in its 1999 White Paper ‘Modernizing Government’ in which it set out its long term plans for improving service delivery. In this White Paper it stated that attention was needed for and would be given to privacy aspects: it declared data protection to be one of its main tasks (6, 2005). 
Other Acts

In the year 2000, the Data Protection Commissioner became also responsible for the field of freedom of information following the adoption of the Freedom of Information Act in 2000, which establishes the general right of access to information held by public authorities (ICO, 2009). As a result, its function was renamed again, into Information Commissioner (6, 2005). The Information Commissioner’s Office (ICO) currently has as its task to “promote access to official information and to protect personal information” (ICO, 2009). 

In many pieces of regulation, as mentioned earlier, medical information is seen as highly sensitive, and extra precautions are prescribed for processing such medical information. In the Health and Social Care Act 2001, which was an amendment to the 1950 National Health Service Act and which was intended to facilitate the 2000 NHS Plan, a provision was included, allowing for the use of personal medical data for other medical purposes. This was a very controversial provision, and interest groups were very much against it, since it was seen as posing a threat to patient confidentiality (Anderson, 2001; DH, 2001). Those who wanted to make use of this option first had to apply to the Patient Information Advisory Group (PIAG), which was temporarily established mainly for this reason. The PIAG further had to advise the government on important medical issues involving patients’ data processing. The PIAG’s members were representatives from patient groups, medical professionals and regulatory bodies (PIAG, 2009). It had thus as a task to find a balance between medical research, and protection of patients’ medical data. In the consultation for the Data Sharing Review they expressed their standing point as follows: “In our experience, the legal boundaries to information-sharing are often perceived by some in the research community and some staff in the NHS as an unnecessary burden rather than serving the purpose of safeguarding the confidentiality of patient information. It is essential that this misunderstanding be addressed.” (Thomas and Walport, 2008). As we have seen in chapter two, this provision in law to make personal data available for secondary purposes has an effect on the UK’s SCR, in which this option is provided for. Such use of personal data is legalized this way, following the principles in the DPA 1998 which stated that the data “shall be obtained only for one or more specified and lawful purposes, and shall not be further processed in any manner incompatible with that purpose or those purposes” (DPA, 1998).

However, the development of this provision is a contingency that marks an important aspect of the current design of the SCR as well: the secondary use of information. This is an application that is not included in the system in all countries. It can be seen as a sign of quite loose data protection rules and it seems to be stretching principle two of the DPA 1998, which states that “data shall be obtained only for one or more specified and lawful purposes” (DPA, 1998).

The new EU Directive on Privacy and Electronic Communications (2002/58/EC) resulted in the adoption of the Privacy and Electronic Communications Regulations in 2003. These were meant to further specify rules concerning electronic data processing, and not to replace or overrule the DPA 1998, but they were a statutory instrument (Electronic Communications, 2003). This is quite exceptional, since most regulations in the field of privacy protection have been established through codes of practice and not through law. However, codes of practice still have an important place in UK privacy regulations. At the moment there are all sorts of such codes, varying from a code for Closed Circuit Television (CCTV) surveillance to a code for Telecommunications Directory Information (ICO, 2005) and a code of practice for processing medical data within the NHS (DH, 2003). 

Data protection

In the United Kingdom, there is an abundance of policy documents. There are many White Papers (policy proposals) of which for instance the 1996 White Paper on Encryption on Public Networks, the 1997 Freedom of Speech White Paper and the 1999 Modernizing Government White Paper are relevant for privacy and data protection. In addition to these government papers, many reports on the subject have been published over the years. Especially in the beginning of the 21st century, the same period in which the SCR was designed, a lot of discussion has taken place in this field. 

In 2002, the Performance and Innovation Unit (PIU) presented its report ‘Privacy and data-sharing: the way forward for public services’. The report had the objectives to both improve public services and processing of personal data, and to increase citizens’ trust by improving privacy safeguards (DCA, 2009). Critics stated that the report was focusing too much on data-sharing and not enough on data protection. Furthermore, the report’s main point of view appeared to be that these two aspects will often conflict, which would best be solved by introducing privacy safeguards (6, 2005). Liberty reacted to the report by welcoming the safeguards that were to be introduced. Yet, it expressed concerns about an unwelcome increase in data-sharing (Liberty, 2002). Shortly after the publication of the PIU report, the government first proposed its ideas for a national ID-Card, which seemed to go directly against some of the main recommendations of the PIU Report. The PIU Report’s influence thus seems to have been limited.

In 2003, plans for a national personal health record for every citizen were announced. These plans can be traced back to the ‘Information for Health’ strategy by the Department of Health (DH) (NHS, 1998). In the same year, the DH published its NHS Confidentiality Code of Practice as a guidance for using health records. The core of this code is, that patients should give consent for use of their information, understand why that is necessary and understand their rights, and have trust in data processing by the NHS (DH, 2003). 

The development of these plans and the code of practice to go with it are a contingency, exposing both the trends of an increase in data-sharing and the reliance on self-regulation. 

In addition to this, the NHS in 2005 issued its first Care Record Guarantee, which was replaced by new versions in 2006 and in 2007. In this report, the rules for governing information in the NHS are explained, also as a part of the public information campaign on the NHS Care Records (NHS, 2007). Every citizen was aimed to have a national electronic patient record by the end of 2005-2006 (Bellamy, 2005b) However, this target has not been reached and today the SCR is still in development. 
In 2006, after taking part in a taskforce on the SCR, the BMA stated that it is in favour of such a record, but that some provisions are of importance: there should be sufficient information for patients, patients should be encouraged to actively check whether their data are accurate, and patients should have the option to completely opt out of the SCR and thus have no record uploaded at all. Furthermore, the BMA was appointed as one of the members of a new advisory group on the future developments of the SCR (British Medical Association, 2006). In the BMA’s recommendations on the NPfIT, it recommends that citizens’ confidence in the SCR should increase before further rolling it out. To reach that goal, the government should for instance work together with medical and patients associations to come to agreement about uploading medical data onto the system and about the form in which this is done. Also, in its paper, the BMA expresses concerns about the Secondary Uses Service and it recommends that more clarity about this aspect of the SCR should be given (British Medical Association, 2008). Except for some concerns, for instance on patients privacy and confidence, the BMA in general is thus in favour of a SCR and it is in these aspects that they try to come to improvements of the system as it is currently proposed. 

Recent developments

In reaction to plans of the government for amongst others the introduction of an ID-Card, the Information Commissioner in 2004 warned that the UK “could sleepwalk into a surveillance society” (BBC News, 2004). However, in 2006 the Identity Cards Act was adopted (Home Office, 2009). Initially the cards system was to be fully rolled out in 2010, but due to financial cutbacks and a loss of trust from the citizens due to some large scandals involving data loss, this has been postponed and weakened somewhat. There is also opposition by interest groups such as NO2ID and most other political parties are not in favour of this system (BBC News, 2009). The Information Commissioner with his remark also meant the development of a general ‘child record’ which would aim at closely following children’s development and at signaling possible problems at an early stage, and for which the base is laid with the adoption of the 2004 Children Act (Children Act, 2004). This has led to objections from amongst others the ICO and Liberty (Daily Mail, 2006). Another significant privacy-related development in the UK is the increase in the number of surveillance cameras since the mid 1990s, until an estimated 4.2 million surveillance cameras in the UK nowadays (BBC News, 2004). This increase started after a Home Office publication which concluded that CCTV could help reduce crime (Brown, 1995). The ICO in 2007 warned for this mass surveillance and to a ‘creeping encroachment on liberties’ (ICO, 2007).

All of these developments can be identified as contingencies, reducing citizens’ privacy. In all of these cases, the ends seem to justify the means, at the cost of privacy. The UK’s tendency for self-regulation in this area and therefore for having only broad privacy legislation offers space for the development of measures that could possibly have a negative impact on data and privacy protection. 
In 2007, Privacy International published a ranking of countries in the world, based on how well they protect privacy. The United Kingdom does not do well in this ranking: it is labelled an ‘Endemic surveillance society’ and is thereby placed in the same category as China and Russia. It is amongst the worst scoring countries at many of the used criteria, amongst which medical surveillance, and it is the European country with the lowest ranking (Privacy International, 2007a). 
In their reaction to the Coroners and Justice Bill, a proposal that was aiming at facilitating easy data exchange and even leaving out persons’ consent as a necessary condition for data-sharing, they expressed severe privacy-related concerns. This proposal would, according to Privacy International, have major impacts on healthcare as it would open doors for sharing information from medical records not just for research, but also for insurance purposes (Privacy International, 2009b). 
Liberty also issued a report in 2007, in which it describes a poll in which 54% of citizens said not to trust the government with their information, 48% thought the government has too much information and 57% saw the UK as a ‘surveillance society’. In the report Liberty claims that the laws on data protection are no longer up to date and leave many new developments insufficiently regulated (Liberty, 2007). In 2009, it furthermore commented negatively on the Coroners and Justice Bill, as this would in their eyes give far too much powers to any random minister for data-sharing without citizens’ consent (Liberty, 2009b). 
After the committee stage, this proposal on extension of ministers’ data-sharing powers in the Bill was withdrawn (UK Parliament, 2009). 
In 2006, a ‘Report on the Surveillance Society’ was published by the Surveillance Studies Network for the Information Commissioner. In this report different forms of surveillance are described and it is argued that the UK is a surveillance society (Surveillance Studies Network, 2006). In May 2008, the Home Affairs Committee published its report on surveillance. It expressed its concerns that the UK could change into a surveillance society if data protection was not safeguarded. Its main recommendation to the government was that only essential data should be collected, and stored for only as long as needed. Furthermore, it pointed to the importance of balancing the benefits and the risks (Home Affairs Committee, 2008). In the government’s reply to this report in July 2008, it stated that there was no such thing as a surveillance society, but that it did consider the weighting of benefits and risks of data-sharing to be very important (UK Government, 2008). 

In 2008, Richard Thomas, the Information Commissioner, and Mark Walport, the head of the Wellcome Trust and a member of the Council for Science and Technoloy, finished their Data Sharing Review. They were given the task to map the framework for processing personal information - in both the public and private sectors - by the Prime Minister in 2007. In their report, they make recommendations about how personal data can be used for science and statistics. They amongst others conclude that there is not enough transparency and clarity concerning data-sharing and that the Information Commissioner should be granted more powers to be better able to exercise his privacy monitoring functions. They furthermore see public trust as an essential condition for data processing by organisations (Thomas and Walport, 2008). 

As a result of both this report and of the Home Affairs Committee Report, the government has initiated extensions of the powers and funding of the Information Commissioner (UK Government, 2008). 

5.3 Conclusion

There have been many situations of change in the field of privacy and data protection in the UK. Especially international agreements, but also signals from interest groups such as the BMA have led to measures concerning privacy protection. I have described some basic Acts and other regulatory tools that have been introduced this way. These have led to closures and constraints: in further decisions, the previous measures had to be taken into consideration and new policies should follow the trends of previous regulation policies. 

In the first period, as I have shown in the foregoing description, this mechanism indeed clearly appears, as Acts and regulations became more specific at subsequent moments of change: at first only computerized data protection, then all forms of data protection and after that also specific respect for privacy were recorded in law. The emphasis on non-statutory privacy protection, often in the form of codes of practice, has been present since the first Act on the subject however. 

In the next period, following the coming to power of the Labour Party and the increase of data-sharing possibilities, the mechanism of causal possibilities, contingencies, closures and constraints cannot be so sharply distinguished. In reaction to threats like crime, fraud and terrorism, new Acts and initiatives have been adopted, that in effect can conflict with data and privacy protection. Here the closures and constraints resulting from previous policies at first sight do not seem to have much effect. However, the trend of self-regulation has been continued over time and during most changes. It seem to be these trends of loose privacy protecting legislation and self-regulation that have helped create a situation in which policies that conflict with privacy and data protection can exist. 

We can thus say that in the UK, privacy and data protection regulation are organized quite loosely. There is some general legislation, but in carrying out their tasks, organisations have to rely on voluntary codes of practice. This tradition of codes of practice shows that the law itself does not sufficiently protect citizens’ privacy. The fact that the government is not inclined to make these codes statutory, makes the total of regulation quite confusing. Over the past years, the number of calls to the government for more awareness and regulation in the field of privacy and data protection has increased.

The access regulation and privacy protection of the SCR, as I have described them in the second chapter, have been designed in accordance with this - not undisputed - system of regulation. The secondary uses-provision of citizens’ medical data in the SCR follows from the provision in the Health and Social Care Act 2001, which allows for such use of medical data. Other striking features of the SCR are the fact that all NHS-staff will have access to the SCR – although to different extents, and the fact that access can be gained without patients’ consent. These features fit the emphasis on data-sharing in the UK over the past decade, and the current ways of balancing data-sharing and privacy protection without laying down specific rules on privacy protection in legislation in the UK. 

6. The Netherlands

6.1 Introduction

In this chapter, I will describe privacy-related developments in the Netherlands as these have taken place in chronological order. As mentioned in the previous chapter, I expect these developments to be of influence on the design of access regulations in the Dutch Electronic Patient Record (EPD). I will describe important Acts that have had a decisive influence on privacy protection in the Netherlands, but other Acts that were not that decisive, but that do show certain tendencies in policies, will also be touched upon. Furthermore, other events that have been of importance and actors that played a role in these developments will also be included in the description. I have at one point chosen to combine my description of several Acts, which were introduced over a period of ten years, in one paragraph. At that point I thus deviate from the chronological order of events; the reason of this deviation is to avoid too much and unnecessary fragmentation in the text. My findings will be linked to the mechanism of causal possibilities, contingencies, closures and constraints, which I will recapitulate on in the conclusion.

6.2 Privacy in the Netherlands

The Netherlands is a decentralized unitary state. It is a country with a written constitution, which is rigid and therefore not very easy to change. For making changes to the constitution, additional guarantees are included, causing formal rigidity. In addition to this, in the Netherlands the legislator cannot be judged on constitutionality, which means that constitutional changes can in fact only be introduced by means of cooperation of the involved political bodies. In the Netherlands, the constitution is thus truly rigid (Bellekom, 2007). It provides for a framework for further legislation and regulation. 

The Dutch constitution was first adopted on August 24, 1815, but in the completely revised version of the constitution of 1983, privacy was for the first time established as a basic constitutional right.

The right to privacy is mentioned in article 10, the translation of which is presented in Figure 2.


Figure 2. Article 10 of the Dutch Constitution:  the right to privacy.
Constitution of the Netherlands, translation by Privacy International

The revised version of the Constitution was designed in a period of much attention for privacy, both in the international field and in national policy-making, as we have also seen in the previous chapter. This explains why privacy is established so firmly in it. It had as a result that privacy from that moment on officially had to be respected and protected. 

Furthermore, another constitutional article that is of relevance in the field of privacy protection is article 13, which refers to the privacy of correspondence, telephone and telegraph. In the Netherlands, the right to privacy has thus been anchored quite strongly in the Constitution. The government has since then tried to make changes to these articles. In 1997, it wanted to change article 13 by replacing those three concepts, as these had become somewhat out of date with the upcoming of new technologies such as the internet. However, the proposed new article received much criticism from legal journals and from both the Second and the First Chamber as it appeared to offer less protection than the existing article did, and as a result the proposal was not adopted (de Meij, 2000). For this reason, in 1999, the Commission on ‘Constitutional rights in the digital age’ was installed by the government, with the task of bringing out an advice on the consequences of new information and communication technologies on the constitutional articles. On article 10, this Commission advised to extend the third point with some additional provisions which had also been part of the EU Directive (95/46/EG), such as the right of citizens to know the sources of the data that are obtained about them. On article 13 it proposed to replace the technology-specific terms with the broader term ‘confidential communication’ (Commissie Grondrechten in het digitale tijdperk, 2000). The report received much criticism for being so careful in its conclusions (de Meij, 2000). Despite these critiques, the government took over most of its recommendations in its new proposals for changing the constitutional articles. The need for adaptations to the articles was not sufficiently proven for the Council of State however, and the government withdrew its proposals (Kamerbrieven, 2004). Until today, no changes have been made to these articles. 

Personal Files Act 1988

In 1976, the State’s Commission for the Protection of Privacy Concerning Personal Files published its final report, which contained a proposal for statutory regulation of privacy protection and which was submitted for approval to the Parliament in 1981. However, due to financial cutbacks and deregulation, the proposal did not make it and the Act was not adopted at that time. In 1985 a new, adapted version was submitted and after a long political process, the 1988 Wet Persoonsregistratie (Personal Files Act; WPR) was adopted (Stallworthy, 1990;Nivra, 1990). This WPR was also necessary to translate article 8 of the ECRH into national law (Van Schoonhoven, 2006). It was the first Dutch set of privacy rules that was laid down by Act of Parliament, following the provisions as formulated in the Constitution. This Act also reflects the principles as laid down in the Council of Europe’s Convention 108, for instance in the purposes and the ways of data recording – these should be proportional and used only for the purposes they were originally recorded for (WPR, 1988). 

The WPR furthermore established the Dutch Registration Office (Registratiekamer) as the Dutch ‘privacy watchdog’. It was an autonomous office, responsible for monitoring privacy protection in the Netherlands, as well as WPR-compliance of the government and of government organisations. Its main tasks were threefold: monitoring compliance, advising the government, and mediating and attending to complaints (Nivra, 1990). Persons wanting to use personal data had to register for that at the Registration Office. Furthermore, it was determined in the Act that organisations could voluntarily choose to register their privacy codes of conduct, if such a code had been established within that organisation, and ask the Registration Office to assess whether that code met the conditions as stated in the WPR. If the Registration Office subsequently would declare that such a code met those conditions, this declaration would be made public and it would remain valid for five years. It would not, however, have statutory powers (WPR, 1988). The Registration Office was also responsible for supervising compliance with the 1990 Wet Politieregisters (Police Register Act; WPolr) but it was not responsible for monitoring compliance with the 1991 Wet Openbaarheid Bestuur (Public Access to Government Information Act ; WOB), which is different than in the UK (WPolr, 1990;WOB, 1991).

The adoption of the WPR represents an important contingency, as it is the first data protection legislation following the provisions of the Constitution in the Netherlands. It restricted the use of personal data and personal files and it prescribed that use of personal data had to be registered at the Registration Office first.

Data protection in the WGBO 

In 1994, the Wet Geneeskundige Behandelingsovereenkomst (Medical Treatment Act, WGBO) was adopted. This Act regulates the rights to privacy and information. It amongst others included provisions on patients’ right to consult their own medical records, the medical professionals’ confidentiality and the right to privacy during medical treatments. The purpose of the Act was to strengthen the legal position of patients (Ministry of Health, Wellbeing and Sports, 2009b). The medical professional thus following this Act has to ensure that medical data are provided to no other persons than the patients involved, unless these had given explicit consent for that. The WGBO represented the first national privacy legislation which was completely directed at the medical sector and which was complementary to the WPR this way (Raad voor de Volksgezondheid en Zorg, 2002). 

The WGBO marks a contingency that is very relevant in light of this study as it contains legislation, specifically aiming at privacy in the healthcare sector and it thereby also covers the field of the EPD. 

Data Protection Act 2000

In the Netherlands, the 1995 EU Directive on Data Protection (95/46/EC) had an effect on national legislation as well. In 2000, the Wet Bescherming Persoonsgegevens (Data Protection Act, WBP) was established. This Act was aimed at data protection in all forms of data processing. Furthermore, in its provisions it is similar to the provisions as laid down in the aforementioned EU Directive (WBP, 2000). This Act was an extension of the 1988 WPR and its establishment was necessary for national legal adjustment to the new international standards. A difference between the two Acts that is especially of relevance in relation to electronic patient records, is the fact that data protection regulation under the WPR was applicable only to the keepers of personal information, and not to other parties working with – and therefore also having access to – that personal information. In the WBP this was changed in order to make regulation also applicable to all those parties involved in collecting personal data. This is important in light of electronic patient records, since it limits the spreading and sharing of personal data without patients’ consent. In the WBP it is furthermore determined, that persons should be notified if their data are being processed (Raad voor de Volksgezondheid en Zorg, 2002). 

Following this Act, the Registratiekamer (Registration Office) was renamed College Bescherming Persoonsgegevens (Data Protection Authority, CBP). The presence of such a national privacy protection authority is also one of the provisions of EU Directive 95/46/EC that countries were obliged to translate into national law. The CBP remained an independently functioning organisation, which had to monitor compliance with the WBP in the processing of personal data. Furthermore it was given an advisory function as it had to be consulted on legal regulation proposals concerning data processing. The CBP was also given enforcement powers and its decisions could therefore become quite powerful (WBP, 2000). These enforcement powers include fines and the application of administrative coercion. It can impose such fines in case of non-compliance with the WBP and these fines can nowadays amount up to €4500,-. The CBP can also perform studies, has some international tasks such as participating in international working groups, and it can advice on permission for data-sharing with other countries. Organisations can still voluntarily submit their codes of conduct to the CBP (CBP, 2009a). Furthermore, the CBP encourages self-regulation through privacy officials – internal supervisors – in public bodies as well. Such officials can be appointed by those bodies themselves and have as an advantage that they can take over part of the workload of the CBP (CBP, 2006).

The WBP mainly followed EU Directive 95/46/EC and it in general followed regulations as were laid down in the WPR. It contained some relevant changes in comparison with the WPR however, amongst others because it had an extended reach: it was applicable to more parties working with personal data. Also, the CBP was given more extensive powers – although the importance of self-regulation was also considered important. 

Other privacy-related Acts

The EPD was introduced in the Netherlands in a time of increasing activity in the field of data-sharing and technological developments. From 1998 on, several Acts related to – and shaping policy making in – this field were introduced.

In 1998, the Telecommunicatie Wet (Telecommunications Act; Tw) was adopted. This Act obliged every telecommunications provider to create the facilities to follow or tap all of their telecommunications. Following EU regulations, of which the Directive on Privacy and Electronic Communications (2002/58/EC) is most relevant, this Act had to be adjusted in order to comply with the EU regulations. This led to the adoption of amendments to the ACT in 2004. The changes that were made included the possibility to claim telecommunications data from the providers, in cases of investigations of suspected crimes (TW, 2004;PI, 2007b). In 1999, the Wet Bijzondere Opsporingsbevoegdheden (Special Investigatory Powers Act; WetBOB) was adopted. It provided for far-reaching police investigatory powers, amongst others via observation, infiltration and systematic data collection of the lives of suspected persons (WetBOB, 1999). The Wet op de Inlichtingen en Veiligheidsdiensten (Intelligence and Security Services Act; Wiv) was adopted in 2002. This Act amongst others provided for the storage of traced communications data for a maximum period of a year, even if there is no direct need for it (Wiv, 2002). 
In 2004, the Wet op de Uitgebreide Identificatieplicht (Extended Compulsory Identification Act), which was first introduced in 1993 in the Netherlands, was amended. Following this Act, it became compulsory for every person from the age of fourteen to always carry a valid identification document with him, which he had to be able to show at the request of a qualified civil servant (WID, 2004).
Furthermore, in 2004 the Wet Terroristische Misdrijven (Crimes of Terrorism Act) was first established in the Netherlands. It provided for heavier punishments of criminal acts which had been committed with terrorist intents (Wet Terroristiche Misdrijven, 2004). In 2006, this Act was amended so that far-reaching competences were given to civil services, for instance on collecting information on persons who are merely suspected of having plans for terrorist crimes. The possibilities for tracing such persons were thus widened following this Act (Wet Terroristiche Misdrijven, 2006). 

In 2007, the government proposed legislation on data in which it stated that telecommunications data should be kept for eighteen months, a proposal following European agreements that established a term of six to twenty-four months. The CBP was very critical about the proposal, as eighteen months was too long, according to them. Also, telecommunication providers protested fiercely at the proposal and a majority of parliament was not in favour of the proposed term. In May 2008, the Cabinet agreed with a term of twelve months (NRC, 2008;ZD-Net, 2007). 

These Acts are contingencies, in that they changed the privacy protection situation in the field they related to. They include a decrease in privacy and data protection, which is not completely in line with previous developments in the Netherlands. Existing regulations still applied to these new Acts, but exemptions to the established data protection rules were included in these Acts. The Acts were introduced in a time of growing technological possibilities and a preference for data-sharing, and under the influence of external threats such as criminality and terrorism.

Healthcare-related developments

In 2001, the CBP investigated the internet company Medlook, which hosted unofficial private electronic patient records for patients who wished to be able to look into their own medical records anywhere, via the internet. It concluded that the company’s information to patients concerning security risks on the internet should have been better, but that otherwise the company had done what was within its possibilities to protect the patients’ privacy. This study of the CBP does, however, show its attention for privacy-sensitive developments related to electronic patient records (CBP, 2001).

Also in 2001, the Dutch minister of Health, Wellbeing and Sports at that time, Els Borst, announced that in the Netherlands there would be a functioning national electronic patient record by the year 2004. This promise was in line with her known emphasis on ICT in healthcare policies, and it was the first concrete step towards a national electronic patient record in the Netherlands (Nictiz, 2004). In 2002, this attention for ICT in healthcare was further developed by the establishment of the Nationaal ICT Instituut in de Zorg (National ICT Institute in Healthcare; Nictiz). This organisation has been given the task of realizing the EPD in the Netherlands (Nictiz, 2009). The deadline of 2004 was not made, however, reputedly due to a lack of both power and budget (Nictiz, 2004). 

The development of plans for the EPD does picture a contingency however, as it was a quite radical plan which would have a large impact on healthcare. It was shaped by the political climate with regards to IT technologies at the time, and with the increase in possible IT applications. It meant that many policies and regulations had to be initiated in order to facilitate the development of the EPD.


In 2002 a survey was performed amongst Dutch medical professionals, in cooperation with the Koninklijke Nederlandse Maatschappij tot bevordering der Geneeskunst (Royal Dutch Medical Association; KNMG). This survey showed that 77% of them was in favour of electronic patient records and 70% was in favour of electronic prescription options as part of e-health applications via the internet (Raad voor de Volksgezondheid en Zorg, 2002). 

The KNMG in general has a positive approach towards the EPD. It sees many advantages of the national linking of electronic patient records. In 2008, it expressed its concerns about the introduction of the EPD, which was, according to them, preceding too slow. It at that point advised to first make local systems work, as more than 95% of data exchange in the Netherlands took place locally. According to them, that was where priorities should be established at that stage (KNMG, 2008).

The Landelijke Huisartsen Vereniging (National GPs Association; LHV) is a large representative of medical professionals. In general, it is favour of the EPD. However, it has some reservations concerning privacy aspects: it states that privacy and also liability of parties involved in data-sharing have to be sufficiently secured and for this it has an active lobby towards Dutch politics (LHV, 2008). The Nederlands Huisartsen Genootschap (Dutch GPs Association; NHG) is a second large organisation representing medical professionals. It agrees on the aforementioned points with the LHV; in fact, both organisations often cooperate in this field. The NHG furthermore also emphasizes the need to focus especially on local or regional electronic patient records, since most data-sharing is not national (NHG, 2009). 

The Nederlandse Patiënten- en Consumenten Federatie (Dutch Patients and Consumers Federation; NPCF) is an organisation representing patients and it in general is very strongly in favour of the EPD. It considers patients’ choice and general privacy protection to be very important, but on the whole it expects privacy to be better safeguarded with the EPD, as medical professionals will be forced to take privacy aspects into account in that system (NPCF, 2008). In the corner of medical professionals’ and patients’ organisations, the attitude towards ICT in healthcare and the EPD has thus been quite positive. 

In 2004 some concerns arose that erasing personal medical data after ten years – the term for storing medical data as was established in the WGBO in 1994 – could lead to losses of data that could be essential for future treatments of patients themselves, for their families or for medical research (GGD, 2006). The Health Council published an advice on the term for storing of such data. It stated that this term should be longer than ten years, as this would have significant advantages for long-term treatment, for the benefit of family members and for research. They suggested a term of thirty years, which was to be seen as a minimum period. There should in addition be more emphasis on patients’ control over their own medical data as well (Gezondheidsraad, 2004). In December 2004, a proposal for changing this provision was agreed on by the government (Ministry of Health, Wellbeing and Sports, 2004). In 2005 the amendments to the Act were adopted and the term was extended from ten to fifteen years (Staatsblad, 2005). Here the process of balancing the advantages of new technologies and possibilities, and privacy protection clearly shows.  

The extension of this term is a contingency, which shows a development that does not further protect patients’ privacy, but probably even makes it more vulnerable for breaches of privacy. It followed developments, both in the field of IT technologies, as in the field of medical treatment and research, for which patient information could remain important for longer periods of time; for medical science, for the patient himself or for his relatives. 


Recent developments

In 2005, Karin Spaink investigated the privacy protection in two large hospitals and found that the data protection was not as good as they expected, as in both hospitals the systems could be entered, both from at a distance and from within the hospital. Patients’ medical data could easily be accessed and could have been changed, if the hackers would have had that intention. The systems could be accessed unnoticed, for two weeks. This led to much media attention and questions in parliament, where the responsible minister had to render account for these failing electronic patient records. As a result, the introduction of the EPD was postponed for one year (Spaink, 2005;Kamphuis, 2008). 

As mentioned earlier, the CBP as the Dutch privacy watchdog has the task of protecting privacy but also finding a balance between privacy protection and other arguments, such as an increase in external threats. It has been influential in many instances and publishes guidelines in order to promote compliance with the WBP. In 2006, for instance, it signed an agreement with the Health Inspection to cooperate in order to gain a greater insight in the use of personal data in the healthcare sector (CBP, 2006). In the same year, it issued ten golden rules for data protection by the Dutch Social Services, as a guidance to combine privacy protection and data processing as part of the social benefits system (CBP, 2007a). 

In 2007, the minister of Health, Wellbeing and Sports sent a Concept Legal Proposal on the EPD to the CBP for commentaries. The CBP has in its reaction been critical on the plans for the EPD. In June 2007, it advised to add to the proposal the treatment-relationship between the medical doctor and his patient as a necessary precondition for access to the patient’s medical data. In the proposal this provision had not been a part of the authorisation procedure, which led to criticism from the CBP. In the final proposal, the provision was included (CBP, 2009b). In addition, the CBP was of the opinion that the possibilities for patients to choose were unclear. It advised to establish an opt-out option in one legal provision, to improve clarity on this aspect. This advice was followed as well (CBP, 2007b). 

In 2007, proposed legislation for a national electronic child record became point of discussion in the Netherlands. Following the 2008 Wet Publieke Gezondheid (Public Health Act; WPG) it has been decided that by the end of 2009, for every newborn child such a record will be created, in which initially only medical records from the entire chain of child care facilities are included. Eventually, it could be possible to link the system to other organisations, such as the police (Ministry of Youth and Family, 2009). 

This is a contingency which shows how the same logic behind the EPD had an effect in other policy fields as well. Direct reason for these records were a few cases in which child abuse was missed by responsible youth care organisations, which is in line with the external threats that were the motivation for previous legislation limiting citizens’ privacy. 


In the same year, Privacy International issued its ‘International Privacy Ranking’, in which it made an international comparison between privacy protection in different countries. The Netherlands were labeled ‘Systemic failure to uphold safeguards’, which is the second-worst out of seven categories. The Netherlands scored especially badly at – amongst others – the categories ‘data-sharing’, ‘communication interception’ and ‘communication data retention’ (Privacy International, 2007a).
Furthermore in 2007, the Advisory Committee on Dataflow Security published a report on data processing by the government. It concluded that there was not enough sight on rules, regulations and political discussions on data-sharing and that security was not given enough attention. It further emphasized the importance of the quality of data-sharing systems. Following this report, a new Committee was installed, assigned with the task of advising on the balance between fighting crime and guaranteeing data protection in relation to public data processing (Digitaal Bestuuur, 2008;Adviescommissie Informatiestromen Veiligheid, 2007). This ‘Committee Security and Privacy’ published its report ‘Simply do it’ in January 2009. The core of the report was that data processing should take place if this was considered necessary – but that adequate privacy protection and notification to citizens involved should take place and that data-sharing should be as minimal as possible. It advised on different criteria on the basis of which a balance between data-sharing and privacy-protection can be sought (Commissie Veiligheid en Persoonlijke Levenssfeer, 2009).  

In 2008, a letter from the Minister of Health, Wellbeing and Sports to all Dutch citizens concerning the EPD caused consternation, not just amongst citizens, but also amongst medical professionals. The LHV issued a letter for GPs for their patients to read in their waiting rooms, in which it reacted to this letter. It stated that at that time there was no definite agreement on the EPD yet and that, if there would be agreement on it soon, the LHV was of the opinion that in its form at that time, data-sharing via the EPD was not safe enough yet (LHV, 2008). 

This sudden attention for the EPD was thus caused by the Minister’s letter and the subsequent reaction to that by the LHV. These were contingencies that had an impact on further policies, as a cautious introduction of the EPD had become even more priority than before, since the public’s trust was dependent on it. 


In February 2009, parliament definitively agreed to the introduction of the EPD – but under the condition that additional testing by hackers would be undertaken first. Results until then had not been satisfying and compulsory introduction of the EPD has been postponed until 2010 (Computable, 2009). Additional testing was carried out, and in April 2009 the UZI-pass, which will be necessary for care providers to access the EPD, was hacked. Consequently, the introduction of the system was stopped for a few months (NRC, 2009b).

In addition to this, in May 2009, the CBP stated that two regional electronic patient records in the Netherlands were in breach with the privacy regulations. It established that in two large regional cooperation systems, patients were not informed about their data being shared, which additionally led to the possibility that patients who had objected to being in the EPD, were still included in the regional records. The findings show a breach with the very important provision that citizens should always be informed when their data are included in information records, to enable them to object to being included. In addition, the security measures and safeguards of both organisations were insufficient as well. These findings of the CBP led to increased attention and discussion on privacy protection in electronic patient records in the media and in politics (CBP, 2009b). 

6.3 Conclusion

In the foregoing we have seen that, especially in the last decade, there have been many developments in the field of privacy in the Netherlands. Important influences on developments have been international agreements and the revised Constitution of 1983, as these stood at the basis of privacy protection in the Netherlands. Large Dutch interest groups in general have been in favour of the EPD, however, they have lobbied for adequate privacy protection in the system for years. A very influential body on the development of privacy-related measures has been the CBP, which frequently has advised or given its critical opinion on proposed legislation and policies and which often has had a significant effect on such proposals. 

In the first part of my description, the system of causal possibilities, contingencies, closures and constraints can be clearly recognized. With the introduction of privacy protection in the Constitution and under the influence of international agreements, privacy protection was covered more extensively with every Act that followed: the WPR, WGBO and WBP. These Acts thereby led to closures and constraints. Especially relevant here is the establishment of the WGBO, which specifically provides for privacy legislation in healthcare: there is thus directly applicable legislation in this field. 

However, with the introduction of other Acts from 1998 on, this tendency was not fully carried on.  These Acts were generally introduced under circumstances of external threats and more extensive technological possibilities, leading to a shift in the balance between data-sharing and privacy protection. The rules as laid down in the aforementioned Acts were still applicable, but exceptions to privacy protecting rules were made and the general emphasis in policymaking seemed to be shifted somewhat to the advantages of data-sharing. Previous closures and constraints were thus reversed to a certain extent. 

In line with these findings is also the development of the EPD and the design of privacy protection measures in that record, as I have described them in chapter two. The effects of the country’s privacy legislation can be seen in these measures. The fact that in the Netherlands patients’ consent has to be asked before a medical professional can have access to the EPD for instance, follows from the provisions in the WBP concerning the patients’ right to know what information concerning them is used. And the fact that only medical professionals involved in a patient’s treatment can access the records, follows from the WGBO, which says that there has to be a treatment relationship. The same accounts for the current absence of a secondary uses option in the EPD. 

Finally, we can conclude that privacy protection traditionally has been present quite strongly in Dutch legislation. However, over the past decade, new developments seem to have caused a constant political tendency of the ends justifying the means. Here, openings in the generally quite clear privacy legislation have been created, resulting in privacy protection that leaves a lot to be desired in the Netherlands.

7. Germany

7.1 Introduction

In this chapter I describe evolutions in privacy and data protection in Germany. The description will be in chronological order, in order to show the path that has been followed over time. Furthermore, I will link these events to the development of the Elektronische Patientenakte (EPA), in order to explain how the access regulations of the EPA were designed the way they were. The basis for this analysis, like in the two foregoing chapters, will be the model of causal possibilities, contingencies, closures and constraints. 

7.2 Privacy in Germany

Germany is a federal state. It does have a written constitution, in which the country’s basic laws are laid down. Like in the Dutch Constitution, there are additional guarantees in the decision-making procedure for making changes to the constitution, which makes the German Constitution a rigid one. However, in practice the Constitution is actually quite flexible, as it can be changed quite easily (Bellekom, 2007).

The German Grundgesetz (written Constitution) was first established on 23 May 1949, as an initiative of the Allied Forces after World War II. It at that time only covered West-Germany. After the reunification of 3 October 1990, the Constitution became applicable to the whole of Germany, at which point in time a major revision of the Constitution took place (Facts about Germany, 2009). In this Constitution, the right to privacy in general had not literally been established, but it was derived from two other fundamental constitutional rights by the German Constitutional Court in 1984. These two rights can be found in article 1(1) and 2(1) of the German Constitution (Hornung and Schnabel, 2009) which are presented in figure 3.  

Furthermore, in article 10 of the Constitution, the privacy of correspondence, posts and telecommunications is protected as well (Constitution of Germany, 1949). 


Figure 3. Article 1(1) and 2(1) of the German Constitution: the basis for the German constitutional right to privacy. Germany, translation by the German Law Archive
The adoption of the written Constitution is an important contingency in Germany, as it is the first legal provision for the protection of privacy in the country. It was established in a very turbulent time for Germany, under a large influence of the Allied Forces, and it expresses a rejection of the gross violation of privacy and data protection of Jews and other minorities that had taken place in Germany in – and preceding –  World War II (Keenan, 2005). Following this Constitution, at first privacy protection in communications, and later also more broadly, had to be protected. 


In 1968, the Gesetz zur Beschränkung des Brief-, Post- und Fernmeldegeheimnisses (or: State Emergency Act; G/10 Gesetz) was established. This Act regulated exceptions to article 10 of the Constitution, to be made for the Bundesnachrichtendienst (National Information Service; BND) and other information agencies. This Act empowered the BND to get round the provisions as laid down in article 10, if this was deemed necessary in order to protect the Constitution, or the safety of West-Germany and the allied forces that were at that time still staying in the country. The BND could support other information agencies for instance by monitoring and tracing telecommunications (Aid and Wiebes, 2001). 

First Privacy Legislation and the BDSG

As mentioned, Germany is a Federation, which consists of sixteen different ‘Länder’. These Länder all have legal authority in some policy areas. In 1970, with the memories of the dramatic misuse of personal data in World War II still fresh in mind, the Land Hessen in West-Germany established the first privacy protection legislation in Europe, with its Landesdatenschutzgesetz (Data Protection Act; LDSG). This was something new in Europe at that time (Lengwiler, 2004;EPIC, 2009). 

It is a contingency that limits the use of personal data and that marks the beginning of the design of many other privacy regulations in Germany.


In Germany, the Länder have the power to legislate on data processing taking place under authority of the Länder’s administrations. Other kinds of data processing fall under Federal legislation (Nouwt et al., 2005). This situation is thus quite complex, but in general it can be stated that the Länder have legislative power when there is no federal legislation. National rules cover personal data processing in government bodies and in the private sector. The Länder have the authority over data processing by organisations of government bodies of those Länder. This can be perceived as complex, but there are also some advantages to the system; for instance the fact that there is a certain rivalry between these Länder to create the best privacy protection regulations – which in turn can serve as an example for the other Länder (Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein, 2002). 

Some years after the first LDSG in Hessen, in 1977 the first German Federal privacy protection legislation was introduced as well, in the Bundesdatenschutzgesetz (Federal Data Protection Act; BDSG). Only one other European country created national legislation on privacy protection earlier; in Sweden a Data Protection Act was introduced in 1973 already (Clarke, 2000). However, Germany at that time could clearly be called a frontrunner in the field of privacy protection. The Acts have been amended several times over time, but the introduction of these Acts clearly resulted from an early recognition in Germany of the security risks that new technologies – the use of personal computers was emerging at that time – could produce (Nouwt et al., 2005). 

Also, with the establishment of the BDSG 1977, the Bundesdatenschutzbeauftragte (the Federal Commissioner for Data Protection) was first introduced as the national organ for monitoring privacy protection in Germany (Die Zeit, 1977). It was an autonomously functioning organ, which had as a purpose to secure and to further develop national data protection. The Commissioner was chosen by the German Parliament, and had access to and was involved in public discussions on the subject. One of the Commission’s main tasks furthermore was to advise the government on data-protection related issues. It did not, however, have enforcement powers and its function was mainly advisory. One of the ways in which it could exert some power was by means of the Commissioner’s direct access to the Parliament, through which it could try to influence data protection related decisions. Furthermore, its tasks had an international aspect as well, as the Commission also monitored and advised on the influence of international developments on Germany and the other way around; by trying to influence international developments. Especially in the first years of its existence, data protection in Germany was at an advanced stage, compared to most other European countries (BfDI, 2009). In the BDSG, the sanctions that would follow breaches of the Act, which could be financial – fines – but also prison sentences, were stated. The Commissioner could not impose any sanctions himself, but he could file a complaint at other, higher organs if he had signaled any breaches of the Act (Privireal, 2005). Later on, in 2005, the Commissioner also became responsible for monitoring compliance with the Regulung des Zugangs zu Informationen des Bundes – also: Informationsfreiheitsgesetz – (Federal Freedom of Information Act; IFG), regulating access of citizens to information of the federal government. Its name by then changed into Federal Commissioner for Data Protection and Freedom of Information (BfdI, 2009).
In the same way the Federal Commissioner for Data Protection was made responsible for monitoring data protection following the BDSG, the Länder all had Data Protection Commissioners as well:  the Landesdatenschutzbeauftragten. These Commissioners thus monitored compliance with their States’ LDSGs; on privacy protection in data processing in the States’ public sector (Fischer-Hübner, 2001). 
Private organisations, in addition, fell under the BDSG; that is, the Federal Act, but their data processing was supervised by the authorities in the Länder, which were appointed according to the data protection acts of the Länder concerned (Geiger, 2003). Data processing by organisations had to be notified to the responsible Commissioner; which could be either the Federal Data Protection Commissioner or one of the Data Protection Commissioners of the Länder, or the supervisory authority in case of a private organisation (Fischer-Hübner, 2001;Linklaters, 2009). 

Furthermore, the BDSG determined that in private organisations with more than four employees, there would have to be an internal privacy officer, given the task to monitor data protection in that organisation (BfDI, 2003).

The adoption of the BDSG is a next contingency, following earlier privacy related developments in the country, which has led to a general restriction of the use of personal data. It is the first piece of legislation in the country, completely aiming at data protection – and therefore of relevance for the development of electronic patient records as well.

Federal Constitutional Court Decision 

In Germany, the Constitutional Court can judge the legislator on constitutionality, which is different than in the Netherlands, and which gives it quite a lot of power. The Court in 1984 came to a decision that has had a large influence on privacy regulation in Germany. In its decision in 1984 the Court stated that an intended population census by the government would be partially unconstitutional. It based this decision on the two articles I have mentioned earlier in this chapter: article 1(1) and 2(1) of the German Constitution (Hornung and Schnabel, 2009). These two articles in this way shaped the right to privacy in Germany and following this decision, the principle of information self-determination was officially established in Germany (Lengwiler, 2004). 

This decision is therefore an extremely important one, as it marks the recognition of privacy, and especially in relation to data protection, as a basic right. This fourth contingency has had far-reaching consequences on other legislation and on further decisions. 

BDSG 1990

Article 1(1) of the BDSG stated that personal data protection had to prevent misuse of personal data during its storage, sharing and other forms of processing, in order to prevent impairment of personal interests that had to be protected. This provision was later on refined in an amendment to the BDSG in 1990, amongst others as a result of the Court’s decision on the population census in 1984. In this revised version of the Act, reference was made explicitly to protection of the right to personality, as it was established in the Constitution, instead of just to personal interests (Institut für Rechtsinformatik, 2002). The basis for data protection in Germany is that the use of personal data is allowed only in case of specific legal provisions allowing for it, or after the person concerned has given his or her consent: “The processing and use of personal data shall be admissible only if this Act or any other legal provision permits or prescribes them or if the data subject has consented.” (BDSG, 1990). Here we also find the source for the fact that patients’ consent is necessary in order for medical professionals to access the EPA.

This new formulation of the BDSG followed the Constitutional Court’s decision of 1984 and it established the right to personality for al German citizens, which makes it a contingency with quite extensive effects.

Power of the Constitutional Court

In 1994, the Verbrechensbekämpfungsgesetz (Crime Fighting Act) was adopted. This decision contained extensive changes to several other Acts, amongst which the G/10 Gesetz. The changes to the G/10 Gesetz included an extension of reasons that could be the cause for eavesdropping by information agencies to be allowed. New permitted reasons were for instance the suspicion of international weapon proliferation, drugs trade, or money falsification. Another difference caused by these changes was, that the BND would be allowed to share its information not just with other information agencies, but also with the police or public prosecutor (Hessische Datenschutzbeauftragte, 1994). 

In 1999, the German Constitutional Court decided that the Verbrechensbekämpfungsgesetz (and thus the G/10 Gesetz) was partially unconstitutional (Aid and Wiebes, 2001). It based its decision on several aspects of the Act. One of the main arguments for the verdict was, that eavesdropping in order to detect suspected money falsifying was not a sufficient reason to override article 10 of the Constitution. Furthermore, permitting the BND to share their collected data with other parties than other information agencies would be against article 10 as well. The provisions that had been established by the Court to be in breach with the Constitution had to be removed from the Act (Bundesverfassungsgericht, 1999). 

This decision marks a following contingency. The Act, that was drafted in a period of increasing technological possibilities, aimed at also increasing the possibilities to use telecommunications for fighting external threats such as crime; however, after the Court’s ruling, parts of the Act had to be withdrawn. The powers the Constitutional Court can exercise over German legislation are thus again clearly shown by this decision. 

Other privacy related Acts

In Germany we also find that there have been many developments in the field of using personal data, in the period in which the EPA was designed. This has to do with the increased possibilities in IT and telecommunications, and with perceived external threats. An additional sign of privacy protection in Germany was the establishment of the Teledienstedatenschutzgesetz (Teleservices Data Protection Act; TDDSG) in 1997. This sector-specific Act regulated data processing, specifically in providing for telecommunications, and it emphasized the need for either legal authorisation or consent from the persons involved (TDDSG, 1997). 

In the same year however, the Telekommunikationsgesetz (Telecommunications Act, TKG) was first established. This Act was amended in 2004, in compliance with the EU Directive on Privacy and Electronic Communications (2002/58/EC), and it regulated amongst others the sharing of telecommunications data of the providers with the government. This had to be done at the request of the authorities and without any form of reimbursement (EDRI-Gram, 2004). The provisions in the TKG 2004 in this way meant a restriction of the privacy rights of citizens. 

In January 2002, the Terrorismusbekämpfungsgesetz (Terrorism Fighting Act; TBG) was adopted. It provided for changes in several other Acts, some of which with significant consequences for privacy and data protection. It for instance gave the BND more extensive powers in using personal telecommunications data. Furthermore, it allowed for the inclusion of biometrics on ID-cards (TBG, 2002). This Act thus also narrowed privacy protection regulation in Germany. Following this Act and the 9/11 attacks, the number of telephone interceptions in Germany has strongly increased. In 2002, 10% more conversations have been overheard than in the year before (Einszweidreirecht, 2003). 
In 2007, the Telemediengesetz (Telemedia Act; TMG), which obliged providers to make users’ personal data available for authorities, for crime investigations, was adopted (Scheuer, 2007). This can again be seen as an Act, crumbling off a part of privacy and data protection in Germany. 

These Acts are contingencies, as they changed the balance between protecting the country against all sorts of threats, and the citizens’ privacy. Since the late 1990s, a move seems to have been made in Germany – towards data-sharing and weakening privacy protecting measures. It seems that after the introduction of these Acts, more became possible in using and processing personal data, which is not in line with previous developments as we have seen them in Germany until then. 


The BDSG 2001

In May 2001, the government agreed on a new version of the BDSG, which was necessary in order for the Act to be in compliance with the EU Directive on Data Protection (95/46/EC) and which differed significantly from previous versions of the Act (Data Protection Working Party, 2002). An important change compared to the previous Act was that in the amending Act for the first time rules for private organisations on transnational data-sharing were included. This was necessary for translation of the Directive as well (Geiger, 2003). An important difference furthermore was, that according to this Act not only private organisations, but also public organisations had to appoint an internal officer monitoring privacy and data protection in these organisations. Also, processing of personal data no longer had to be registered with the Data Protection Commissioner, if in the organisation processing the data, a data protection officer was appointed (Fischer-Hübner, 2001). An internal data protection commissioner thus became an alternative for registration of data processing.
In addition to this, other rules for private organisations working with personal data were also included; following this Act, these organisations would still have to install an official, responsible for data protection as well, and these organisations would furthermore have the responsibility to realize a greater understanding of the impacts of the BDSG amongst their employees (Webb, 2003). 

Furthermore, in the Act the concept of Systemdatenschutz was anchored in article 3a, which prescribes possible prevention and otherwise restricted use of personal data in computer systems (BDSG, 2001). The freedom of patients to choose what information will be included in their EPA, as mentioned in chapter two, is in line with this provision. The article states that these systems should be selected on those criteria, in order to introduce data protection from the starting point of data processing. The big advantage of this concept is that it is very comprehensive: it includes both pure technical processing and organisational procedures, and it will also cover possible new developments (Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein, 2002).
According to the aforementioned EU Directive, there should be an autonomous Privacy Officer, in order to monitor compliance with the national Acts on data protection. As mentioned in article (63) of that Directive, this autonomous authority should have sufficient powers in order to perform its tasks, including the power to investigate and to intervene in cases of complaints, filed by citizens, and to be involved in legal procedures against those who are in breach with the national Act (EU Directive 95/46/EC, 1995). As we have seen earlier in this chapter, the Federal Commissioner for Data Protection does not have all of those powers. Germany in this respect therefore does not fully comply with this part of the Directive (Bygrave, 2004). 

The BDSG 2001 marks a contingency, as it changes some of the important rules for public and private organisations which process personal data, and it emphasizes the need to limit the amount of personal data that are used. It also pictures the influence of the EU on German legislation. 
Also in 2001, an expert committee published a report for the Ministry of Internal Affairs on modernisation of the data protection legislation in Germany: “Modernisierung des Datenschutzrecht”. This report recognized several weak spots in data protection as it was at that time, and it proposed a number of solutions to improve this legislation. It stated that data protection should become more effective, it should be adequately adapted to the risks threatening privacy, it should become better understandable and it had to become more attractive for all parties involved to engage in privacy protection (Bundesministerium des Innern, 2001). These proposals have not been adopted and included in new privacy legislation, however (Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein, 2008). 

Additional changes to the BDSG

There has been a revision of the BDSG in 2006, of which the most important change to the BDSG was a widening of privacy rules in relation to the size of an organisation. This new Act ordered that there had to be an internal official for data protection in all organisations with more than nine employees, working with personal data. In the previous BDSG, this number had been more than four employees.  The Federal Commissioner for Data Protection has criticized this change, as it according to him meant a weakening of privacy protection in Germany, and even a possible threat to human rights in the country. He claimed that there were other alternatives such as the relocation of tasks, that would also have relieved organisations from some of their responsibilities in the field of privacy protection but that would not have weakened privacy protection this way (Demal, 2006).

In 2009, there have been changes to the BDSG as well. The main goal of the legislator in adopting these changes has been, to increase transparency on the tasks of organisations distributing and sharing personal data, in order to strengthen the rights of the parties involved. Furthermore, rules on statistical analysis of persons’ behaviour, most often linked to aspects of creditworthiness, have been established (Datenschutz-Kommentar, 2009). 

Recent developments

The Bundesärztekammer (BÄK) is the German Medical Association. It represents and coordinates the Physicians Societies of all Länder. These in turn monitor and regulate medical practice in the Länder.  Every year, representatives from the Länder meet at the national Ärztetag to discuss relevant medical-related topics. In 2005, this meeting discussed the at that time new plans for the EPA, and its conclusions on the subject were quite positive. It stated that the development of the EPA and the e-Card would offer a whole range of new opportunities, and thereby improvement of medical practice (BÄK, 2005). The BÄK was thus strongly in favour of the development of a national electronic patient record and of electronic applications in healthcare in general. 

Privacy International in 2007 in its ‘International Privacy Ranking’ also included Germany, which is amongst the better performing countries in Europe. It is labeled ‘Some safeguards but weakened protections’ in this ranking. However, Germany’s score in this publication has deteriorated since the previous edition of the ranking in 2006. In that year, the country’s privacy protection was at the highest level in Europe, as it was labeled ‘Significant protections and safeguards’. Privacy International identified developments on amongst others biometrics in ID-cards, interceptions of telecommunication and communication data retention as causes for this deterioration (Privacy International, 2007a). 

From 2007 on, there was some serious criticism on the planned introduction of the new electronic applications in healthcare, from patients’ and medical professionals’ organisations and from other interest groups. In the end of that year, a large survey showed that most physicians in Germany were very skeptical about the plans, as most of them were not convinced of the security of the system (Ärzteblatt, 2007). In January 2008 an initiative to stop the development of the e-Card and the EPA was set up. Different medical and patients’ associations, civil rights organisations and data protection experts agreed to cooperate in this initiative, as they feared severe threats to basic human rights due to the introduction of the e-Card system (Ärzteblatt, 2008a). There were thus some critical sounds concerning privacy-related aspects of the EPA. In order to react to this and to other questions on the security of the system, Gematik GmbH in 2008 published its ‘Whitepaper Sicherheit’, in which it explained the design of the systems and the ways privacy and data protection were arranged in it (Ärzteblatt, 2008b). 

Shortly after that, also in 2008, after the yearly Ärztetag, the BÄK announced that it did not agree with the way the e-Card and EPA had been conceptualized. One of its reasons for having objections was, that is was not clear enough yet what the impact of the EPA would be on the patient-physician relationship. And furthermore, there was no generally acknowledged framework for such extensive medical data sharing that could serve as the basis for the EPA. It therefore stated that the EPA would have to be redesigned and it offered its cooperation in reformulation the proposals (BÄK, 2008). 

In 2006 the EU had agreed on a new Directive on Data Retention (2006/24/EC), amending the aforementioned Directive 2002/58/EC. In this agreement, it obliged its member states to keep their telecommunications data for a period of at least 6 and maximal 24 months. In Germany, this has led to much discussion on the subject, and finally to agreement on a period of 6 months (EU Directive 2006/24/EC, 2006). This data retention has since then led to some commotion within society. The Working Group on Data Retention filed a case at the German Federal Constitutional Court in 2008, claiming that retention of communications data would be unconstitutional and form a threat to fundamental basic rights. Over 34.000 German citizens signed a petition, underwriting this action (EDRI-Gram, 2008). In reaction to this, the Court subsequently decided that a far-reaching investigation on the constitutionality of data retention was needed, and it restricted the use of data retention, for the period of that investigation (Digital Rights Ireland, 2008). In March 2009, a German Court in Wiesbaden ruled that data retention without a clear purpose is against the right to privacy. The data retention proposal has since then been discussed by the German parliament, but today there is still no definite conclusion on it (Working Group on Data Retention, 2009). This case does very strongly show both the power of the Constitutional Court and the importance that German citizens attach to their right to privacy.

The case is an important contingency, as it shows the effects of the legislative agreement in Germany, influenced by the EU, on a six month term for telecommunications data retention, which is very much against the trend of privacy protection policies and legislation that can be recognized until then.


7.3 Conclusion

In conclusion we can say that privacy protection is strongly anchored in German legislation. It has been emphasized in regulations from an early stage already and Germany has been one of the first countries to introduce data protection legislation. In addition to this, two other aspects of the history of privacy protection in Germany are especially noticeable. The first of these is the power of the German Constitutional Court, that has been defining for privacy protection in several occasions. The second is the remarkable presence of the civil society in Germany, which shows the great store that the Germans set by their right to privacy. 

We can, especially in the first years of privacy and data protection in Germany, clearly distinguish the system of causal possibilities, contingencies, closures and constraints. At first, we have seen the establishment of the Constitution in 1949. Then the first data protection Acts, first in Hessen and a few years later in whole Germany. The Constitutional Court’s decision of 1984 also emphasized the right to privacy of German citizens, which was reflected in the BDSG 1990. 

Then, from the 1990s on, legislation, limiting the citizens’ right to privacy has started to be adopted. These developments run parallel with the increase in technological possibilities upon which such new Acts are based. With such decisions, the closures that had been created by previous Acts and decisions, have been counteracted or circumvented by the new Acts, and legislation has not, as was expected, developed in the previously taken direction. 

However, at several points, the Constitutional Court has stepped in to reverse provisions that were considered to be in breach with the right to privacy. 
Overall, despite some weakening of privacy protection over the past decade or so, we can state that Germany still has a quite strong system of privacy and data protection. As shown, the system can sometimes be quite confusing, due to the combination of Federal and State legislation. Furthermore, the Data Protection Commissioner in Germany does not have many powers to take action in case of breaches of the privacy laws. 

On the other hand, the German Constitutional Court can exert significant influence on legislation, and there is a well-organized civil society that attaches great value to the right to privacy. These factors have led to a dense and fairly well-organized privacy protection in Germany. 
The access regulations to the EPA have been designed within this system of comprehensive data protection. This fits with some of the striking features of access to the EPA as I have shown them in chapter two. The most important distinguishing aspect of these is the fact that in Germany, patients will also have to enter a pin code in order for the medical professional to be able to look into their records. This also means that in fact only medical professionals with a treatment relationship with the patients, can access the EPA. Furthermore, patients get to decide completely what information will be included in the EPA. These features follow from the right to information self-determination. The fact that the patients’ permission is thus necessary for accessing the system, that there is an access log and that the system is not to be used for other purposes also follow from the quite strict German privacy regulations. 

8. Conclusion

As we have seen in the previous three chapters, the three countries in this study have had very different histories in the development of privacy and data protection, also in relation to the design of access regulations for national electronic patient records. I have used these chapters to describe the answers to my three sub-questions: What are the laws and rules concerning privacy and exchange of information in the countries? What have been important events influencing policies concerning privacy and data-sharing? And how have these policies then developed?

Using these questions as guidance, I have described how privacy and data protection have developed in the countries, in order to be able to answer my research question: how can differences in access regulation of national electronic patient records in the United Kingdom, the Netherlands and Germany be explained? I will come back to these differences further on in this conclusion. 
8.1 Summary

In general, privacy protection has been most strongly anchored in Germany. It was one of the first countries to introduce privacy legislation and it has furthermore quite strict privacy regulations. In Germany, the right to data protection was first nationally laid down in the BDSG in 1977. In the UK, data protection was first introduced in law in the DPA 1984, whereas privacy protection was not recognized as a legal right until the Human Rights Act of 1998. The Netherlands have been somewhere in between: it did recognize privacy as a basic human right in its 1983 Constitution and a few years later it also established the right to personal data protection in its WPR 1988.

Over the years, privacy protection has been enforced by the German Constitutional Court several times, whereas in the UK this was mostly done through the development of voluntary codes of practice, under supervision of the Information Commissioner. In the Netherlands, we have seen a mix of both forms. Privacy has been protected through law, for instance in the WGBO in 1994, but also through voluntary codes of conduct, to be registered at the Registration Office. 

Furthermore, in all three countries we see a shift in the approach to privacy and data protection towards and since the end of the 20th century. This has had several reasons; in all three countries however, the increase in technological and data-sharing possibilities has characterized the legislative environment. External threats such as crime and terrorism have also had an influence on policies and legislation in the three countries. In the United Kingdom in this period, the Labour government which had a strong preference towards data sharing, also in healthcare, came into power. In the Netherlands, a similar situation arose, as the Minister of Health, Wellbeing and Sports who announced plans for the EPD, was very much in favour of the use of electronic applications in healthcare as well. In Germany this effect was not as strong, but there was an increase in the use of personal data and also of some legislation, limiting data protection. This has been controlled by decisions of the German Federal Court. This trend towards more and further-reaching data-sharing can thus be identified in all three countries; but is the most obvious in the UK and the least evident in Germany. 

In all three countries, the development of the national electronic patient records has not gone smoothly. The projects all got delayed for years and it has taken time, not just to introduce the systems, but also to actually make the systems work. Medical professionals and their representing associations have in general welcomed such systems, but they see security of the records as an absolute criterion for definite introduction. In the UK, the BMA has especially questioned the secondary purposes provision. In the Netherlands and Germany, the main objections have concerned the security of the EPD and the EPA. 

In the Netherlands, the Supreme Court has not been relevant in the development of privacy-related legislation, as it is not allowed to judge the constitutionality of legislative decisions. In the UK there is no written constitution, but the Supreme Court is allowed to judge on legislation. However, it has not made decisive, influential decisions on British privacy legislation. In Germany, in contrast, the Constitutional Court has had a significant influence on the development of privacy and data protection, as it is not restricted that way. 

Interest groups have not played a very significant role in the Netherlands and the UK. Large interest groups have through publications and lobbying tried to bring forth their arguments, but the effect of such efforts cannot be assessed directly. In the UK, interest groups such as Liberty have been involved in expert groups advising the government on privacy-related issues. In Germany however, the influence of interest groups and the civil society as a whole has been bigger, which is illustrated by the massive protests against the intended six-month telecommunications data retention period. This kind of action in the German society has actually had an influence on the rules and regulations in the country. 

8.2 Causes of differences and similarities 

In chapter 2 I have shown differences and similarities between the access regulations of the national electronic patient records in the UK, Germany and the Netherlands. These have been presented in table 1. Subsequently, in chapter 5, 6 and 7 I have described the histories of privacy protection in the three countries. Below I will give an overview of these differences and similarities per country, as well as the regulations and contingencies that are of application to these aspects.

The United Kingdom

The access regulations to the SCR in the UK can be characterized as follows:

· Patients have a choice whether to be in the SCR or not

· The NHS staff has role-based access to the records

· Information in the records will concern allergies, reactions to treatment and medication. In the future the patient can decide on further information

· For access, the staff-member’s Smartcard and pin code are needed, and the patient’s NHS number

· Permission of the patient is not necessary for access to the records

· An access log is kept

· The information in the records can be used for other purposes

Patients’ choice to being in the records or not is similar to the systems in the Netherlands and Germany, and it is congruent with the provision in the DPA that explicit consent is needed for using personal information. Second, NHS staff-members have access to the records to a level fitting their qualifications, which is a wider access regulation than in the Netherlands and Germany. This can be seen as a sign of the Labour party’s emphasis on data-sharing. Next, the information included is the information that is considered necessary: it is based on practical arguments and not on specific legislation. Fourth, these security measures for accessing the records are in line with the DPA, which states that measures have to be taken against unauthorized or unlawful processing. Permission of the patient officially has to be asked, following the NHS Code of Practice, but this is not necessary in practice, as for instance the colleagues in the staff-member’s medical team can access the records. However, there is an access log, like in the other two countries, which is also in line with the DPA’s provision to prevent unauthorized or unlawful processing. And finally, the information can be used for secondary purposes, which is different than in the other countries and which is in line with the Health and Social Care Act 2001, that allows for such secondary use of medical data. 

The Netherlands

The access regulations to the EPD in the Netherlands can be characterized as follows:

· Patients have a choice whether to be in the EPD or not

· GPs, medical specialists and pharmacists have access to the records

· Information in the records will at first concern medication and GP summary reports. In the future other information can be included as well

· For access, the medical professional’s UZI-pass and pin code are needed, and the patient’s BSN number

· The patients’ permission must be asked, but the records can be accessed without permission

· An access log is kept

· The information in the records cannot be used for other purposes

The choice to be in the EPD or not is in line with provisions in the WGBO and the WBP which state that explicit consent is needed for such data-sharing. Access, secondly, is more restricted than in the UK, which follows directly from a CBP-advice in 2007, in which it advised to include a treatment relationship as a precondition for access. The information included follows from practical considerations; this is considered the most important information for improving healthcare. Fourth, the way in which access can be gained is similar to that in the UK, and fits with both the WGBO and the WBP, which states that appropriate technical and organisational measures must be taken to protect data. In addition to this, and also following the WGBO and WBP, patients’ permission has to be obtained before accessing the system. Also, an access log is also kept, as a measure to protect data, following the WBP.  The information is not to be used for other purposes, since this is not the primary goal of the EPD. However, it is not unthinkable that this will be allowed in the future. 

Germany

The access regulations to the EPA in Germany can be characterized as follows:

· Patients have a choice whether to be in the EPA or not

· GPs, medical specialists, pharmacists and dentists have access to the records

· The patient decides which information is shared

· For access, the medical professional’s Heilberufsausweis and pin code are needed, as well as the patient’s e-Card and pin code

· Permission of the patient is needed for accessing the records

· An access log is kept

· The information in the records cannot be used for other purposes

Patients, like in the UK and the Netherlands, have a choice to have their data included in the EPA or not. This is in agreement with for instance the BDSG 1977 and, more specific, 1990. The medical professionals with access to the records are similar to those in the Netherlands, extended to dentists. Because of the e-Card system, a treatment relationship is necessary. In Germany, the concept of information self-determination has been very important, and this is reflected in several aspects of the EPA. One of these is the patients’ choice in what information is shared. This is in line with the Constitutional Court’s decision in 1984 and with the BDSG 1990. The same accounts for the way of access to the EPA, with is the most striking characteristic of the EPA access regulations: both the professional and the patient have to enter a pin code. This leads in turn to the next characteristic: a patient’s permission is always needed to enter the records. An access log is kept, in line with the provision in the BDSG 1990 that technical and organisational measures must be taken to protect data. Medical data in the system will not be used for other purposes than what they were collected for, as provided for in the BDSG 1990.

Concluding

Overall, we can state that privacy and data protection in electronic patient records over time has been the weakest in the UK. Important here, is the fact that there is no written constitution in the UK, in which this right could have been anchored. In addition to this, UK governments over time have been reluctant to interfere with daily life by laying down such regulations in law and it has instead mainly relied on voluntary codes of practice. The country’s civil society has not been very active in the field of privacy and data protection. Since the late 1990s, there has been an increase in technological possibilities and in perceived external threats, and the Labour party, which has a strong preference for data-sharing in healthcare, has been in power since then. These factors have led to weak privacy and data protection in the UK, which is congruent with the quite weak access regulations of the SCR. 

In the Netherlands, privacy and data protection have been laid down in the country’s Constitution and other legislation. There is a combination of legislation and voluntary codes of practice on privacy and data protection in the Netherlands and privacy protection is thus more strongly anchored in law than in the UK. However, decisions relating to privacy and data protection cannot be judged on their constitutionality by the Supreme Court. In the Netherlands we have not seen extensive activity of the civil society in the field of data protection as well. In the late 1990s, we also see a shift towards more data-sharing and fewer data protection in the Netherlands. The design of the EPD’s access regulations, that were established to be more protective than the British but less protective than the German regulations as described in chapter 2, seems to be in line with this history of privacy protection.

Privacy and data protection have, overall, been most outspoken in Germany. It has been anchored strongly in law following World War II and it has remained important over time. The right to privacy has been established as a basic right by the Constitutional Court and there is much legislation on privacy and data protection. The country relies on this legislation and not on codes of practice. The Constitutional Court has played an important role in the country’s privacy protection over time and in addition, Germany has an active and well-organized civil society. From the end of the 1990s, the effects of increasing technological possibilities and external threats have been noticeable in Germany as well, but these effects have been smaller than in the other two countries. The design of access regulations to the EPA, which are quite strict, is in line with the importance that is clearly attached to privacy and data protection in Germany.

8.3 Path dependency and privacy in national electronic patient records

In this study, I used the path dependency approach as it was described by Bennett and Elman, to show the ways privacy and data protection have developed in the UK, Germany and the Netherlands.

Overall, the theory of path dependency seems to be a useful theory for describing this kind of subjects. It has worked quite well in describing patterns of privacy and data protection in the three countries leading to access regulation of national electronic patient records. I have been able to paint the picture of protection in these countries from the first regulations in the field of privacy and data protection, and the events that have had an important effect on this protection and the direction in which protection developed, until the late 1990s which resulted in a shift in the balance between data-sharing and data protection towards more extensive data-sharing in all three countries.

This is also the theory’s weak point: it is most useful for explaining stable situations that follow the expected paths. However, it is not very useful for explaining sudden and unexpected changes of direction, a problem of path dependency that has amongst others been described by Peters (1999). In this study, the theory of path dependency itself cannot explain for instance why from the end of the 1990s, the balance between privacy and data protection and data-sharing shifted so much in the UK. In the same way, it is difficult for instance to explain other, cultural differences or similarities between the countries, or what exactly the influence is – and in what ways – of the civil society and interest groups on the paths that have been followed in a country. It could in fact be that path dependency is relatively unimportant for privacy-related developments, and that other aspects – such as the interference of interest groups – have had much greater influence on such developments. 

In order to paint the complete picture and to be able to explain differences and similarities between privacy and data protection in different countries, it would be of great use to study aspects like the ones I mentioned above. For understanding the differences and similarities between the ways privacy is looked at, and the values that are attached to the concept of privacy in different countries, additional research will be necessary. Studies could for instance focus on the influence and importance of interest groups in countries. 

The approach as proposed by Bennett and Elman, based on causal possibilities, contingencies, closures and constraints, has been quite suitable for this study. It has shown a congruent picture of the three countries over time. It was not capable however, of explaining sudden changes that were out of line with previous contingencies and accompanying closures and constraints. An additional difficulty with the approach is that it is complicated to interpret the relative importance of contingencies. Additional research could focus on ways to grade contingencies based on their importance. 

Another often mentioned critique with this theory is its inability to predict future events (Peters, 1999). Indeed, following this study I can indicate a direction, but I will not be able to predict future developments of data and privacy protection and the national electronic patient records in the three countries. Additional studies could for instance look at the question of where the focus of privacy-related policy would be in case of possible future events. 
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BDSG: Bundesdatenschutzgesetz

BfDI: Bundesbeautragte für den Datenschutz und Informationsfreiheit 
BMA: British Medical Association

BND: Bundesnachrichtendienst
BSN: Burger Service Nummer

CBP: College Bescherming Persoonsgegevens

CCTV: Closed Circuit Television
DH: Department of Health

DPA: Data Protection Act

E-Card: Elektronische Gesundheitskarte

ECHR: European Convention of Human Rights and Fundamental Freedoms

EPA: Elektronische Patientenakte

EPD: Elektronisch Patientendossier

EU: European Union
G/10 Gesetz: Gesetz zur Beschränkung des Brief-, Post- und Fernmeldegeheimnisses
GP: General Practitioner

HRA: Human Rights Act

ICO: Information Commissioner’s Office 

ICT: Information and Communication Technology

IT: Information Technology

KNMG: Koninklijke Nederlandse Maatschappij tot bevordering der Geneeskunst 

LDSG: Landesdatenschutzgesetz
LHV: Landelijke Huisartsen Vereniging

NHG: Nederlands Huisartsen Genootschap

NHS: National Health Service

Nictiz: Nationaal ICT Instituut in de Zorg

NPCF: Nederlandse Patiënten- en Consumenten Federatie
NPfIT: NHS National Programme for IT 
OECD: Organization for Economic Co-operation and Development 
PIAG: Patient Information Advisory Group

PIU: Performance and Innovation Unit

SCR: Summary Care Record

TBG: Terrorismusbekämpfungsgesetz 

TDDSG: Teledienstedatenschutzgesetz 
TKG: Telekommunikationsgesetz 
TMG: Telemediengesetz 
Tw: Telecommunicatie Wet 

UK: United Kingdom

UZI-pass: Unieke Zorgverlener Identificatiepas

VSNAG: Voluntary Sector National Advisory Group 
WBP: Wet Bescherming Persoonsgegevens

WetBOB: Wet Bijzondere Opsporingsbevoegdheden 

WID: Wet op de Identificatieplicht 

Wiv: Wet op de Inlichtingen en Veiligheidsdiensten 

WOB: Wet Openbaarheid Bestuur WGBO: Wet Geneeskundige Behandelingsovereenkomst 
WPolr: Wet Politieregisters
WPR: Wet Persoonsregistratie

Bibliography
Adviescommissie Informatiestromen Veiligheid (2007) Data Voor Daadkracht – Gegevensbestanden Voor Veiligheid: Observaties en Analyse. April, Deltahage

Aid, M.M. and Wiebes, C. (2001) Secrets of Signals Intelligence during the Cold War and Beyond. Routledge

Aldhouse, F. (1998) Data Protection and Electronic Commerce. Information Security Technical Report, 3, 2, pp71-81
Amin, A. (1999) An Institutionalist Perspective on Regional Economic Development – events and debates. Joint Editors and Blackwell Publishers Ltd. Malden, USA. pp 365-378

Andersen, S.K. and Mailand, M. (2001) The Netherlands: Social partnerships in Europe – the role of employers and trade unions. Faos, Department of Sociology, University of Copenhagen

Anderson, R. (2001) Undermining data privacy in health information: New powers to control patient information contribute nothing to health. British Medical Journal, 322:442-443

Annas, G.J. (2203) HIPAA regulations – A new era of medical-record privacy? The New England Journal of Medicine. 348 (15), 1486-1490
Anti-Terrorism, Crime and Security Act 2001, the United Kingdom
Arthur, W.B. (1989) Competing technologies, increasing returns, and lock-in by historical events. The Economic Journal. 99, 394, pp 116-131

Ärzteblatt (2007) Ärzte Sehen Elektronische Gesundheitskarte Skeptisch. 20 November, via www.aerzteblatt.de/v4/news/news.asp?id=30518

Ärzteblatt (2008a) Bündnis Gegen die Gesundheitskarte Gegründet. 25 January, via www.aerzteblatt.de/v4/news/news.asp?id=31189

Ärzteblatt (2008b) Gesundheitstelematik: Whitepaper Sicherheit: Wie Werden Gesundheitsdaten Geschützt? Via www.aerzteblatt.de/v4/archiv/artikel.asp?id=60215

BÄK: Bundesärztekammer (2005) Einführung der Elektronische Gesundheitskarte (eGK). Beschlussprotokoll des 108. Ärztetages, 3-6 May, Berlin 

BÄK: Bundesärztekammer (2008) Ärztetag Fordert Neukonzeption des Projektes Elektronische Gesundheitskarte. Pressemitteilung der Bundesärztekammer, 22 May

Baumgartner, F.R. and Jones, B.D. (1993) Agendas and Instability in American Politics. University of Chicago Press
BBC News (2004) Watchdog’s big brother UK warning. August 16

BBC News (2009) Q&A: Identity Cards. May 6

BDSG: Bundesdatenschutzgesetz (1990) Germany

BDSG: Bundesdatenschutzgesetz (2001) Germany

Bellamy, C., Raab, C. and 6, P. (2005a) Multi-agency working in British social policy: risk, information sharing and privacy. Information Polity, 10, pp 51-63 
Bellamy, C., 6, P. and Raab, C. (2005b) Joined-up government and privacy in the United Kingdom: managing tensions between data protection and social policy, part II. Public Administration, 83, 2 pp393-415 

Bellekom, T.L. (2007) Compendium van het staatsrecht. 10th edition, Kluwer, Deventer

Bennett, A. and Elman, C. (2006) Complex causal relations and case study methods: the example of path dependence. Political Analysis, 14 pp 250-267

Berghe, L.A.A.  van den (1995) Verzeking en Europa. W.E.J. Tjeenk Willink, Zwolle

BfDI: Bundesbeautragte für den Datenschutz und Informationsfreiheit (2003) Die Tätigkeit des Datenschutzbeauftragten Stellt Einen Eigenständigen und Neuen Beruf Dar. Ein Externer Datenschutzbeauftragter ist Kein Freiberufler. Via 

www.bfdi.bund.de/nn_532046/DE/GesetzeUndRechtsprechung/Rechtsprechung/BDSGDatenschutzAllgemein/Artikel/050603__TaetigkeitDesDatenschutzbeauftragten.html

BfDI: Bundesbeautragte für den Datenschutz und Informationsfreiheit (2009) Information retrieved June 2009, via www.bfdi.bund.de/cln_007/nn_531526/DE/Dienststelle

BMG: Bundesministerium für Gesundheit (2009) Gesundheitskarte. Retrieved April 2009 via www.bmg.bund.de/cln_153/nn_1168682/DE/Gesundheit/Gesundheitskarte-Focuspage/gesundheitskarte__node.html?__nnn=true

British Medical Association (2006) Connecting for Health – The NHS Care Records Service in England Ministerial Taskforce Report. Connecting for Health. NHS Information Technology, London

British Medical Association (2008) BMA recommendations on the National Program for IT (NPfIT). Retrieved May 2009 via                              

www.bma.org.uk/ethics/health_records/connecting_for_health/futureofnpfit.jsp

Brown, B. (1995) CCTV in town centres: three case studies. Home Office Police Department, London

Bundesministerium des Innern (2001) Modernisierung des Datenschutzrechts. Möller Druck, Berlin
Bundesverfassungsgericht (1999) Pressemitteilung: "Verbrechensbekämpfungsgericht/G10“ ist zum teil mit dem GG Unvereinbar. Via 
http://archiv.jura.uni-saarland.de/Entscheidungen/Bundesgerichte/BVerfG/verbrech.html

Bygrave, L.A. (2004) Privacy Protection in a Global Context – A Comparative Overview. Scandinavian Studies in Law, 47 pp 319-348

CBP: College Bescherming Persoonsgevens (2001) Jaarverslag 2001

CBP: College Bescherming Persoonsgegevens (2006) Jaarverslag 2006
CBP: College Bescherming Persoonsgegevens (2007a) Tien Gouden Regels – Voor de Verwerking van Persoonsgegevens door de Sociale Dienst. Deltahage
CBP: College Bescherming Persoonsgegevens (2007b) Advies van het College Bescherming Persoonsgegevens (CBP) over het Voorstel tot Wijziging van de Wet Gebruik BSN in de Zorg. 14 June
CBP: College Bescherming Persoonsgegevens (2009a) Information retrieved June 2009 via www.cbpweb.nl/indexen/ind_cbp.stm

CBP: College Bescherming Persoonsgegevens (2009b) CBP: Twee Regionale Elektronische Patiëntendossiers in Strijd met de Wet – Patiënten Niet Geïnformeerd over Opname van hun Gegevens. Press Report, 25 May

Children Act 2004, the United Kingdom

Clarke, R. (2000) Beyond the OECD Guidelines: Privacy Protection for the 21st Century. Xamax Consultancy Pty Ltd, Canberra

Commissie Grondrechten in het digitale tijdperk (2000) Eindrapport Grondrechten in het digitale tijdperk. Ministerie van Binnenlandse Zaken en Koninkrijksrelaties, Den Haag.
Commissie Veiligheid en Persoonlijke Levenssfeer (2009) Gewoon Doen – Beschermen van Veiligheid en Persoonlijke Levenssfeer
Computable (2009) Minister: Hackers Moeten EPD Opnieuw Testen. 20 February, Computable

ComputerWorld UK (2007) NHS doctors push to halt care records roll-out. 4 September 2007. Retrieved May 2009 via www.computerworlduk.com/management/government-law/public-sector/news/index.cfm?newsid=4991

Constitution of Germany (1949) translation by the German Law Archive, information retrieved June 2009 via www.iuscomp.org/gla

Constitution of the Netherlands (1983) Translation by Privacy International, via: www.privacyinternational.org/article.shtml?cmd[347]=x-347-559513

Council of Europe (1950) Convention for the Protection of Human Rights and Fundamental Freedoms. Rome
Council of Europe (1981) Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data. Strasbourg

Daily Mail (2006) Big Brother database to record the lives of all children. June, 27
Data Protection Act 1984, the United Kingdom

Data Protection Working Party (2002) Fifth Annual Report – On the Situation Regarding the Protection of Individuals With Regard to the Processing of Personal Data and Privacy in the European Union and in Third Countries. 6 March 

Datenschutz-Kommentar (2009) Die neuesten BDSG Novellen. 13 June, Bermann/Möhrle/Herb – Ihr Kommentar zut Datenschutzrecht, via www.datenschutz-kommentar.de/novelle/BDSG_Novelle_I.pdf

DCA: Department for Constitutional Affairs. Archive, information retrieved May 2009 via www.foi.gov.uk/sharing/index.htm
Demal GmbH (2006) Nachrichten für Datenschutzbeauftragten – Bundesdatenschutzgesetzes Gelockert. 28 August via www.demal-gmbh.de/datenschutz/nachrichten/nachricht178.htm

DH: Department of Health (2001) Health and Social Care Act: Explanatory Notes
DH: Department of Health (2003) Confidentiality: NHS Code of Practice
DH: Department of Health (2007) Human Rights in Healthcare – A Framework for Local Action
Diamond, C. Goldstein M, Lansky, D. and Verhulst, S. (2008) An architecture for privacy in a networked health information environment. Cambridge Quarterly of Health Care Ethics, 17, pp429-440

Die Zeit (1977) Zeitspiegel – Kandidat für den Datenschutz. 29 July

Digitaal Bestuur (2008) Commissie Moet Uitwisseling Persoonsgegevens Faciliteren. 18 January, via digitaalbestuur.nl/nieuws/commissie-moet-uitwisseling-persoonsgegevens-faciliteren

Digital Rights Ireland (2008) German Constitutional Court Restricts Data Retention. 20 March, via www.digitalrights.ie/2008/03/20/german-constitutional-court-restricts-data-retention/

EDRI-Gram (2004) New Telecommunications Act in Germany. 19 May, via 

www.edri.org/edrigram/number2.10/telcom

EDRI-Gram (2008) German Constitutional Challenge On Data Retention. 12 March, via

www.edri.org/edrigram/number6.5/germany-data-retention

Einszweidreirecht (2003) Deutschland ist Weltmeister im Abhören von Telefongesprächen. 9 May, via www.123recht.net/article.asp?a=5454&ccheck=1

EPIC (2009) The Census and Privacy. Information retrieved June 2009, via http://epic.org/privacy/census/

EPD, I. B. (n.d.). Retrieved April 2009, from Info EPD: www.infoepd.nl

Electronic Communications (2003) The Privacy and Electronic Communications (EC Directive) Regulations 2003
Esping-Anderson, G., Gallie, D., Hemerijck, A. and Myles, J. (2002) Why We Need a New Welfare State. Oxford University Press
EU Directive 95/46/EC (1995) EU Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 – On the Protection of Individuals With Regard to the Processing of Personal Data and on the Free Movement of Such Data. Official Journal of the European Communities L 281, 23/11/1995 P. 0031 – 0050
EU Directive 2006/24/EC (2006) EU Directive 95/46/EC of the European Parliament and of the Council of 15 March 2006 – On the Retention of Data Generated or Processed in Connection with the Provision of Publicly Available Electronic Communications Services or of Public Communications Networks and Amending Directive 2002/58/EC. Official Journal of the European Communities L 105, 13/04/2006 P. 0054 – 0063
Facts about Germany (2009) Information retrieved June 2009, via www.tatsachen-ueber-deutschland.de/en/history/main-content-03/1949-1990-the-two-german-states.html
Fischer-Hübner, S. (2001) IT-Security and Privacy – Design and Use of Privacy-Enhancing Security Mechanisms. Springer
Freeman, R. (2002) The health care state in the information age. Public Administration, 80, 4 pp 751-767

Gavison, R. (1980) Privacy and the limits of law. The Yale Law Journal, 89, 3 pp 421-471

Geest, T. van der, Pieterson, W. and Vries, P de (2005) Informed consent to address trust, control and privacy concerns in user profiling. Privacy Enhanced Personalization. University of Twente.
Geiger, J. (2003) The Transfer of Data Abroad by Private Sector Companies: Data Protection Under the German Federal Data Protection Act. German Law Journal, 4, 8 pp 747-757 
Gematik GmbH (2008) Whitepaper Sicherheit. Berlin

Gerety, T. (1977) Redefining privacy. Harvard Civil Rights – Civil Liberties Law Review, 12, 2
Gezondheidsraad (2004) Advies Bewaartermijn Patiëntengegevens. Via 

www.gr.nl/samenvatting.php?ID=920 

GGD (2006) Verlenging van Bewaartermijn Patiëntgegevens. Retrieved June 2009 via www.ggd.nl/ggdnl/paginaSjablonen/raadplegen.asp?display=2&atoom=39607&atoomsrt=2&actie=2

Hacker, J.S. (2004) Review article: dismantling the health care state? Political institutions, public policies and the comparative politics of health reform. British Journal of Political Sciences, 34, pp 693-724

Hagemann, K. (2006) Between ideology and economy: the “time politics” of child care and public education in the two Germanys. Oxford University Press, pp 217-260

Hall, P. A. (1986) Governing the Economy: the Politics of State Intervention in Britain and France. Polity Press, Cambridge

Hart, P. ‘t (1993) Symbols, Rituals and Power: the Lost Dimensions of Crisis Management.  Journal of Contingencies and Crisis Management, 1, 1, pp 36-50

Hatcher, P.R. (1997) The Health System of the United Kingdom. In: Raffel, M.W. (1997) Health care and reform in industrialized countries. The Pennsylvania State University Press, University Park, Pennsylvania

Hessische Datenschutzbeauftragte (1994) Tätigkeitsbericht 1994, via www.datenschutz.hessen.de/_old_content/tb23/k17p1.htm

High Court of Chanery (1849). Prince Albert v. Strange. Retrieved May 2009 via www.bailii.org/ew/cases/EWHC/Ch/1849/J20.html 

Legal citation: 41 ER 1171, 1 McN & G 2, [1849] EWHC Ch J20, (1849) 2 De Gex & Sim 652  

Home Affairs Committee – House of Commons (2008) A Surveillance Society? London
Home Office (2009) Information retrieved May 2009 via www.homeoffice.gov.uk/passports-and-immigration/id-cards
Hornung, G. and Schnabel, G. (2009) Data Protection in Germany I: The Population Census Decision and the Right to Informational Self-Determination. Computer Law and Security Review, 25 pp84-88

Human Rights Act 1998, the United Kingdom

ICO: Information Commissioner’s Office. Information retrieved May 2009, via www.ico.gov.uk
ICO: Information Commissioner’s Office (2007) Part E: Postscript following the Conference of Privacy Commissioners. Via www.ico.gov.uk
Ikenberry, J.G. (1988) Conclusion:  an institutional approach to American foreign economic policy. International Organization, 42, 1, pp 219-243. 

Immergut, E. (1992) The rules of the game: the logic of health policy-making in France, Switzerland, and Sweden. See Steinmo et al (1992)

Immergut, E. M. (1998) The theoretical core of the new institutionalism. Politics and Society, 26, 1, pp 5-34

Institut für Rechtsinformatik (2002) 25 Jahre Bundesdatenschutzgesetz. Via: http://rechtsgeschichte-life.jura.uni-sb.de/aktuell.htm

Kamerbrieven (2004) Nader onderzoek inzake het wetsvoorstel inzake de vrijheid van meningsuiting. Ministerie van Binnenlandse zaken, Den Haag. Nader onderzoek inzake het wetsvoorstel inzake het recht op bescherming van de persoonlijke levenssfeer. Ministerie van Binnenlandse zaken, Den Haag. Nader onderzoek inzake het wetsvoorstel inzake het recht op brief-, telefoon- en telegraafgeheim. Ministerie van Binnenlandse zaken, Den Haag.
Kamphuis, A. (2008) Pimp my EPD. Livre, via www.livre.nl/200811122249/content-partners-nl/be/arjen-kamphuis/pimp-my-epd.html

Keenan, K.M. (2005) Invasion of Privacy: a Reference Handbook (Contemporary World Issues). ABC Clio – Inc.

KNMG (2008) Ontwikkeling EPD moet sneller kunnen. 11 maart, retrieved via http://knmg.artsennet.nl/artikel/Ontwikkeling-EPD-moet-sneller-kunnen.htm

Krasner, S. (1984) Approaches to the State: Alternative Conceptions and Historical Dynamics. Comparative Politics , pp223-246.

La Balme, N and Tinguy, E. de (2008) United in diversity? In: Challenge Europe, Is Big Brother watching you – and who is watching Big Brother? Issue 18
Labour Party. Information retrieved May 2009, via www.labour.org.uk/labour_policies

Lengwiler, M. (2004) Privacy, Justice and Equality – The History of Privacy Legislation and its Significance for Civil Society. Discussion Paper Wissenschaftcentrum Berlin für Sozialforschung
LHV (2008) Wachtkamerbrief over het EPD. 4 November 2008. Retrieved May 20009 via http://lhv.artsennet.nl/Actueel/Nieuws6/Artikel/LHVstandpunt-Elektronisch-patientendossier.htm

Liberty (2002) Privacy and Data Sharing - Liberty Response to PIU Report. Via http://www.liberty-human-rights.org.uk/news-and-events/1-press-releases/2002/privacy-and-data-sharing-liberty-response-to.shtml
Liberty (2007) Overlooked: Surveillance and personal privacy in modern Britain
Liberty (2009a) Information retrieved May 2009 via www.liberty-human-rights.org.uk
Liberty (2009b) Additional Memorandum from Liberty, retrieved via: www.publications.parliament.uk/pa/cm200809/cmpublic/coroners/memos/ucm502.htm

Linklaters LLP (2009) National Regulatory Authority. Information retrieved June 2009, via https://clientsites.linklaters.com/Clients/dataprotected/Pages/Germany.aspx#nra

Mahoney, J. (2001) Path-dependent explanations of regime change: Central America in comparative perspective. Studies in Comparative International Development, 36, 1, pp111-141

Meij, J.M. de (2000) Grondrechten in het digitale tijdperk – van drukpersvrijheid en briefgeheim naar communicatievrijeheid en communicatiegeheim. Ivir. Retrieved May 2009 via www.ivir.nl/publicaties/demeij/grondrechten.doc

Ministry of Health, Wellbeing and Sports (2004) Wijziging Wet Geneeskundige Behandelinsovereenkomst. 10 December, via www.minvws.nl/persberichten/ibe/2004/wijziging-wet-beh-overeenkomst.asp

Ministry of Health, Wellbeing and Sports (2009a) Information retrieved May 2009 via www.minvws.nl/onderwerpen
Ministry of Health, Wellbeing and Sports (2009b) Information retrieved June 2009 via www.minvws.nl/dossiers/wet-op-de-geneeskundige-behandelingsovereenkomst-wgbo/default.asp

Ministry of Youth and Family (2009) Electronisch Kinddossier. 

Via www.jeugdengezin.nl/dossiers/elektronisch-kinddossier/default.asp

Moulton, S. (1989) The Data Protection Act 1984. The Office of the Data Protection Registrar, Aslib Proceedings, 41, 4 pp145-147

NHG (2009) Conceptversie NHG Standpunt Toekomstvisie Huisartsenzorg – Huisarts en EPD, Gegevensbeheer en Gegevensuitwisseling. 20 March

NHS (1998) Information for health – an information strategy for the modern NHS
NHS (2007) The NHS Care Record Guarantee. Care Record Development Board
NHS (2009a) Systems and Services. Retrieved April 2009, via: www.connectingforhealth.nhs.uk/systemsandservices/nhscrs

NHS (2009b) Voluntary Sector National Advisory Group. Retrieved June 2009, via:  www.connectingforhealth.nhs.uk/engagement/public/voluntary

Nictiz (2004) De Politieke Erfenis van Els Borst. Signaal, 5, p4

Nictiz (2009) information retrieved June 2009, via www.nictiz.nl/?mid=2&pg=4

Nivra (1990) Automatisering en Controle – Privacybescherming. Kluwer Bedrijfswetenschappen, Deventer

NOS (2008) Alweer info kwijt.7  September, 2008. Retrieved May 2009, via headlines.nos.nl/forum.php/list_messages/11925

Nouwt, S., Vries, B.R. de, Prins, J.E.J. and Prins, C. (2005) Reasonable Expectations of Privacy? Eleven Country Reports on Camera Surveillance and Workplace Privacy. Cambridge University Press 

NPCF (2008) Zeven Winstpunten van het EPD. 24 November, via www.npcf.nl/?id=3356

NRC (2008) Kamer en Minister Oneens over Bewaartermijn Telecomdata. 15 May, via www.nrc.nl/europa/article1899768.ece/Kamer_en_minister_oneens_over_bewaartermijn_telecomdata

NRC (2009a), www.nrc.nl, retrieved May 2009 via  www.nrc.nl/nieuwsthema/Patientendossier/article2102726.ece/Tien_vragen_over_het_patientendossier
NRC (2009b) Invoering Medisch Dossier Ligt Stil na Kraak Pas. 1 April, via www.nrc.nl
OECD (1980) Guidelines on the Protection of Privacy and Transborder Flows of Personal Data. Directorate for Science, Technology and Industry
Peters, B. (1999). Institutional Theory in Political Science: the 'New Institutionalism'. London: Pinter.
PIAG: Patient Information Advisory Board. Information retrieved May 2009 via www.advisorybodies.doh.gov.uk/piag

Pierson, P (2000) Increasing returns, path dependence and the study of politics. The American Political Science Review, 94, 2 pp 251-267

Privacy International (2004) Privacy International Announces Winners of 6th Annual Big Brother Awards. Via www.privacyinternational.org/article.shtml?cmd[347]=x-347-63280&als[theme]=Big%20Brother%20Awards

Privacy International (2007a) Leading surveillance societies in the EU and the World 2007. Via    

www.privacyinternational.org

Privacy International (2007b) Kingdom of the Netherlands, via www.privacyinternational.org/article.shtml?cmd[347]=x-347-559513

Privacy International (2009a) Information retrieved May 2009 via    

www.privacyinternational.org

Privacy International (2009b) Sharing the Misery: The UK’s Strategy to Circumvent Data Privacy Protections. Black Zone Report Series

Raad voor de Volksgezondheid en Zorg (2002) Inzicht in E-Health – Achtergrondstudie bij het Advies E-Health in Zicht
Privireal (2005) Summary of Data Protection in Germany. Information retrieved June 2009, via www.privireal.org/content/dp/germany.php

Raffel, M.W. (1997) Health care and reform in industrialized countries. The Pennsylvania State University Press, University Park, Pennsylvania

Scheuer, A. (2007) Germany: Telemedia Act Adopted. Iris, 3:12/17

Schoonhoven, J.P. van (2006) Scheiding der Machten Bij of Krachtens de WBP. Privacy en Informatie, Oktober, 5 pp215-220

Slobogin, C. (2002) Public privacy: camera surveillance of public places and the right to autonomy. Mississippi Law Journal, 72, 2002-2003 pp213-315

Spaink, K. (2005) Het Medisch Geheim is in Gevaar. De Volkskrant, 3 September
Staatsblad van het Koninkrijk der Nederlanden (2005) 29 Wet van 22 december 2005 tot wijziging van enige bepalingen van het Burgerlijk Wetboek omtrent de overeenkomst inzake geneeskundige behandeling en van artikel IV van de wet van 17 november 1994, Stb. 837. Jaargang 2006

Stallworthy, M (1990) Data Protection: Regulation in a Deregulatory State. Statute Law Review 11, 2 pp130-154

Steinmo, S. and Thelen, K. (1992) Historical institutionalism in comparative politics. pp 1-32. In:  Historical institutionalism in comparative analysis. Cambridge University Press, United States of America. 

Steinmo, S., Thelen, K. and Longstreth, F. (1992) Historical institutionalism in comparative analysis. Cambridge University Press, United States of America. 

Streeck, W. and Thelen, K. (2005) Beyond Continuity: Institutional Change in Advanced Political Economies. Oxford University Press, New York

Surveillance Studies Network (2006) A Report on the Information Society: Public Discussion Document
Tagesspiegel (2009) KInski-Erben: Datenschützer soll abtreten. 10 March, 2009

TBG: Terrorismusbekämpfungsgesetz (2002) Germany

TDDSG: Teledienstedatenschutzgesetz (1997) Germany

Thelen, K. (1999) Historical institutionalism in comparative politics. Annual Review of Political Science 2:369-404

Thomas, R. and Walport, M. (2008) Data Sharing Review Report. 

Trouw (2008) Opnieuw gegevens zoek geraakt in Engeland. 21 January 2008. Retrieved May 2009 via http://www.trouw.nl/krantenarchief/2008/01/21/2079446/Opnieuw_gegevens_zoek_geraakt_in_Engeland.html

Tw: Telecommunicatie Wet (2004) The Netherlands

UK Government (2008) The Government Reply to ‘A Surveillance Society’. The Stationary Office
UK Parliament (2009) Coroners and Justice Bill 2008-09. Retrieved June 2009, via http://services.parliament.uk/bills/2008-09/coronersandjustice.html

Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein (2002) Privacy Protection Audit and IT Security Problems in Germany. Presentation at the 4th International Conference “Infobalt“
Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein (2008) Impulsreferat Aktuelle rechtspolitische Neuerungen im Bundesdatenschutzgesetz. Fachkonferenz Datenschutz 2008

Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein (2009) Systemdatenschutz. Information retrieved June 2009, via www.datenschutzzentrum.de/systemdatenschutz/index.htm

Warren, A. et al (2001) Right to Privacy? The Protection of Personal Data in UK Public Services. New Library World, 103, 11/12 pp446-456 
WBP: Wet Bescherming Persoonsgegevens (2000) The Netherlands

Webb, P. (2003) A Comparative Analysis of Data Protection Laws in Australia and Germany. Journal of Information, Law and Technology, 2

Wet Terroristiche Misdrijven (2004) The Netherlands

Wet Terroristiche Misdrijven (2006) The Netherlands

WetBOB: Wet Bijzondere Opsporingsbevoegdheden (1999) Explanation by the Dutch Ministry of Justice

WID: Wet op de Identificatieplicht (2004) The Netherlands

Wiv: Wet op de Inlichtingen en Veiligheidsdiensten (2002) The Netherlands
WOB: Wet Openbaarheid Bestuur (1991) The Netherlands

Woerdman, E. (2004) Politiek en politicologie. Wolters Noordhoff, Groningen-Houten
Working Group on Data Retention (2009) Administrative Court: Data Retention is “Invalid”. Press Release, 16 March

WPolr: Wet Politieregisters (1990) The Netherlands

WPR: Wet Persoonsregistratie (1988) The Netherlands

ZD-Net (2007) Wetsvoorstel voor Data-Opslag Onder Vuur. 24 January, via www.zdnet.nl/smartbiz/64678/wetsvoorstel-voor-dataopslag-onder-vuur/

Zuleeg, F. (2008) A worthwhile sacrifice? Trading privacy for better public services. In: Challenge Europe, Is Big Brother watching you – and who is watching Big Brother? Issue 18
6, P., Raab, C and Bellamy, C. (2005) Joined-up government and privacy in the United Kingdom: managing tensions between data protection and social policy, part I. Public Administration 83, 1 pp111-133

How can differences in access regulation of national electronic patient records in the United Kingdom, the Netherlands and Germany be explained? 





- causal possibilities 


- contingencies 


- closures and 


- constraints





Causal possibilities: international developments


Contingency: DPA 1984; and use of codes of practice laid down in law


Closures: unlimited use of data from now on no longer possible


Constraints: future legislation is expected to develop in the same direction





Causal possibilities: healthcare professionals express their concerns


Contingency: Caldicott Guardian in each NHS body, a system of self-regulation


Closures: these bodies could no longer design their own privacy protection mechanism


Constraints: future legislation is expected to develop in the same direction





Causal possibilities: international developments, and following the line of the DPA 1984


Contingency: DPA 1998


Closures: applied to all forms of data processing


Constraints: future legislation is expected to develop in the same direction








“ Personal data shall be processed fairly and lawfully and, in particular, shall not be processed unless –


at least one of the conditions in Schedule 2 is met, and


in the case of sensitive personal data, at least one of the conditions in Schedule 3 is also met.


Personal data shall be obtained only for one or more specified and lawful purposes, and shall not be further processed in any manner incompatible with that purpose or those purposes.


Personal data shall be adequate, relevant and not excessive in relation to the purpose or the purposes for which they are processed.


Personal data shall be accurate and, where necessary, kept up to date.


Personal data processed for any purpose or purposes shall not be kept for longer than is necessary for that purpose or those purposes.


Personal data shall be processed in accordance with the rights of data subjects under this Act. 


Appropriate technical and organizational measures shall be taken against unauthorized or unlawful processing of personal data and against accidental loss or destruction of, or damage to, personal data.


Personal data shall not be transferred to a country or territory outside the European Economic Area unless that country or territory ensures an adequate level of protection for the rights and freedoms of data subjects in relation to the processing of personal data.” 





Causal possibilities: international agreement (ECHR)


Contingency: Human Rights Act 1998


Closures: a broad range of forms of privacy could no longer be violated


Constraints: in further legislation privacy protection had to be included





Causal possibilities: public opinion through voting


Contingency: the Labour party came into power


Closures: data-sharing became more and more inevitable


Constraints: in many policy area’s – especially healthcare – data-sharing became a point of focus





Causal possibilities: external threats such as crime and terrorism


Contingency: the Acts, adopted from 1998-2001


Closures: it seemed that previously closed-off options were open for consideration again


Constraints: these policies were not completely in line with the increasing level of data 


protection in previous legislation. Self-regulation remained important.





Causal possibilities: political climate of data sharing, NHS Plan


Contingency: Health and Social Care Act 2001


Closures: it seemed that previously closed-off options were open for consideration again


Constraints: previously increasing privacy protection was moved to the background. Non-statutory regulation was important.





Causal possibilities: political emphasis on data sharing, self-regulation


Contingency: a national personal health record, with an NHS Code of Practice


Closures: the Code was meant to prevent unrestricted data processing


Constraints: in designing further policies, this Code of Practice – self-regulation – 


had to be taken into account 





Causal possibilities: political emphasis on data-sharing, external threats


Contingency: recent developments, such as ID-carts, Child Records and CCTV


Closures: previously arisen closures seem to have been circumvented	


Constraints: further legislation is expected to develop in this same direction





“Everyone shall have the right to respect for his privacy, without prejudice to restrictions laid down by, or pursuant to, Act of Parliament. 


Rules to protect privacy shall be laid down by Act of Parliament in connection with the recording and dissemination of personal data.


Rules concerning the rights of persons to be informed of data recorded concerning them, of the use that is made thereof and to have such data corrected shall be laid down by Act of Parliament.” 





Causal possibilities: (international) privacy protection developments


Contingency: Constitution 


Closures: from that moment on, privacy officially had to be respected and protected


Constraints: future legislation on privacy protection had to be established  





Causal possibilities: international developments, Constitution


Contingency: WPR 1988


Closures: unlimited use of data was no longer possible


Constraints: future legislation is expected to develop in the same direction





Causal possibilities: Constitution, WPR


Contingency: WGBO


Closures: patients’ privacy interests cannot be ignored in medical treatment and research


Constraints: future legislation is expected to develop in the same direction





Causal possibilities: international developments, WPR 1988


Contingency: WBP 2000


Closures: the use of personal data was form now on restricted for all parties 


Constraints: future legislation is expected to develop in the same direction








Causal possibilities: external threats, growing preference for data-sharing


Contingency: other related Acts, adopted from 1998-2008


Closures: in designing these Acts, previously arisen closures seem to have been circumvented	


Constraints: further legislation is expected to develop in this same direction





Causal possibilities: political emphasis on, and increase in possibilities for, IT applications


Contingency: EPD


Closures: all medical patient records had to be connected to this EPD


Constraints: future legislation would have to be aimed at an EPD





Causal possibilities: technological developments


Contingency: 15 years storage of medical data


Closures: this decision does limit data storage, but is a step back compared to previous legislation


Constraints: future developments are expected to follow this logic as well





Causal possibilities: external threats, EPD, political climate of data-sharing


Contingency: electronic child record


Closures: all local child records must be included in this national child record system


Constraints: further legislation is expected to develop in the same direction 





Causal possibilities: development of the EPD


Contingency: letters of the minister and the LHV


Closures: patients’ privacy could not be disregarded in policy designs 


Constraints: increased attention for patients’ privacy in the EPD was to be expected 





“1(1) Human dignity shall be inviolable. To respect and protect it shall be the duty of all state authority.


2(1) Every person shall have the right to free development of his personality insofar as he does not violate the rights of others or offend against the constitutional order or the moral law.”





Causal possibilities: post-World War II, influences of the Allied Forces


Contingency: Constitution


Closures: privacy in communications officially had to be respected and protected


Constraints: future legislation has to take this into account





Causal possibilities: post-World War II, Constitution


Contingency: Landesdatenschutzgesetz Hessen


Closures: in this Land, unlimited use of personal data was no longer possible 


Constraints: future legislation in this Land is expected to develop in the same direction, and to serve as an example





Causal possibilities: emphasis on privacy protection in the country, LDSG of Hessen


Contingency: BDSG 1977


Closures: unlimited use of personal data was no longer possible in Germany


Constraints: future legislation is expected to develop in the same direction





Causal possibilities: plans for a national census


Contingency: Constitutional Court decision in 1984; the right to information self-determination


Closures: the use of personal data had to meet stricter conditions


Constraints: this decision had to be taken into account in future policies





Causal possibilities: Court decision 1984


Contingency: BDSG 1990


Closures: the right to personality would have to be taken into account in designing policies


Constraints: future legislation is expected to develop in the same direction





Causal possibilities: Verbrechensbekampfungsgesetz, attention for privacy in legislation


Contingency: Court decision 1999; this Act was partially unconstitutional


Closures: the unconstitutional parts had to be removed from the Act


Constraints: this decision had to be taken into account in future policies





Causal possibilities: external threats such as crime and terrorism


Contingency: the other Acts, adopted from 1997-2007


Closures: previously created closures seem to be discontinued by these Acts


Constraints: these Acts were not fully in line with the previous increase in data protection in legislation. This trend is expected to be continued. 





Causal possibilities: international agreements


Contingency: BDSG 2001


Closures: additional regulations for both the public and the private sector had to be complied with


Constraints: future policies would have to take these provisions into account








Causal possibilities: European agreements on telecommunications data retention


Contingency: massive opposition to 6 months data retention; case filed at the Constitutional Court


Closures: the new data retention term was postponed, awaiting an investigation on the constitutionality of this decision


Constraints: further legislation will have to take into account the constitutionality of data retention












