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Chapter 1: Introduction

§1.1
Motivation
For years there have been many researches that discuss gender differences, these researches mostly remain within the area of psychology. The fact remains that although these researches are conducted in the area of psychology, in marketing men and women are also often targeted differently. Therefore it would be very interesting to try and build a bridge between these two ‘worlds’. 

Two very influential researches on the topic of gender differences are the research of Baumeister and Sommer (1997) and the research of Cross and Madson (1997). Both researches developed theories that explain gender differences in general, but that could also underlie gender differences in loyalty. Both their theories are very contradicting, which makes research in this area even more interesting. 

This research will build on the theory of Cross and Madson (1997). Their theory discusses how men and women develop different self-construal’s by being influences by different social ques. They argue that these social ques push women in general to a more interdependent self-construal, while it stimulates men to develop a more dependent self-construal. Combined with the research of Markus and Kitayama (1991) that discusses the influences the different self-construal’s have on emotion, cognition and motivation, gives a useful tool in extending these theories to consumer behavior and with that the practice of marketing. 
Because consumer behavior is a very broad area, this research will be limited to finding gender differences in consumer loyalty and sentiment, that supports the formed theories of Cross and Madson (1997) and Markus and Kitayama(1991). 

§1.2
Goal

The goal of this research is to build a bridge between the psychological theories about gender differences and the practice of marketing. More specific, the goal is to find proof for gender differences in loyalty and sentiment, that support the gender theory of Cross and Madson (1997). 
There are many researches that describe the psychological differences between the self-construal of men and women and the consequences these differences have on emotion, cognition and motivation. But there has only been very limited research on the effect these gender differences could have on consumer behavior. In this research the psychological theories about gender differences are used to try to prove that a different self-construal between men and women also effect consumer behavior. 
§1.3
Relevance

In this research the focus will be on gender differences in loyalty and sentiment, because of their relevance for practice and research. 
Through the years there have been many researches on the subject of consumer loyalty and its meaning, measurement and role in marketing management. With every research more knowledge is gained about the concept of loyalty, but still there is much more to learn, which makes loyalty very interesting for research. 

For companies loyalty is an interesting topic, because for one it often goes hand in hand with repeat patronage, which is interesting for the revenues of a company. On the other side because loyalty goes beyond repeat patronage, so it also gives some certainty for the future. True loyalty means that customers will stay with a company even if other companies try to lure them away with better offers.
The Consumer Confidence Index is an economic measure that throughout the world is regularly measured, most countries measure the changes in this index every month. When people are confident they make decisions easier, when they feel confident in the economic situation they also spend their money easier. When people are not very confident they are much more reserved with their decisions and also with their spending, they often save their money and sell. This is why more insight into the Consumer Confidence Index is very interesting for business. 

Most research on the Consumer Confidence Index researches the predictive power the index has on household spending. Several researches found out that the Index is a good indicator for current spending, but even more important there are also researches that found proof  that there also is a relation (although noisy) with future spending and the prediction of GDP (Howrey , 2001). 
§1.4
Problem statement and hypotheses
Main problem statement: Are differences in Self-Construal an underlying reason for gender differences in loyalty and sentiment?
H1: There is a relationship between loyalty and sentiment that is confounded by gender. 
H2: There is a relationship between loyalty and sentiment. 

H3: Women show a higher loyalty rate than men. 

H4: Men have a higher sentiment than women. 

H5a: The hedonic value moderates the relationship between gender and loyalty. 

H5b: The utilitarian value moderates the relationship between gender and loyalty. 

§1.5
Research structure

The research will consist out of several parts. It will start with a theoretical part, that discusses previous researches on self-construal, gender differences, loyalty and sentiment. The theoretical part will be used to decide on the survey questions and the research hypotheses. 
In the second part the chosen hypotheses are discussed, after that the methodology will discuss the decision process of choosing the right statistical models and some theoretical background on these models. The outcomes of these statistic models will be discussed in the chapter on findings. 

In the last part of this research the findings will be discussed and conclusions and managerial consequences for the research will be made. Also the limitations and possible future research will be discussed in this part. 
Theory
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Chapter 2: The self-construal
§ 2.1

Why to consider the self  
Several scholars like Greenwald (1984) and Kihlstrom  (1984) have researched the self-construal during the last couple of decades. These researchers consider the self as a regulator of many aspects of human behavior. They use the self to understand differences in cognition, emotion, and motivation.  
The self is influenced by external factors like interactions with others, cultural values and ideals. These external factors influence the self and therefore could lead to variation in views of the self between people. Because the self-construal influences cognition, emotion and motivation, there are several psychological and social phenomena that can be led back to a difference in self-construal (Madson, 1997). This makes the self-construal important to consider when trying to understand gender differences in human but also consumer behavior. 

§ 2.2

Independent vs interdependent self-construal
In their research Markus and Kitayama (1991) compare the independent view of the self with the very different interdependent view of the self. They suggest that the construal of the self, of others, and of the relationships between the self and others,  might be even more powerful than other scholar always already assumed.  
They argue that a consequence of the influence of external factors, like culture, has led to large differences between the self-contrual of  Western people and the self-construal of people from other cultures.  In the US this theory is supported by several psychologists that argue that the self has been guided into a independent self-construal by external factors (Kitayama, 1991).
In most Western cultures there is more emphasis on the independence from individuals to others and the development and expression of unique features. Of course within a given culture there is always variation in the degree of independence that different people possess. In a Western culture there can be very interdepent individuals, but in general the development of a independent self-construal is more likely to occur. This because the culture and its norms and values push people more in the direction of independence. 
In contrast to the Western cultures, there are several non-Western cultures that focus more on the connectedness of human beings to each other and with that, the interdependence of people. A good example is the Japenese culture,  where inviduals are strongly steered to see themselves as part of a social unit. In this social unit the behavior of individuals are influenced by what they preceive as the thoughts and feelings of others in their social unit. Of course again within this more interdependent culture, there also will be variations in the degree of interdependence on an individual level.  
Table 1 shows the most important key differences between an independent and an interdependent self-construal. 

[image: image1.emf]
Table 1: Summary of Key Differences Between an Independent and an Interdepenent Construal of the Self.   

Source: Culture and the Self: Implications for Cognition, Emotion and Motivation by Markus & Kitayama (1991)


Where the research of Markus and Kitayama (1991) focusses on the interdependent self-construal of non-Western countries versus the independent self-construal of Western countries, they already shortly discuss that there are several indications in recent research that many gender differences may also be linked to differences in self-construal ( Belenky, 1986) (Miller, 1986).
The research of Cross and Madson (1997)  responds to this, they take the theory from Markus and Kitayama (1991) about the development of different self-construals (independent and interdependent), but argue that the development of differences in self-construal is not just cross cultural but also gender related.  They argue that altough there indeed is a difference between the self-construal of  non-Western cultures and Western cultures, the  independent self-construal and all its features is a better description of  the self-views of men in U.S. culture than that of many U.S. women (Gilligan, 1982; Jordon & Surrey, 1986;  Sampson, 1988; Stewart & Lykes, 1985). 
In many Western cultures (U.S. used as a example) social influences steer men to thinking, feeling and behaving in independent ways, while women are steered towards relational ways of thinking, feeling and behaving. Starting from a young age, boys and girls are increasingly devided into the different-gender groups, where they often develop different characteristics and norms in line with their social gender role.  Because men and women live in different social gender roles, their self-systems are also shaped towards these gender roles (Maccoby, 1990).
Again it must be noted that on an individual level, within the gender group there will be variations of self-construal. Not every male self-construal reflects the male stereotype perfectly, just as not every  female self-construal will reflect the female stereotype perfectly. But taken as a whole Cross and Madson (1997) assume that men are more likely to develop an independent self-construal, while women are more likely to develop a more interdependent self-construal. The push from external factors into typical gender roles is not a guarantee that all individual persons will also take on this gender role, but it does make it more likely. 
Because the self-construal influences cognition, emotion and motivation, gender differences in self-construal can give futher explanation to many of the already established gender differences.  
§ 2.3

Consequences for cognition and emotion

Previous sections discussed the relevance of considering the self-construal as a driving force behind several psychological phenomena and shows how the self-construal is gender related. Before it is possible to apply this gender theory of Cross and Madson (1997) to my research and explain gender differences in loyalty and sentiment with it, the consequences  for cognition, emotion and motivation should be described. 
Because both loyalty and sentiment are emotionaly based, the theory will mostly be focused on the consequences of differences in self-construal on emotion and only shortly review the consequences for cognition.
§2.3.1

Consequences for cognition
Cognition is defined in two ways:

· As the mental process of knowing, including aspects such as awareness, perception, reasoning and judgement.  

· As that which comes to be known, as through perception, reasoning or intuition; knowledge. 
Differences in self-construal have consequences for cognition, because a self-construal includes an individuals’ thoughts and beliefs about himself and actively influences the information process. The two parts of cognition that mostly get influenced by a variation in the development of self-construals are self-representation and information processing. 
Self-representation;  Before an individual takes on a certain self-representation, the self-construal is already influenced by gender typed social roles. Therefore making it very likely that the self-representation includes many attributes in line with the already developed self-construal. For instance; people with more interdependent selves are more likely to be attentive and sensitive to others, while people with more independent selves are more likely to adopt individualistic attributes in their self-representation. This theory is supported by several researches in the U.S., that show that U.S. women are more likely to describe themselves in terms of relatedness to others, while U.S. men are more likely to describe themselves in terms of interdependence from others (Madson, 1997) (Kitayama, 1991).
Information processing; Differences in self-construal have consequences for the processing of information through self-representation. Important self-representations influence the perception and interpretation of social information and interaction. Someone with a mostly interdependent self-constual will pay closer attention to information about relationships, while someone with a more independent self-construal will pay closer attention to information that focusses on their individuality or uniqueness. Also the memory of information that fits the self-construal is better than the memory about information that does not fit the self-construal. 
§2.3.2

Consequences for emotion

In psychology, emotion is often viewed as a universal set of largely prewired internal processes of self-maintenance and self-regulation. Because there are many emotional activities that implicate the self, it is not surprising that  a difference in self-construal influences emotional experiences. In which way these differences in the self-construal influence several emotions is researched by both Madson (1997) and Kitayama (1991). 
In their research Markus and Kitayama (1991) devide the emotions up in two large subgroups; the ego-focused emotions versus the other focused emotions. They research whether these two groups of emotions are used and experienced differently by people with different self-construals. 

Ego-Focused emotions; People with different self-construals may have developed very different assumptions about the expression of ego-focused emotions, such as anger, fear, frustration and pride. The research of Matsumoto (1989) supports this theory, his research found that people from interdependent based cultures rated the intensity of angry, sad or fearfull emotions lower than people from more independent cultures. This is especially relevant for negative ego-focused emotions like anger. A more interdependent self-construal is largely based on relationships with others, expression of negative ego-focused emotions could jeopordize these relationships. 
This would mean that people with a more independent self-construal, like men, rate ego-focused emotions with a higher intensity. They are also more likely to express negative ego-focused emotions than people with a more independent self-construal, like woman.  

Other focused emotion; In contrast to the ego-focused emotions, the other focused emotions don’t have a persons own abilities but other persons as the main referent. 
The research of Markus and Kitayama (1991) suggests that people with a more interdependent self-construal more often experience and express other focused emotions than people with a independent self-construal. Especially the following emotions; feeling of connection with someone, feeling of familiarity to someone and feeling of respect for someone. These three emotions are associated with a more interdependent self-construal. 

Cross and Madson(1997) also researched gender differences driven by a divergent self-construal on several areas linked to emotion. They researched emotions and relationship events, emotional expression, perception of emotional cues, intimate relationships and self-disclosure.They argue the following theories, that are also supported by other researches.
It is likely that people with a more interdependent self-construal (women) are more sensitive to emotions, because this is stimulated more by parents to girls than to boys. Research indeed shows that girls are socialized to be more sensitive to emotions than boys (Dunn, 1987) (Kuebli, 1992).
Because intimate relationships are more important to people with a more interdependent self-construal, these people are also more likely to be sensitive to the life events of others. Therefore they experience both positive and negative emotions of others stronger than people with a more dependent self-construal. 

Because people with a more independent self-construal base their selves on their independence, they are less likely to express emotions that indicate independence. Research shows that men are indeed less likely to express negative emotions like depression and fear than women would express these emotions (Snell, 1989).
In contrast to what would be in line with this theory, research shows that both men and woman have a equal need for intimate relationships. When looking into this a bit deeper, it is striking that there is a large gender difference in the definition of a close relationship. Men tend to have less emotional disclosure in their intimate relationships than woman
§2.3.3

Influences on Consumer Loyalty and Consumer sentiment

When evaluating the consequences of differences in self-construal on emotion, this also gives an idea of the influence these differences will have on consumer loyalty and consumer sentiment. 
Consumer loyalty; The three emotions mostly associated with a more interdependent self-construal are; feeling of connection with someone, feeling of familiarity to someone and feeling respect for someone. These three emotions are all very relevant for the development of consumer loyalty, therefore it is in line with this theory that women (based on the theory of Cross and Madson (1997) assumed to be more interdependent) will be more loyal than men. 

Consumer sentiment; The evaluation for consumer sentiment is less straightforward than that for consumer loyalty. On the one hand people with a more independent self-construal rate the intensity of ego-focused emotions (anger, fear, frustration & pride) higher than people with an more interdependent self-construal. Meaning that men would feel higher intensity of ego-focused emotions and more often express these emotions than women.  On the other hand the theory also explains that this is mostly the case with ego-focused emotions like anger. This because the expression of anger could jeopardize relationships and relationships are of higher importantance for people with an interdependent self-construal. Next to that the expression of emotions like fear, that jeopardize the independent self-construal will less likely be expressed by men than women. Therefore it is in line with this theory that men will have a higher consumer sentiment than women. 
§ 2.4

Comments on the theory of Cross and Madson
After the publication of the theory by Cross and Madson (1997) there have been several comments on their research. 

The first comment comes from Baumeister and Sommer (1997), although they see the value of the network of differences that Cross and Madson have developed on gender differences, they do not entirely agree with their interpretation of this network. Cross and Madson (1997) see men as more independent and therefore less socialized, less driven to belong and less likely to develop close relationships than women. Baumeister and Sommer (1997) propose that men and women are equally social; both care equally about their social relationships and both have an equal need to belong, but within different spheres. Where men try to connect with multiple people in broader hierarchical groups, women mainly invest in a small number of close relationships. 

So their main comment on the research of Cross and Madson (1997) is the interpretation of the differences between men and women. Baumeister and Sommer (1997) propose that the differences between men and women are much smaller than the research of Cross and Madson (1997) suggests and that they strive for the same things, just in different spheres. 
The other comment on Cross and Madson (1997) their research is made by Martin and Ruble (1997). Their comment is not on the main mentality of the research, but they argue that there are several assumptions made in the research that need to be established by further research before taken as truth. 
They argue that first of all it is important to verify that there indeed are gender differences in the self-construal. Further it is needed to explore the assumed link between self-construal and behavior. Also they argue that for the theory of Cross and Madson (1997) the self-construal has to be quite stable and enduring, while research through the years also showed signs that the self-construal might vary in different situations (Vonk&Ashmore, 1993).

Chapter 3: Consumer Loyalty
Through the years there have been many researches on the subject of consumer loyalty and its meaning, measurement and role in marketing-management. For companies loyalty is an interesting topic, because for one it often goes hand in hand with repeat patronage, which is interesting for the revenues of a company. On the other side because loyalty goes beyond repeat patronage, it also gives some certainty for the future. True loyalty means that customers will stay with a company even if other companies try to lure them away with better offers. 
In ‘the one number you need to grow’ Reichheld (2003) discusses the importance of loyalty for companies. He states that although other factors also play important roles (economic expansion, innovation), consumer loyalty is clearly one of the most important drivers of growth.
Loyal customers influence growth in two ways:

By buying more over time; loyal customers tend to accelerate their purchases when their spendable income grows over time. 
By talking about a company with friends and family; this could lead to the obtaining of new customers and business. 
More understanding about consumer loyalty and factors that influence it are therefore academically interesting and relevant from a business point of view. 
§3.1

Defining consumer loyalty
“The concept of consumer loyalty has been defined by most researchers empirically instead of theoretically; a few researchers have stated that the empirical definition of brand loyalty is the theoretical definition“(Chestnut, 1978) 
“There are many definitions of both satisfaction and loyalty in the literature; a perusal of these reveals, however, that they are process definitions.”  (Oliver, 1999)
Both quotes above show, that even while they are more than 20 years apart, the same difficulty and discussion still exists when it comes to explaining en defining customer loyalty. Trough all these years there are still two opposite parties in the discussion. One group of scholars defines and measures loyalty based on the behavior and actions of consumers (repeat patronage, purchase frequency etc). As Oliver (1999) states, these scholars use the process of loyalty, not the underlying meaning of loyalty. The other group of scholars goes beyond this by also including the psychological meaning of loyalty. 
It is exactly this psychological meaning that plays such an important role in loyalty. Repeat patronage is not the same as loyalty when the customer doesn’t have the opportunity of being disloyal (Chestnut, 1978). Also repeat patronage can indicate a habitual buying instead of actual loyalty (Assael, 1998).  A customer that repeatedly purchases from a company could be loyal, but could also be trapped in inertia, indifference or seem loyal because of company barriers that make it difficult to switch company/brand (Reichheld, 2003).
In my research, Oliver’s (1999) definition of loyalty will be used, because this definition captures the psychological meaning of loyalty and its consequential behavior best. 

“A deeply held commitment to rebuy or repatronize a preferred product/service consistently in the future. Thereby causing repetitive same-brand or brand-set purchases. Despite situational influences and marketing efforts having the potential to cause switching costs.” (Oliver, 1999) 

§3.2

The measurement of consumer loyalty
In the past the measurement of loyalty, just as its definition mostly focused on the measurement of loyalty in terms of operational measures and behavioral measurements like proportion-of-purchase, sequence-of-purchase and probability-of-purchase (Chestnut, 1978).  Still there were several scholars that emphasized the need to define consumer loyalty not only in operational measures, but also from an attitudinal perspective (Jacoby, 1970).
Both measurements are important, a positive attitude does not always leads to action, but repeat patronage does not always mean there also is a positive attitude or loyalty. Therefore the definition of consumer loyalty and its measurement should contain both these aspects.     
§3.2.1

Relative attitude and repeat patronage
Dick and Basu (1994) are the first scholars to develop a conceptual framework combining both attitudinal and behavioral measures, there model is structured as follows in figure 1 below. 
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Figure 1; Framework for consumer loyalty                  



                                        Source; Customer loyalty: Toward an integrated conceptual framework (Basu, 1994)
As is shown in figure 1 Dick and Basu (1994) consider both a positive relative attitude and repeat patronage a requirement for loyalty. Their framework uses relative attitude, because a favorable attitude does not always lead to a purchase when the consumer has an even higher positive attitude towards another brand. To reach loyalty in this framework there has to be a favorable attitude, that is high compared to other alternatives (positive relative attitude) and leads to repeat patronage as action. 
In their model relative attitude is build up out of the degree of attitudinal strength and the degree of attitudinal differentiation. The model only takes positive attitudes in account, because this is the first and most important condition for loyalty. It then divides the positive attitude into four categories from weak to strong positive attitude. Most important for loyalty is the attitudinal differentiation, a customer has to perceive the product different from other alternative, only then loyalty can occur. Attitudinal difference can still contribute to loyalty even without the presence of a strong attitudinal strength. 
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Figure 2: Four attitude categories








   Source: Customer Loyalty: Toward an integrated conceptual framework (Basu, 1994)
When combining the concept of relative attitude with high or low repeat patronage, this leads to four different kinds of loyalty. Only the combination of at least a high relative attitude and a high repeat purchase leads to true loyalty.
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Figure 3: Four loyalty categories








   Source: Customer loyalty; towards an integrated conceptual framework (Basu, 1994)
Loyalty; The most desirable form of loyalty is reached when high relative attitude and high repeat patronage occur at the same time. As shown in figure 2 and 3, this form of loyalty can be obtained with both strong and weak attitudinal strength as long as there is an attitudinal difference. In their model, Dick and Base (1994) put the emphasis on the fact that consumers should perceive differences among the competing brands. Together with a high repeat purchase, these are the factors of highest importance in the model, strength of attitude is considered of less importance.  
Spurious Loyalty; A combination between low relative attitude (strong attitudinal strength, but no attitudinal differentiation) and high repeat purchase leads to spurious loyalty. In this form of loyalty customers perceive little difference between brands, the brands are often in a low involvement category and repeat purchase mostly occurs on situational cues.  
Latent Loyalty; A combination of low repeat patronage and high relative attitude (weak relative attitude, but high attitudinal differentiation) leads to latent loyalty. This kind of loyalty means that even though consumers have a high relative attitude, the repeat patronage is not very high. This form of loyalty can occur when social norms and situational influences are more important than/or at least as important as relative attitude in determining repeat patronage. For marketers this is the form of loyalty that raises the most concern, because it is very difficult to change non attitudinal influences. 
No Loyalty; In this model a combination of low relative attitude (strong attitudinal strength, but no attitudinal differentiation) and low repeat patronage leads to the lowest form of loyalty, no loyalty. This combination shows that within this model a strong positive attitude does not always lead to loyalty and shows the importance of relative attitude in the measurement of loyalty.  
In my research the focus will only be on the first form of loyalty. Both Spurious and latent loyalty are forms of loyalty that do not fit the definition of loyalty set for my research. 

“A deeply held commitment to rebuy or repatronize a preferred product/service consistently in the future. Thereby causing repetitive same-brand or brand-set purchases. Despite situational influences and marketing efforts having the potential to cause switching costs. (Oliver, 1999) ”

This definition of loyalty from Oliver (1999) covers a deeply held commitment (strong attitude) and preference for a product (attitudinal differentiation), with this excluding spurious loyalty. Spurious loyalty contains a low relative attitude, which means that the consumer perceives no attitudinal difference. Further the definition speaks of situational influences and marketing efforts that should not influence brand switching, which also excludes latent loyalty.  

The next step in the framework are the antecedents of relative attitude, which are
 cognitive antecedents (accessibility, confidence, centrality & clarity), affective antecedents (emotions, moods, primary affect & satisfaction) and conative antecedents (switching costs, sunk costs & expectations), every one of these could play a role in defining the nature of the attitude and therefore also the relationship with repeat patronage. 

Cognitive loyalty: The loyalty phase where preference of one brand over other alternatives is developed based on available brand attribute information, so loyalty based on for instance brand beliefs or other informational determinants (Oliver, 1999).
Affective loyalty: The loyalty phase where a positive attitude of the brand is developed through multiple satisfying usage occasions. So loyalty through brand associated feelings that are based on the usage of the product. 
Conative loyalty; The behavioral intention stage, where a brand-specific commitment to repurchase is established through a repeated positive affect. The part of loyalty related to behavior towards the brand. 

In his research Oliver (1999) follows the same framework of cognitive, affective and conative loyalty, but Dick and Basu (1994) see these three loyalty phases as consecutive. Oliver (1999) argues that consumers can become loyal in every different phase of the process. Also he adds action loyalty as the fourth phase of loyalty. In this phase the behavioral intention from the conative loyalty phase is transformed into readiness to act. 
Concluding, the measurement of loyalty recording to the framework of Dick & Basu (1994) and the framework of Oliver (1999) contains the following aspects.  
· Positive attitude

· Attitudinal differentiation

· Attitudinal strength

· Relative attitude

· Repeat patronage
§3.2.2 

Satisfaction and commitment
In their article ‘the complex relationship between consumer satisfaction and brand loyalty’ Bloemer and Kasper (1994) try to identify the factors that have an impact on the relationship between consumer satisfaction and brand loyalty. 

Like previous scholars they stress the importance of defining brand loyalty as more than just repeat purchase and search for true loyalty instead of latent loyalty. According to Bloemer and Kasper (1994) commitment is the most important factor that is necessary for true loyalty. The framework of Bloemer and Kasper (1994) uses commitment and repeat purchase. This is very similar to other studies, as for instance the research of Dick & Basu (1994), where positive attitude is used in combination with repeat patronage.  

The factor they mostly focus on is satisfaction, in their theory satisfaction leads to commitment, which is necessary for true brand loyalty. An important note is that the impact of satisfaction on brand loyalty is much larger when there is manifest satisfaction instead of latent satisfaction. Manifest satisfaction distinguishes itself from latent satisfaction by being the result of an evaluation that is well elaborated upon. Latent loyalty exists when consumers are not able or willing to evaluate a product, so they are not really aware whether they are satisfied or not. 

In their survey Bloemer and Kasper (1994) asked consumers about satisfaction / dissatisfaction, chance of buying the same brand a next time, brand commitment, brand choice involvement and brand deliberation. Where the first three variables are necessary to establish true brand loyalty and the latter two are there to make a distinction between manifest and latent satisfaction. 
Concluding the research of Bloemer and Kasper (1994) uses the following aspects to measure brand loyalty. 
· Satisfaction

· Chance of buying

· Brand commitment
§3.2.3

Brand trust 
In their article Delgado and Munuera (2001) discuss the important role that brand trust plays within the measurement of consumer loyalty. 

Their literature review shows that most of the researches use overall satisfaction to measure loyalty and with that also often include factors like commitment and perceived quality. The two scholars argue that there is a lack of attention to brand trust, even though evidence exists about its relationship with satisfaction and therefore also loyalty. 

They define trust in the context of brands as ‘a feeling of security held by the consumer that the brand will meet his/her consumption expectations’. In their article brand trust is made up out of brand reliability and brand intentions. Where brand reliability is related to the assumption that a brand can fulfill the customer needs. Brand intentions are more abstract, but refer to the vulnerability customer have when buying a product and the belief that a company will not take advantage of this vulnerability. 

Where other scholars see satisfaction as the main factor in brand loyalty, Delgado and Munuera (2001) argue that satisfaction leads to brand trust and in that way influences loyalty. In their article and model brand trust plays the missing link between satisfaction and loyalty. 
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Figure 4: Framework including brand trust







 Source: Delgado and Munuera (2001) 
Figure 4 shows the theoretical model and the hypotheses Delgado and Munuera (2001) propose. 
Their results suggest that brand trust indeed has a significant influence on customer commitment, which also influences price tolerance. Also they find that customer involvement has a moderating effect on the relationship between brand trust and customer commitment. Next to that the results suggest that overall satisfaction is an antecedent of brand trust. 
Concluding from their article, brand trust is an important factor within brand loyalty. The reason that there are not very much scholars that include trust in the measurement of loyalty, is that it is highly correlated with overall satisfaction. But because of the high correlation between trust and overall satisfaction it is not necessary to include both concepts within the measurement of loyalty.
§3.2.4

Product level controls (Chaundhuri, 2001)
This reseach focusses on the general implications of gender on loyalty and not just on the gender differences in loyalty for a certain productgroup. Therefore it is also important to take possible differences among brand- and productgroups in account.
Chaudhuri and Chaundhuri (2001) developed a framework that is to a large extend similar to the frameworks discussed in previous paragraps, but the framework is extended with product- and brand-level controls.  
Like previous scholars, Chaudhuri and Chaundhuri (2001) stress the importance of including attitudinal components when conceptualizing loyalty and not to only use the bahavioral components. Where for instance Dick and Basu (1994) use relative attitude and repeat patronage, the framework of Chaudhuri and Holdbrook (2001) devides loyalty in purchase loyalty and attitudinal loyalty. Puchase loyalty is defined as the willingness of the average consumer to repurchase the brand and attitudinal loyalty is the level of commitment of the average consumer towards the brand.  

Chaudhuri and Chaundhuri (2001) argue that both kinds of loyalty are positively driven by brand trust and brand affect. Brand trust is defined as the willingness of the average consumer to rely on the ability of the brand to perform its stated function. Brand affect is defined as a brands’ potential to evoke a positive and emotional response in the average consumer as a result of its use. This is supported by the research of Munuera and Alman (2001), their research finds a similar relationship between loyalty and brand trust. 
The framework of Chaudhuri and Chaundhuri (2001) uses the following aspects in the measurement of loyalty. 

· Brand trust

· Brand affect

· Purchase loyalty

· Attitudinal loyalty
This makes the measurement of loyalty within their framework very similar to the other previously discussed frameworks. The importance in this article mostly lies in the extention of the framework with brand-level and product-level controls.  
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Figure 5;  A model of brand loyalty and brand performance
 
Source: (Chaundhuri, 2001)
As figure 1 shows the framework consists of four hypotheses; 

H1: Brand trust is positively related to both purchase loyalty and attitudinal loyalty

H2: Brand affect is positively related to both purchase loyalty and attitudinal loyalty

H3: Market share increases as purchase loyalty increases

H4: Relative price increaes as attitudinal loyalty increases. 
Only H1 and H2 are relevant within the measurement of loyalty. H3 and H4 are focused on the economic consequences of loyalty and therefore only relevant within discussing the importance of loyalty to the practice of business, but not the measurement. 
Also shown in figure 1, the product level controls can effect brand trust and brand affect, while the brand-level controls can effect the market share and the relative price. Only the Product-level controls can influence brand trust and brand affect, so the product-level controls are the only control variables that are relevant within the measurement of loyalty. 
Their article discusses two different types of consumption, the consumption of utilitarian products and the consumption of hedonic products. Utilitarian products have more tangible and objective features, where hedonic products have more intangible and subjectieve features. The extent to which a product is hedonic or utilitarian can influence brand trust and brand affect and through that loyalty. For instance; a more hedonic product, with intangible benefits is more likely to encourage a greater potential for positive brand affect. Because of this the article of Chaundhuri (2001) argues that the product category a product belongs to can influence the measured loyalty.  
In their research the utilitarian and hedonic values only have a significant influence on brand affect. The influences the utilitarian and hedonic values have on brand trust were found to be not significant. The influence of utilitarian value on brand affect is very different from the influence hedonic value has on brand affect, so the charasteristics from a certain product category are indeed influential within the measurement of loyalty. 

Concluding, the level of utilitarian or hedonic value of a certain product category influences the measurement of loyalty. Therefore when a research is conducted for more than one product group it is wise to control for the utilitarian and hedonic value with product level control variables. Because utilitarian and hedonic values influence loyalty, they can also influence the relationship between gender and loyalty. 
§3.3

Loyalty and gender 
Within the last ten years there have been only a couple of researches that focus on gender differences in consumer loyalty. In the following paragraph the highlights of these researches are discussed.  

In his research Ndubisi (2006) investigates the moderating role of gender in the relationship between four underpinnings of relationship marketing (trust, commitment, communication and conflict handling) and customer loyalty for the Malaysian banking services. 
Ndubisi (2006) findings show that trust, communication, commitment and conflict handling do contribute significant to customer loyalty. Together they predict 29 % of the variation in customer loyalty within this sector. When researching the effect of gender, only in the relationship between trust and customer loyalty does gender play a moderating role. For communication, commitment and conflict there is no evidence that gender plays a moderating role. 
Another research that focuses on gender differences in customer loyalty is that of Melnyk, Osselaer & Bijmolt (2009). They also base their research on differences in self-construal, but argue that the difference between the self-construal of man and woman is in terms of relational versus collective interdependence and not in terms of dependent versus interdependent. Their research builds on the in paragraph 2.4 discussed article of Baumeister and Sommer (1997). 
Melnyk, Osselaer& Bijmolt (2009) find evidence for this theory, through five different studies they conduct in their research. They conclude that female customers are in general more loyal to individuals, while men are more loyal to groups. Translated to customer loyalty, woman show more loyalty to individual service providers, while men show more loyalty to companies. 
Chapter 4: The Consumer Confidence Index
§4.1

Confidence and the ‘Animal Spirits’  
The origin of the Consumer Confidence Index came forth out of one of the most known economic publications; The General Theory of Employment, Interest and Money by John Maynard Keynes (1936). It was Keynes that introduced the application of ‘animal spirits’ into economic theories. 

Within economics, confidence, like most economic theories is often seen as a phenomenon with two or more equilibria. Within that view confidence is merely a predictor and assumes rationality; people that make a rational decision with all the possible outcomes at hand. This view does not include the deeper meaning of the word confidence, namely trust or full believe. 
The meaning of the word trust already shows that confidence goes beyond rational thinking but also includes the ‘animal spirits’
. People make confident decisions, because they trust in something, which has nothing to do with rationality. This also gives an explanation why confidence varies over time and plays an important role in macro-economics. When people are confident they make decisions easier, when they feel confident in the economic situation they also spend their money easier. When people are not very confident they are much more reserved with their decisions and also with their spending, they often save their money and sell. 
In Keynes General Theory (1936) he also discusses his theory about multipliers, which works as follows. When the government subsidizes, it puts money in the hands of people, these people will spend a part of this money. A fraction of the money they’ll spend will end up in other people’s hands, which will also spend a part of this and so on. This means that the sum of the effects can be much larger than the subsidy that started the effect in the first place. 
Keynes multiplier theory shows how a small dip in consumer spending or a small decline in the stock market can have a much larger total effect on consumer spending or on the stock markets.  In their modern take on Animal Spirits and Keynes his theory, Akerlof and Shiller (2009) take Keynes multiplier theory and apply the model to confidence. They argue that Keynes theory is not only limited to conventional variables like consumption and investment, but is also applicable to confidence. In their view the confidence multiplier represents the change in income due to one unit change in confidence and works similar to Keynes general multiplier. So the changes in confidence will result in changes in both income and confidence for all the following rounds. 
§4.2

Different Consumer Confidence Indexes  

Ever since the publication of The General Theory of Employment, Interest and Money by John Maynard Keynes (1936), who referred in his book to the ‘animal spirits’, many economists have researched the way that consumer confidence might influence the real economy. 
Soon in many countries monthly consumer confidence surveys were conducted, the two most known and also most researched are the University of Michigan’s Consumer Sentiment Index and the Conference Board’s Consumer Confidence Index. Both these indexes measure U.S. consumer confidence and are the base of most the Consumer Confidence Indexes of other countries outside the U.S. 
This research limits itself to the Dutch market, where the CBS has its own Consumer Confidence Index, which will be used in this research. To also use previous researches on U.S. Consumer Confidence Indexes, Appendix A shows which of the two U.S. Consumer Confidence Indexes is most similar to the Dutch Consumer Confidence Index. 

As is shown in Appendix A, the Dutch Consumer Confidence index of the CBS has most similarities with the Michigan Consumer Confidence Index; all the questions are in essence the same, except for one. Where the Michigan Consumer Confidence Index asks about how the country in a whole will be doing five years from now, the CBS Consumer Confidence Index asks this question about twelve month prior.  Because of the high similarity between the Consumer Confidence Index of the CBS and the Michigan index, theories and research about the Michigan index will also be useful for insight into the Dutch CBS index. 
§4.3

Consumer Confidence Index and household expenditures
To extend the theory of gender difference to consumer sentiment, the assumption is made that the consumer confidence index is an indicator for actual consumer behavior. Therefore this chapter is devoted to the consumer confidence index as an indicator for consumer behavior, measured trough several economic indicators. 
The Consumer Confidence Index shows the expectations of consumers about their economic situation, the countries’ economic situation as a whole and their household spending. Most households are perfectly aware of changes in their own consumption behavior driven through economic situation. A logical result is that the Consumer Confidence Index reflects the current state of the economy as well as the current consumer behavior (Ludvigson, 2004).
The question that is less straighforward to answer, is whether the Consumer Confidence Index also has a predictive power in regard to household expenditures and the economy has a whole. Many scholars have researched whether this predictive power exists and if the Consumer Confidence Index adds information about the economy that is not already captured by other economic indicators. 
In their research Caroll, Fuhrer & Wilcox (1994) conclude that consumer sentiment has a predictive power on household spending. They show that values of the Consumer Confidence Index explain about 14% of the growth fluctuations of household consumption. Unfortunately they fail to find a correct model to explain why the Consumer Confidence Index has this predictive power. 
The research by Matsusaka and Sbordone (1995) focusses on how much of the U.S. GNP
 fluctuation is explained by consumer sentiment and if consumer sentiment causes or anticipates on these fluctuation. Their findings show that consumer confidence is an independent factor that explains economic fluctuations, so changes in consumer sentiment lead to changes in GNP. This last finding is limited by the possibility that there is a third explanatory variable.  
In his paper Philip Howrey (2001) researches the predictive power of the Consumer Confidence Index on recession, its recovery and the prediction of personal consumptions. His research mostly focusses on the extention the predictive power the Consumer Confidence Index brings on top of other indicator variables. He finds that the Consumer Confidence Index  is a significant predictor of the future growth of the real GDP
, both by itself aswell as in combination with other indicators. Although he also finds evidence that the Consumer Confidence Index is a significant predictor for the rate of growth of personal consumptions, this found relation was very noisy. 
Concluding, there are several researches that do find proof that the Consumer Confidence Index is an indicator for household spending and growth in GNP/GDP. But all the researches d0 have some limitations, where further research is needed. 

§4.4

Theory conclusion
The self-construal: Research shows the important regulating role the self-construal plays on many aspects of human behavior.  Using the theory of Cross and Madson (1997) about the development of differences in the self-construal, to dependent and independent construal’s. Combined with the theory from Markus and Kitayama (1991) about the influences a divergent self-construal has on emotion, cognition and motivation, leads to the following hypotheses. Woman will show higher loyalty than men, because of their more interdependent self-construal, while men with in general a more dependent self-construal will show higher sentiment than women. 
Loyalty: There have been many studies about loyalty, because loyal customers are very important for the profitability of companies. A large part of these researches discuss how to measure loyalty, because there are different forms and definitions of loyalty. After establishing the most suited definition of loyalty for this research, several models are reviewed. Also taking in account the chosen definition of loyalty, the following variables are considered to be most important in the measurement of loyalty: A positive attitude, the strength of attitude, attitudinal differentiation, commitment and repurchase.  
Consumer Confidence Index: Confidence is very important to the practice of business, because high confidence makes consumers more likely to invest and buy, while low confidence makes consumers more likely to save on pull away money. 
Throughout the world there are many different measures, but the Dutch CBS confidence index is most similar to the Michigan confidence index, so theory about this latter is also applicable to the Dutch index. 

Most researches about the Consumer confidence index are about its predictive power. Research shows that the Consumer Confidence Index is an important predictor for current spending, but there are also several researches that find proof that the Consumer Confidence Index is also an indicator for household spending and growth of GNP/GDP for the future. 

The research
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Chapter 5:  Hypotheses

As discussed in previous chapters, this research builds on the theory by Cross and Madson (1997), that men and women develop a different self-construal, which influences cognition, emotion and motivation. 
Cross and Madson (1997) limit their research to gender differences in a social context and how these differences influence several psychological phenomena. This research tries to find evidence that the differences in self-construal are not only underlying for gender differences in a social context, but are also underlying for gender differences in consumer behavior. To be more specific gender differences in consumer loyalty and sentiment. 
§5.1
The entire research model

Figure 6 below shows the entire research model, this research tries to find evidence for a relation between loyalty and sentiment that is confounded by gender. So the relation between loyalty and sentiment is not a direct relation, but is explained by the third variable gender. As discussed in §2.2.4 the relation between gender and loyalty is assumed to be moderated by the hedonic and utilitarian values. So the entire research model includes both a confounding and a moderation variable.
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Figure 6: Research model
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So the first and main hypothesis of this research is that loyalty and sentiment have a significant relation confounded by gender. 
H1: There is a relationship between loyalty and sentiment that is confounded by gender
To test the fist hypothesis, there are several other relations that should be tested before. First, the relationship between loyalty and sentiment should be tested.
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H2: There is a relationship between loyalty and sentiment.
§5.2
Loyalty

Second, the relation between gender and loyalty should be tested. The theory of chapter two is used to determine the expected direction of this relation.     
Chapter 2 combines the theory from Markus and Kitayama (1991) with the theory of Cross and Madson (1997). Markus and Kitayama (1991) describe several differences in cognition and emotion based on differences in self-construal. The emotions they find to be associated with an interdependent self-construal (feeling of connection, feeling of familiarity and feeling of respect) are all emotions that are associated with high loyalty. Cross and Madson (1997) add on this theory by arguing that Western women in general develop a more interdependent self-construal than Western men. 
Combining both theories would suggest that woman in general would be more loyal than men. So the expectation is that there is a relation between loyalty and gender, in the direction that women have a significant higher loyalty than men.  
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H3: Women show a higher loyalty rate than men.

§ 5.3
Sentiment

Third, the relationship between gender and sentiment should be tested. To determine the expected direction of this relationship, the theory of chapter two is used.  
As also described in §2.3, based on the theory of Cross and Madson (1997) and Markus and Kitayama (1991) it is assumed that men have a higher sentiment than woman. This is assumed because the expression of emotions (like fear or uncertainty) that jeopardize the independent self-construal will less likely be expressed by men than women. 
[image: image40.png]Independent Samples Test

Tevene's Test far Equalty of

Variances testfor Equaliy of Means
5% Canfigence Interval ofthe
Difierence
Mean std. Eror
F Sig of | Sig.aled) | Diference Difierence Lower Upper

Loyalty as a continous Equal variances 4439 037 226 132 822 145 661 EEE 1457
variable between 0-35 assumed

Equal variances not 226 | 126130 822 149 661 ERES 1.487
assumed





When hypotheses H2 –H4 have been tested and found, there is a large possibility that gender indeed is a confounding variable in the relationship between loyalty and sentiment.

The last step to answer H1 is to run an analysis of the relationship of loyalty and sentiment that is simultaneously being controlled for by gender. When the relationship between loyalty and sentiment disappears when being controlled for by gender, gender indeed is a confounding variable in this relationship. 

§5.4

Product-level controls
In this research model there are also two variables that possibly moderate the relationship between gender and loyalty. The product-level controls are added to this research to give insight into the hedonic and utilitarian value the researched product group possesses. These values make it possible to generalize this research to all markets, but the product-level controls could also moderate the relationship between loyalty and gender.  
In this research the hypothesis is made that there are gender differences in the level of loyalty. For both the hedonic and utilitarian value applies that a very high value could decrease the gender differences in loyalty and with that moderate the relation. 
For product-groups with a very high utilitarian value, loyalty will be much lower. When loyalty in general is very low it could decrease the gender differences in loyalty, because loyalty will be hard to measure. Contrary to that, for product-groups with a very high hedonic value, loyalty will also be very high, which could also decrease the gender differences in loyalty.  

So the expectation is that for a high level of hedonic and utilitarian value there will be less gender differences in loyalty, than for the lower levels of hedonic and utilitarian value. So both the hedonic as the utilitarian value is expected to moderate the relationship between gender and loyalty. 
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H5a: The hedonic value moderates the relationship between gender and loyalty.
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H5b: The utilitarian value moderates the relationship between gender and loyalty.
Chapter 6:  Research process & methodology
§6.1 

Data collection
The data for this research has been collected online, both by distributing the link of the survey trough social media as on the website www.thesistools.com. The research was only distributed to Dutch respondents, because differences in country of origin could lead to large differences within the measurement of sentiment. Also it is taken into account that there is enough variation in gender, age and salary among the respondents, so on these areas the sample is representative to the Dutch population. 
§6.2 

The Survey

The survey used for this research consists of 5 parts; introduction, measurement of loyalty, brand level controls, measurement of sentiment and demographic background. The entire survey can be found in Appendix B (in Dutch) and Appendix C (in English).
§6.2.1
 
The introduction

Even though this research is not limited to a certain product-group, the measurement of loyalty within a more specific product group works better than measuring loyalty in general. It will inspire the imagination of the respondents and stimulate a more accurate measurement. Loyalty is best measured with products that have a high velocity, so where there often is a repeat purchase moment. 

Before the measurement of loyalty takes place, there are several introduction questions added about the carbonated soda (from now on named soda) market. 

A selection question, whether the respondent frequently
 drinks soda. The respondents who don’t frequently drink soda are ruled out for this research. 

The selection question is followed by two questions that establish the most favorite soda brand of the respondent. 

§6.2.2 
Measurement of loyalty

Chapter 2 reviews several models that have been used in the past to measure loyalty and that fit the definition of loyalty for this research. All the models discussed in chapter 2 have a high level of similarity; they all include a positive attitude and repeat patronage to establish loyalty.  Therefore the survey will both contain questions about attitude and repeat patronage. 
From the models discussed in chapter 2 mostly the model of Dick and Basu (1994) will be used as a guideline, because this is the most extensive model and this model excludes spurious and latent loyalty. Taken from the model of Dick and Basu (1994), the survey includes questions about positive/negative attitude, attitudinal strength, attitudinal differentiation and repeat patronage. 

In this research repeat patronage will be measured through stated behavior. This is a limitation for the research, because there could be a variation between stated behavior and actual behavior. By using a product-group that has a high repeat patronage rate, this limitation is kept as small as possible. Nevertheless with the interpretation of the results it should be kept in mind that there could be a small overestimation of repeat patronage.  Further discussion on this limitation can be found in §9.2.
To completely meet the definition of loyalty set for this research (this includes loyalty despite situational influences and marketing efforts from other parties), there is also an extra question about the switching behavior of the respondents included in the survey.  
Because several of the other models discussed in chapter 2 include customer commitment in their measurement of loyalty, this question is also added in the survey, to see if this adds to the model of Dick and Basu (1994).

§6.2.3. 
Product-level controls

As discussed in § 3.2.4 the research model includes product-level controls to control for the hedonic and utilitarian value of the product-group. These variables are added to make it possible to generalize the research to all markets. 

The survey includes three product-level control variables (I love this brand, I need this brand, I feel good when I use this brand) to measure the hedonic and utilitarian value (Chaundhuri, 2001). In the research of Chaudhuri and Holbrook (2001) they use ‘I rely on this product’ and ‘this product is a necessity for me’. For this research these two questions are combined in one survey question ‘I need this brand’, because translated into Dutch, the two questions are too similar. These hedonic and utilitarian values will be used as control variables, because they can moderate the relation between gender and loyalty. 

§6.2.4. 
Measurement of sentiment (Ludvigson, 2004)
Throughout the world, many of the Consumer Confidence Indexes slightly differ. The Michigan Index and the Conference Board Index are the most known indexes and are also constructed in different ways. Because of the large similarity of the Michigan Index and the Dutch Index of CBS, articles about the construction of the Michigan Index will be used for this research.  

Because this survey of this research is conducted in one moment in time, it is not possible to make an actual index. Therefore for every respondent a ‘diffusion measure’ will be constructed from the five separate variables that measure sentiment.  

Every question in the Consumer Confidence Survey has a positive, neutral or negative outcome for all the different respondents. To calculate the ‘diffusion measure’ every respondent starts at 100 and for every positive answer 20 is added and for every negative answer 20 is deducted.

So a respondent that has a ´diffusion measure´ above 100 mostly has a positive sentiment, while a person with a ´diffusion measure´ below 100 mostly has a negative sentiment.. 
§6.2.5

Demographic background
Finally, the survey contains several demographic variables. Off course gender, but also age and yearly salary are taken into account. 
§6.3

 Measures
Dependent variable; the dependent variable (continuous) will be the ‘Diffusion measure’ constructed out of the five sentiment question
, that will be constructed as discussed in §6.2.4. 

Independent variables; this are the six categorical variables
 that together measure loyalty as described in § 6.2.2. All six these variables are measured on a five point Likert scale. 

Confounding variable; In this research the confounding (lurking) variable is gender
, the theory suggests that the relationship between loyalty and sentiment is explained by the third ‘hidden’ variable gender. A confounding variable is a extraneous variable that correlates with both the independent and dependent variable and therefore could explain the found relationship between loyalty and sentiment, making it a spurious relationship. 
Moderating variable; The moderating variable influences or moderates the relation between two other variables and thus produces an interaction effect. In this research the hedonic and utilitarian values
 are assumed to be the moderating variable in the relationship between gender and loyalty. As discussed in §3.2.3 the hedonic and utilitarian values influence the measurement of loyalty and therefore can also influence the relationship between gender and loyalty. For instance when a very high utilitarian value is measured, this means that the product is seen as a product with very tangible and objective features and the reason for buying is merely based on its use. As a result, for this product it will be much less likely that loyalty will occur (or will be measured), therefore also the possible differences in loyalty between men and women will decrease. The hedonic and utilitarian value is a continuous variable between 1 and 8, that is constructed out of several categorical survey questions. 
§6.4

 Methodology

From the literature review several variables emerged as measures for loyalty or as measures for product-level control. The first step in the research is a factor analysis, to determine what the right set of variables is to use for the research. A Factor Analysis also tests whether there are variables included that correlate to highly with each other.  
§6.4.1 

Factor Analysis

Factor analysis is a technique to find underlying groups or sets of variables and is usually used for more understanding about the structure of the dataset, as a research before constructing a survey or to reduce the number of variables so a dataset is easier to work with (Field, 2009).
In this research the factor analysis will be conducted for the first mentioned reason, to gain more understanding about the underlying structures of the dataset and to use this knowledge to choose the right variables for following analyses. 
Method

There are two approaches to establish these underlying structures, the first is trough Factor Analysis and the second is trough Principal Component Analysis (PCA).  Although the two are very similar and often confused with each other there are some important differences, because both analyses are based on different models (DeCoster, 1998).
Factor Analysis is based on a mathematical model that estimates the factors and assumes that the measured responses are based on these factors, while PCA bases the principle components on the measured responses. 

The second difference is that Factor Analysis assumes that there are unique factors that account for a part of the variance of the measured variables. While PCA combines both common and unique variance in the principal components. 
These differences can lead to slight changes in the outcome if both analyses are conducted on the same dataset. Considering the fact that the output from PCA has a more straightforward  interpretation than Factor Analysis and the analysis will ‘only’ function as guidance for following analysis, for this research the Principle Component Analysis will be used. 
Factor extraction
Widely discussed within the subject of Factor Analysis is the number of factors that are of statistical importance and therefore are going to be extracted in the Factor Analysis. 
The first technique promoted by Catell (1966) is to use a Scree Plot
 and to extract all the factors that lie before the inflection point. In this research the Scree Plots inflection point is at the second factor, this would mean there should only be one factor extracted. Research by Stevens (2002) shows that within a sample >200 a Scree Plot should give fairly reliable criteria. In this research a sample of 159 is used, so other criteria should also be looked at to be certain. 
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Another criteria often used and promoted by Kaiser (1960) is to only retain the factors with eigenvalues that are larger than 1 (this is also the criteria SPSS uses automatic). There are other scholars that find this criteria to strict and find it more reliable to keep all the factors with eigenvalues that are higher than 0,7 (Jolliffe 1986).  In general when the number of variables in smaller than 30 and the communalities are all greater than 0,7, Kaisers criteria should be accurate. Also when the sample size is larger than 250 and the average communalities are greater than 0,6 Kaisers criteria should be accurate. 
In this PCA there are 10 variables included, the sample size is 159 and the communalities are not all higher than 0,7 (Appendix D). So for this research we can’t assume that Kaisers criteria are definitely accurate. Because all three criteria give different outcomes, the communalities in Appendix D should be compared. Important to note here is that because the goal of the PCA is to prevent multicollinearity problems in further regression analysis, it is mostly important to make sure that there are not too few factors extracted. 
Comparing the three different communalities presented in Appendix D, shows that after extraction of 1 and also still after extraction of 2 factors, there are some very low communalities that become much higher when extracting three factors. This is especially true for variable 2 (How strong is this…) and variable 6 (When there is another….). Therefore in this research there will be three factors extracted in the Factor Analysis. 
Factor Rotation

After the right numbers of factors are extracted, it is possible to calculate which variables load high into which factors. Because in general most variables load high into the first factor, factor rotation is used to simplify the factor structure and therefore also the interpretation. There are two different types of factor rotation methods; orthogonal and oblique rotation (Abdi, 2003; Field, 2009).
The largest difference between orthogonal rotation and oblique rotation is that orthogonal rotation finds a rotation that keeps the variables independent and unrelated, while oblique rotation allows the factors to correlate. Both rotations have their own advantages and disadvantages, but in practice they often don’t have very different outcomes. Only if the outcome of oblique rotation radically improves the interpretation is wise to use oblique rotation. If the outcomes of both rotations are fairly similar, orthogonal rotation is the preferred rotation method.
 As can be seen in Appendix F, the output for orthogonal and oblique rotation is fairly similar, so the orthogonal rotation will be the preferred rotation method for this research. 
Sample size 
Also discussed to great extend is the right sample size that is needed for a Factor Analysis. Different scholars discuss different criteria. For instance Comrey and Lee (1992) label a sample size of 100 as a poor sample, 300 as a good sample and 1000 as an excellent sample. Gaudagnoli and Velicer (1998) find that all factors with more than four loadings greater than 0, 6 are statistically relevant. 

For this research the sample will be tested with the Kaiser-Meyer-Olkin measure of sampling adequacy (KMO). A KMO with a value close to 1 shows that there are enough patterns of correlation to distinct reliable factors. Table 2 shows that the KMO test for this dataset is 0,877, which is relatively close to 1. According to Hutcheson & Sofroniou (1999) a KMO value between 0,8 and 0,9 is great. So for this research the sample size should not cause any problems. 
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Table 2: KMO and Bartlett’s test, factor analyses in SPSS
Correlation between variables 
When conducting a Factor Analysis problems can occur with correlations between variables. For Factor Analysis some correlation is needed, otherwise it will not be possible to find clusters of related variables. On the other hand too much correlation can also cause problems.  
The first way to check whether the correlations within the dataset are significantly different from zero, the Bartlett’s test can be used. Table 2 shows that for this dataset the Bartlett’s test is significant, which shows that there is at least enough correlation to conduct a Factor Analysis. 

To check the correlations on variable level there is the correlation matrix. In general it is best to have as little as possible correlation scores below 0.3 or above 0.9. When there are variables that have very low correlation with several other variables, it is better to exclude these variables from the Factor Analysis. Appendix E shows the Correlation Matrix, there are only two correlations below 0,3, so there is not enough motivation to exclude variables from the factor analyses. 
Findings
Looking at the rotated component matrix (Appendix F) shows that most variables load into separate factors as expected from the theory. All the product-level control variables load together in one factor and four of the variables that measure loyalty load into another factor. 
There are two variables that behave different than expected:

· The commitment variable does not load into the factor where all the other loyalty variables load, but loads into the product-level control factor. This means that for further analyses this variable correlates to much with the control variables. So for the measurement of loyalty it will be better to exclude this variable. 

· The variable that measures if a consumer will still buy their usual brand, when other brands are in discount does not load into the same factor all the other loyalty variables. This variable by itself loads into the third factor. This means that apparently this variable takes on a different course than other loyalty variables. For further research it will be wise to also exclude this variable in the measurement of loyalty. 
§6.4.2

Confounding effect
A confounding effect occurs when there is a third lurking variable that correlates with both the predictor as outcome variable and therefore could explain the relationship between these variables. In this research gender is hypothesized to be the confounding variable in the relationship between loyalty and sentiment. 
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Figure 7: the confounding effect

To test whether gender is a confounding variable in the relationship between loyalty and sentiment the following steps of analysis should be followed. 

· There should be a relation between loyalty and gender (independent t-test).
· There should be a relation between sentiment and gender (independent t-test).
· There should be a relation between loyalty and sentiment (Factorial ANOVA).
· The relation between loyalty and sentiment should disappear when controlling for gender (Factorial ANOVA).
To establish whether these relationships exist, both the Independent T-test and the Factorial ANOVA have to be used, therefore these statistical techniques will first be discussed in following paragraphs. 
§6.4.3

The Independent t-test

A t-test is conducted when a researcher is interested in finding differences between two different groups of people. It is used when the people in the two research groups are not the same, so every respondent in the dataset belongs to only one of the two groups. When an Independent t-test is conducted it is actually testing whether the means between the two groups are equal, this is also the Ho hypothesis of the test.
T-value
Because the Independent t-test is used when different people participate in two different groups, it is not possible to find differences between pairs. With an Independent t-test the t-value is therefore calculated on the hand of differences between means, which then is divided by the standard deviation of differences between groups. This makes the formula for the t-value as follows:  
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The found t-value will then be compared to the highest t-value (t-distribution with same degrees of freedom) that is expected to get by chance. If this found t-value is larger than the critical t-value, there is an effect of the independent variable on the outcome variable. 
Levene’s test

One of the assumptions of parametric tests is that the variances between groups are somewhat equal. Because this, in practice is not always the case, it is wise to also run the Levene’s test to make sure this assumption is met. The Ho for the Levene’s test is that the variances are equal, so if the Levene’s test is significant there is enough evidence to assume that the variances are different and the assumption is not met. When running an Independent t-test, SPSS gives two rows of outcomes, one row where the equal variances are assumed and one row where equal variances are not assumed. So even if the Levene’s test is significant and the assumption is not met, the test can still be used when using the equal variances not assumed row. 
Effect sizes
The effect size shows whether a t-value also is important in a more practical sense, next to its significance. Significance says something about the probability (smaller than 0.05) that an outcome is by chance, it does not say anything about how important or large this effect is. 
Pearson’s correlation coefficient (r) and Cohen’s d (d) give information about the size of the found effect and thus the importance of the effect in practice. 
To convert a t-value into an r-value the equation below has to be filled out. In general an r-value of 0.10 is considered a small effect, 0.30 a medium effect and 0.50 a large effect. 
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To convert a t-value into Cohen’s d the following equation should be filled out. In general 0.20 is considered a small effect, 0.50 a medium effect and 0.80 a large effect. 
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Where S pooled is calculated as follows
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Pearson’s correlation coefficient and Cohan’s d are the most used measures for effect sizes. The Pearson’s correlation coefficient is very popular because of its simplicity, although there are scholars that argue that when the sample sizes between the groups differ Cohan’s d is less biased then the Pearson’s correlation coefficient (McGrath & Meyer, 2006).
§6.4.4

Factorial ANOVA

Where the Independent t-test compares the means of different groups of people when there is only one independent variable, factorial ANOVA is used when there are several categorical independent variables that need to be tested on differences between their means.  The reason this model is preferred above several Independent t-tests, is because running several Independent t-tests increases the chance on committing a Type 1 error. 

Designs

The independent variables in the Factorial ANOVA are categorical variables, but there is a large difference between categorical variables that consist of the same participant in every group and categorical variables that have used different participant in every group. This difference leads to three different Factorial ANOVA models:

· Independent factorial design; a factorial ANOVA where the categorical variables have different participants in every group. 

· Repeated-measures factorial design; a factorial ANOVA where the categorical variables use the same participants in the different groups. 

· Mixed design; a factorial ANOVA where some of the categorical variables have different participants in every group and other variables use the same participants in every group. 

For this research the independent factorial design will be used, so following part will only consist of theory about the Independent Factorial ANOVA. 

Statistics

F ratio: The F-ratio is similar to the T-ratio in a T-test. The largest difference is that where a t-test compares the means with the hypotheses that both means are equal, the F-ratio of an ANOVA compares all the means of the model to the hypothesis that all the means are equal. So the F-ratio gives insight into the total effect between all the means, but it can’t give more specific information where the differences between groups lie. In the Factorial ANOVA a F-ratio will be produced for every effect (effect of predictor variables on outcome variable) and their interactions. 
Sum of Squares: There are different Sum of Squares measures that will be found in the output of a Factorial ANOVA. Figure 8 below shows the different sum of squares. 

[image: image11]
Figure 8: Source Andy Field, Discovering Statistics using SPSS (third edition) 2009. 
Planned contrasts or Post hoc tests 
As discussed before, the F-ratio does not specify where possible found differences between groups lie, it just shows that there is a difference. Therefore after conducting the ANOVA, it is possible to use planned contrasts of post hoc tests to give more insight into the different groups. In general planned contrasts are used for one-tailed tests, while the post hoc tests are used for two-tailed tests. 
Because this research already has set specific hypotheses, planned contrasts will be best to use. 

First step: the first step is to decide which contrasts you want to use, keeping in mind that if one group is singled out of the variance, it can’t be used again in another comparison. The variance can only be ‘chucked up’ in smaller pieces. 

For this research the independent variables are all measures that together measure loyalty, the hypothesis tests that loyalty has a negative effect on sentiment. So therefore the following contrasts could give more insight into this hypothesis. 
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Figure 9: Contrasts & contrast weights
Second step: after choosing the contrasts, a weight has to be assigned to define the contrasts; this has to be done so SPSS can tell which contrasts should be measured. There are several rules to abide when assigning weights:
· When comparing two groups, one of the groups should have a negative weight and the other groups should have a positive weight. 

· Added up the different weights of the comparison should be zero. 

· If a group is not involved in a comparison assign it with 0.

· The weight of one chunk should be equal to the amount of groups in the other chunk. 
Following these rules, the weights that have to be added to the contrasts can be found in the red squares in figure 9. 
§6.4.5

Moderation effects 
The moderation variable is a variable that effects the direction or the strength of the relation between the independent and dependent variable. 
When a research tries to establish whether there is a moderation variable, a regular regression equation like 
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 will not suffice, because the researcher is actually looking for an interaction between the prediction and moderation variable in the relationship with the outcome variable. This would be researched by the equation
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In their book, Aiken and West (1991) discuss all the possibilities for analyses with interactions. Off course the specific steps in analyzing interactions also depends on the variables in the research. They argue that there are many researchers that use simple additive regression models that ignore possible interactions or use ANOVA models that split the median of their continuous variables. They argue that all combinations of categorical and continuous variables including possible interactions are possible to analyze within the multiple regression framework, without losing any information. 

The easiest form of interactions is between 3 continuous variables, but it can be extended to interactions between all sorts of variables. In general there are three steps to follow when testing for interactions. 
· Check if the variables are not to highly correlated, this could give problems with multicolinearity. If high correlating is the case, the predictor variables should be centered to lower the correlation. 

· Create the interaction term by multiplying the two independent variables. 
· Run a multiple regression with both the two independent variables and the interaction term to the outcome variable. 
Interaction between categorical and continuous variables

As discussed in previous section, the most general model to test for interactions is between continuous variables. Aiken and West (1991) discuss how to implement this model when there is an interaction between a categorical variable and continuous variables.  

The first step is to code the continuous variable into a dummy variable, in general L (level of categorical variable) -1 dummy variables are needed. 

In this research the continuous variable only has two levels, so already is a dummy variable. The following regression equations will follow from implementing the dummy, the continuous variable and the interaction between the both.
Equation only dummy variable:
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Equation dummy variable and continuous variable (e.g. hedonic value):
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Equation dummy and continuous variables and interaction:
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When filling out this last equation for the two dummy levels (male and female) two different regression equations with different slopes and intercept will arise for men and women. 
Male: 
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Female: 
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Because multiple regression is the main analysis used to test a moderating relation, this model is further explained in the following paragraph. 
§6.4.6

The multiple regression model (Field, 2009)
A multiple regression is used to analyze the relationship between more than one continuous independent variables and a continuous dependent variable. When there is a relation the scores on the independent variables can predict one´s score on the dependent variable. 

A multiple regression model works basically the same as a simple regression, except that there is more than one predictor variable and for all the predictor variables a coefficient has to be estimated. The outcome variable is then predicted based on all these coefficients in a formula,  which is denoted as follows; 
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Where Y is the outcome variable, b the coefficients of the different predictors (X) and ε the error term (the difference between the predictive and the observed value of Y). 

Different methods

One of the most important steps in conducting a multiple regression is the selection of the predictive variables, it is important not to randomly add predictors but to base this selection on previous research or on a formed theory. Also there are several methods on how to enter the chosen variables into the model. 
Because this research tests an already formed theory, forced entry will be the most appropriate method for entering the data (Studenmund & Cassidy, 1987).
Statistic terms
Just like with a simple regression, multiple regression provides you with Beta values. Where simple regression has only 1 predictor variable and therefore also just 1 beta value, multiple regression provides a beta for every independent (predictive) variable. The beta value shows how strong every predictor variable influences the outcome variable. The higher the beta value, the higher the impact this variable has on predicting the outcome variable. 

 The (multiple) R provides the value of the multiple correlation between the observed values of Y and the values of Y predicted by the multiple regression model, where 1 means that the model perfectly predicts the outcome variable. 

R square is the squared value of R, and shows how much of the variance of the outcome variable is explained by the independent variables in the tested model. So it measures how much of the outcome variable is accounted for by the model. 

The Adjusted R square is the same measure as the R square but then adjusted to the number of variables and the number of observations. Often when more variables are added to the model, the R square will go up, it can then overestimate its value. Because the adjusted R square takes in account the number of variables and respondents it gives a more realistic view on the fit of the model.  In general you would hope to find that the R square and the adjusted R square are similar to each other. 
Assumptions

When running a multiple regression it is important that several assumptions are met, when these assumptions are met, it is fairly certain that the outcomes from the model used are unbiased and the outcomes can be applied to the entire population. 

The most important assumptions of multiple regressions are:
· Multicollinearity; Collinearity occurs when two or more of the predictive variables highly correlate with each other. In general when none of the correlations between the independent variables are higher than 0.8, multicollinearity will probably not be a problem. To be entirely sure SPSS creates a VIF (Variance Inflation Factor) value that should be checked. When the model shows separate VIF values >10 or the average VIF is substantially larger than 1, there is reason for concern. Next to the VIF value, SPSS also produces tolerance values to check for multicollinearity, values below 0.1 indicate a large problem and values below 0.2 indicate a possible problem. 

· Homoscedasticity and linearity; within the different categories of the independent variables the variance should be equal. Also there is the assumption that the relationship we try to find is a linear relation. Both these assumptions can be checked by plotting the standardized residuals against the standardized predicted values. This plot should show a random pattern of dots to assume that the assumptions of homoscedasticity and linearity are met. 

Chapter 7:
Findings
§7.1 
Confounding effect

The research main question tests the confounding effect of gender in the relationship between loyalty and sentiment as shown in figure 10. 
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Figure 10: Model for confounding effect
To find a confounding effect the following effects should be tested: 

· Effect of gender on loyalty (independent t-test)
· Effect of gender on sentiment (independent t-test)
· Effect of loyalty on Sentiment (factorial ANOVA)
· Effect of loyalty on sentiment controlled for gender (factorial ANOVA)
§7.1.1

Effect of gender on loyalty
To see whether gender has a significant effect on loyalty, an Independent t-test was conducted. The Independent t-test compares the means of the two genders with each other. 
The output in appendix G shows that the Levene’s test is not significant (0.055>0.05), so confidence is gained that the variances between groups are significantly equal, so the assumption of homogeneity of variances is met.  

As can been seen in the group statistics table (appendix G), the mean of loyalty for men (M=13.91, SE=3.388) is hardly higher than the mean for women (M=13.83, SE=3.971). This difference is not significant ( t(157) = 0.141, p (0.888)> 0.05), so there is no significant gender difference in loyalty. Both the Pearson’s correlation r (0.011) and Cohen’s d (0.022) show this effect is negligible. 

Concluding; Hypotheses 3 is rejected. 
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H3: Women show a higher loyalty rate than men   REJECTED
§7.1.2

Effect of gender on sentiment
To see whether gender has a significant effect on sentiment an Independent t-test was conducted. The Independent t-test compares the means of the two genders with each other.

The output in appendix H shows that the Levene’s test is not significant (0.425>0.05), so confidence is gained that the variances between groups are significantly equal, so the assumption of homogeneity of variances is met.  

 As can been seen in the group statistics table (appendix H), the mean of sentiment is higher for men (M=123.28, SE=48.692) than for women (M=97.39, SE=46.050). This difference is significant ( t(157) = 4.417, p (0.01)< 0.05), so men have a significant higher sentiment than woman. Both the Pearson’s correlation r (0.263) and Cohen’s d (0.546) show that this is a medium sized effect. 

Concluding;  Hypotheses 4 is accepted. 

H4: Men have a higher sentiment than women   ACCEPTED
§7.1.3  
Relationship between loyalty and sentiment
To measure the relationship between loyalty and sentiment a Factorial ANOVA was conducted. Because this research mostly focuses on finding a possible confounding effect of gender in the relationship between loyalty and sentiment, the factorial ANOVA will also be conducted with gender as control variable.  
The output of the levene’s tests in table 3 and 4, show that both models break the assumption of homogeneity of variances (0.017<0.05 and 0.006<0.05).







Table 3 : Levene’s test ANOVA without gender

Table 4: Levene’s test ANOVA with gender


Source: SPSS output



Source: SPSS output
There are different options to deal with models that break the assumption of homogeneity of variances, there is the possibility to use non-parametric tests and there is the possibility to use heteroscedasticity-consistent standard errors. Because this research is conducted in SPSS, both options are not a possibility. Within SPSS there is no alternative non parametric test to use for this model and SPSS does not provide the option to use heteroscedaticity-consistent standard error estimates. 
Therefore the outcome of this test will be used to answer this hypothesis, the limitations on the outcome related to the heteroscedasticity is discussed in § 9.2.

Findings ANOVA without gender (Appendix I)
There were several non-significant main effects on sentiment:
· Non-significant main effect of attitude on sentiment, F(2, 121) = 0.141, p=0.868 
· Non-significant main effect of attitudinal strength on sentiment, F(4,121) = 0.559, p=0.693

· Non-significant main effect of attitudinal difference on sentiment, F(2, 121) = 1,412, p =0.248

· Non-significant main effect of intention of repeat patronage on sentiment, F(3,121) = 0.358, p = 0.783
There were no significant interaction effects. 

Concluding there is no indication that there is a significant relation between loyalty and sentiment. 


H2: There is a relationship between loyalty and sentiment   REJECTED

Findings ANOVA including gender (Appendix J)
There was a significant main effect of gender on sentiment, F (1,101) = 10,251, p = 0.002, because gender is a variable that only consists of two levels,  it is not needed to look at this effect with contrasts. 
There were several non-significant main effects on sentiment:

· Non-significant main effect of attitude on sentiment, F(2, 101) = 2,297, p=0.106 

· Non-significant main effect of attitudinal strength on sentiment, F(4,101) = 0.654, p=0.625

· Non-significant main effect of attitudinal difference on sentiment, F(2, 101) = 0,606, p =0.547

· Non-significant main effect of intention of repeat patronage on sentiment, F(3,101) = 0.258, p = 0.848

There were no significant interaction effects. 

Even though gender does have a significant effect on sentiment, this does not change anything in the relationship between loyalty and sentiment. None of the loyalty variables show significant effects on sentiment, also there are no interactions that show significant effects. 
Concluding, there is no significant relationship between loyalty and sentiment, also not when controlling for gender. 

H1: There is relationship between loyalty and sentiment that is confounded by gender    REJECTED
§7.2 

Moderation effect of product level controls
As discussed in § 5.4 the expectation is that the measured hedonic and utilitarian value will moderate the relationship between gender and loyalty. This means the expectation is that the multiple regression will show that the interaction between gender and hedonic/utilitarian value will be a significant predictor of the outcome variable above and beyond the other two variables. 

More specific the expectation is that for high levels of hedonic/utilitarian value the gender differences in loyalty will decrease. 

§ 7.2.1.
Hedonic value

To test the moderation effect of hedonic value on the relationship between gender and loyalty a multiple regression was conducted with loyalty as outcome variable and gender (dummy), hedonic value and the interaction between gender and hedonic value as predictor variables. 

Assessing the model

The correlation matrix in appendix K shows very high correlations between the predictor variables, which could bias the outcomes. Especially the correlation of 0.867 between gender and the interaction variable is too high and could lead to problem with multicollineartiy. Checking the collinearity statistics indeed show a too high average VIF (6,755) and two tolerance scores <0.2. 
To solve this problem a centered version of the multiple regression was conducted, the centered output in Appendix K shows that there are still high correlations but none > 0.8 and the collinearity statistics (average VIF = 2,935, all tolerance >0.2) show that there is no longer an indication problems with multicollinearity could arise. 

The model summary table in appendix L shows that the predictive model accounts for 29.1% of the variability in loyalty (R²=0.291). The adjusted R² (=0.277) shows the model generalizes well, 1.4% less variance is explained when the model would have been derived from the population. The ANOVA table in appendix L shows the model is significant (p = 0.00<0.05) better in predicting loyalty than using the mean. Concluding there are no major problems with the model or indications that the outcomes could be biased. 
Model parameters
In the coefficients table in appendix L the b values of the regression are found, constant (13.887), gender (-0.44), hedonic (-1.114) and interaction (0.025) of which only the negative relationship between the hedonic value and loyalty is significant at 0.00<0.05.  
These parameters already conclude that the interaction between gender and hedonic value is not a significant predictor for loyalty. Although some of the found parameters are not significant, this does not mean they don’t give further insight into the research. 

Deepening the analysis

Filling out the separate equations determined in §6.4.5 for males and females show following relations. These equations show even clearer the negligible difference in the regression for males and females, the slopes and constants are very close together. 
Loyalty males = -1.114hedonic + 13.887

Loyalty female= -1.089hedonic + 13.843

The more specific expectation was that for a high level hedonic value the relationship between gender and loyalty would decrease, the Scatterplot in appendix O gives a visual insight into this. This Scatterplot shows the low, moderate and high level of hedonic value against the relationship between loyalty and gender. The expectation would be that the lines for high hedonic value would have a smaller slope than that of a low and moderate hedonic value. As can be seen in the Scatterplot this is not the case, the Scatterplot even shows the opposite.
Concluding, hypothesis H5a is rejected. 

H5a: The hedonic value moderates the relationship between gender and loyalty   

 REJECTED
§ 7.2.2.
Utilitarian value

To test the moderation effect of utilitarian value on the relationship between gender and loyalty a multiple regression was conducted with loyalty as outcome variable and gender (dummy), utilitarian value and the interaction between gender and utilitarian value as predictor variables. 

Assessing the model

The correlation matrix shows several significant correlations between the predictor variables. When comparing the correlations and collinearity statistics between the regular regression and the regression on the centered variables (Appendix M), the centered model does not really decrease the correlations. Also both models don’t show problems or large differences in the collinearity statistics (Uncentered: average VIF = 3,249, all tolerance values > 0,2. Centered: average VIF = 2,966, all tolerance values > 0,2). Therefore the output of the not centered multiple regression will be used. 

The model summary table in appendix N shows that the predictive model accounts for 17.2% of the variability in loyalty (R²=0.172). The adjusted R² (=0.155) shows the model generalizes fairly well, 1.7% less variance is explained when the model would have been derived from the population. Also the ANOVA table in appendix N shows the model is significant (p= 0.00<0.05) better in predicting loyalty than using the mean. Concluding there are no major problems with the model or indications that the outcomes could be biased. 

Model parameters
In the coefficients table in appendix N the b values of the regression are found, constant (15.674), gender (0.074), utilitarian (-0.695) and interaction (-0.018) of which only the negative relationship between the utilitarian value and loyalty is significant at 0.01<0.05.  

These parameters already conclude that the interaction between gender and utilitarian value is not a significant predictor of loyalty above and beyond gender and utilitarian value separate. Although some of the found parameters are not significant, this does not mean they don’t give further insight into the research. 

Deepening the analysis

Filling out the separate equations determined in §6.4.5 for males and females show following relations. These equations show even clearer the negligible difference in the regression for males and females, the slopes and the constants are very close together. 

Loyalty males = -0.695utilitarian + 15.674
Loyalty female= -.0713utilitarian + 15.748
The more specific expectation was that for a high level of utilitarian value the relationship between gender and loyalty would decrease, the Scatterplot in appendix O gives a visual insight into this. This Scatterplot shows the low, moderate and high level of utilitarian value against the relationship between loyalty and gender. The expectation would be that the line for high utilitarian value would have a smaller slope than that of low and moderate utilitarian value. As can be seen this is not the case, the scatterplot shows that for all three levels of utilitarian value the slopes are almost the same (all practically straight). 
Concluding, hypothesis H5b is rejected.

H5b: The utilitarian value moderates the relationship between gender and loyalty
       REJECTED
Conclusions & recommendations



Chapter 8:
Discussion
Previous chapter summarizes the outcomes from the different tests that where conducted, this chapter will further discuss what these outcomes will mean for the hypotheses, theory and research. 

Confounding effect 
Within testing the confounding effect of gender on the relationship between loyalty and sentiment, there were three relationships that had to be found. The relationship between gender and loyalty, gender and sentiment and between loyalty and sentiment. Unfortunately only the relationship between gender and sentiment was found to be a significant, medium sized negative relation, so in the direction that was expected. This highly significant effect of substantial size, does indicate that within the Consumer Confidence Index there could be large differences between different demographic groups, a further take on this can be found in §9.3.
Most unexpectedly there was entirely no gender difference found in the level of loyalty. This not only contradicts the theory of this research, but also earlier researches that, although not looking for this exact difference, did found clear gender differences in loyalty (Melnyk, 2009). 

The theory of this research suggests that the relationship between loyalty and sentiment would be one confounded by gender. Therefore it was less surprising that after there were no gender difference in loyalty found, there also was no relationship found between loyalty and sentiment. Without the confounding variable there is no further reason why these two variables should be related.  

The relationship between gender and loyalty plays a very important role in both the first and the second part of the research. Therefore it is mostly interesting to focus the discussion on this relationship (or better the lack of this relationship) and look for other possible explanations for the outcome. 
§7.1.1 discusses the findings of the Independent t-test between gender and loyalty, loyalty here as a continuous variable. This variable is made up out of 4 categorical variables, to gain further insight it is therefore wise to also look at these separate variables. 
Several Chi-Square tests show that in none of the separate loyalty variables, there are significant gender differences (attitude: χ²(2)=0.248, p=.883, strength of attitude: χ²(4)=1,688, p=0,793, more pos/neg: χ²(3)=2.243, p=0,523, buy in future: χ²(3)=2.275, p=0,517). But what is even more interesting is that for all these variables, the  number of respondents in the ‘negative categories’ is much lower than in the ‘positive’ categories. So it could be that the dataset measures so much and high loyalty, that it makes it more difficult to find differences in loyalty between different subgroups like gender. This will be further addressed in the limitation section (§9.2).

 Also other possible problems or critics on the measurement of loyalty, like the hypothetical scenario and stated repeat patronage instead of the use of actual Scannerdata are discussed in §9.2.
Moderating effect
As mentioned before, the expected relationship between gender and loyalty plays an important role in this research. The fact that there was no evidence of gender differences in loyalty, makes it impossible to find a straightforward moderating effect of utilitarian and/or hedonic value. Because there was no relationship between gender and loyalty found to begin with, there can also not be a third moderating variable in the relationship. Still the outcomes can posses interesting findings. 

Interesting is that for both hedonic and utilitarian value a significant negative relationship was found with loyalty. While for the utilitarian value this was the expected relation, for the hedonic value this relation was expected to be in the opposite direction. 
Both found effects where also quite large, when considering that the hedonic and utilitarian values have a scale between 0 and 8 on a loyalty scale between 0 and 35. The outcomes show  hedonic value, b = -1.114 and utilitarian value, b = -0.695, which could lead to a quite large effect on loyalty. 
This counterintuitive effect of utilitarian value on loyalty, does raise the question on how well the survey questions measure utilitarian value or loyalty for that matter. This is also further discussed in the limitations part (§9.2). 

Next to the possible mediating nature of the hedonic and utilitarian value, these variables also give insight into the nature of the tested product-group. 
When simply reviewing the frequency tables, it show that for this product-group (soda), there is a much larger score on hedonic value, than on utilitarian value. 
61,6% of the respondents either agrees or totally agrees with the stand I love this brand. Also I feel good when I use this brand is agreed to by 52,8% of the respondents. When looking at the variable utilitarian value, I rely on this brand, there is only 16,4 % of the respondents that either agrees or totally agrees with this. 

This means that for this product-group it will be fairly easy to find loyalty and one should expect that when this research is conducted in a product-group that has a higher utilitarian value the rate of loyalty will decrease substantially.
Chapter 9: 
Conclusion
§9.1

Main Conclusion and managerial implications
This research was mainly focused on finding an answer to the main problem statement. 

Main problem statement: Are differences in Self-Construal an underlying reason for gender differences in loyalty and sentiment?

The findings of this research did not find enough evidence to support the hypothesis that differences in Self-Construal are underlying for gender differences in loyalty and sentiment. This conclusion was drawn trough researching several sub questions, therefore the conclusions on the sub questions will also quickly pass the review. 
The findings of this research don’t support that there are gender differences in loyalty. More research would be needed to find out whether this means there are no gender differences in loyalty or that the limitations of this dataset made it difficult to find these differences. 

It can be concluded that there is evidence that shows that there are gender differences in sentiment. Which is a indicator that demographic factors could predict ones sentiment, which makes further research in this area very interesting. For the practice of marketing this would mean more specific target groups with high sentiment could be formed.  

This research could not support the sub questions regarding the confounding effect of gender in the relation between loyalty and sentiment or the moderating effect of hedonic/utilitarian value on the relationship between gender and loyalty. For both these sub questions it is very difficult to draw more meaningful conclusions than this, because the research did not find a relationship between gender and loyalty. For both these questions the presence of a gender difference in loyalty was necessary to establish further effects. Therefore it would be very interesting to see how these variables would behave in a dataset that does find gender differences in loyalty. 

§9.2

Limitations
Stated behavior

One of the limitations of this research is the fact that the variable that measures repeat purchase  in loyalty, is based on stated behavior and not on behavioral data. This is a limitation, because there could always be variation between stated behavior and actual behavior. In general one would assume that stated repeat purchase would have a slight overestimation on actual repeat purchase. To try keep this limitation as small as possible, a product-group is used that has a high repeat patronage rate. For this product-group (soda) it will be more likely that respondents will answer the stated behavior more accurate, because there is a large change that they can recall this from recent behavior. For product-groups that have a very low repeat patronage rate it is more likely that the repeat purchase point has not yet occurred or is further into the past, which could make stated behavior less accurate. 
Measurement loyalty

Because loyalty is a concept with a meaning that is not just to grasp with one survey question, the measurement of loyalty consists of several separate measures, that combined represent loyalty. As discussed in chapter 2, in science there has been a lot of discussion about both the meaning and the measurement of loyalty. Chapter 2 also describes the rationale for the chosen variables, however loyalty is a complex concept without a straightforward measure, which makes it a limitation in the research. It is never entirely certain, that what is measured as loyalty is indeed loyalty. 
Hypothetical situation

As already discussed earlier, for this research stated behavior was used and would be most accurate in a product-group with high velocity, therefore a hypothetical situation was created.  Conducting the research in a hypothetical situation helps this research with the measurement of loyalty, but also brings a limitation. The survey questions that establish the respondents favorite soda brand on the one hand help respondents to make a more accurate determination of loyalty on the other hand it does bias the data. Because this is the respondents’ favorite brand that they already often buy, loyalty will be very high. As also discussed in chapter 8, the measurement of loyalty in this research is very high, this makes the extremes in the measurement of loyalty much closer together than would be the case in practice. This could make is more difficult to measure demographic differences in loyalty. 
Repeat patronage when product is in discount excluded

Output from the Factor Analysis shows that the variable that measures whether respondents still buy their usual brand when another brand is in discount, did not fall under the same factor as the other loyalty variables. This variable behaved very differently from the other variables, which could cause problems when using it in the Factorial ANOVA later on in the research. Excluding this variable in the Factorial ANOVA did lead to a limitation of the research, because theoretically this variable plays a important role in the measurement of loyalty, especially the definition of loyalty set for this research. Consequently all the outcomes regarding loyalty in this research are not loyalty in the purest form, but loyalty where promotional actions could cause switching.
Measurement utilitarian value

As discussed earlier in the research, the relation between utilitarian value and loyalty takes on a very counterintuitive direction. Translation issues made it necessary to deviate from the variables that measured the utilitarian value in previous research. Together with the fact that this variable took on a ‘strange’ direction, might indicate that this variable does not entirely grasps the right concept for the measurement of utilitarian value. 
Factorial ANOVA with significant Levene’s test
The Factorial ANOVA discussed in §7.1.3 has a significant Levene’s test, which means the model breaks one of the assumptions of this test. This is a limitation for the outcome of the test. The two most important problems with output from an ANOVA with violations of homoscedasticity are:

· Increased type error 1

· Confidence intervals which are either too narrow or too wide. 

Mostly the first consequence is important to keep in mind. An increased type error 1 occurs when a true Ho was incorrectly rejected and may be compared to a false positive. Very simply put, a factorial ANOVA tests for differences between groups of several independent variable by comparing their means. The Ho in this test is that the means are equal and the Ha that the means differ between groups. Therefore committing a type error 1 means that you find a significant effect, where the effect is not significant (Accept Ha, while Ho is true). This means that the outcome for the conducted ANOVA is mostly limited when significant effects are found. Because the findings discussed in § 7.1.3 show only 1 significant factor, that already was established in a previous test, we can be fairly certain that the outcomes are not biased. 
§9.3

Further research

Because of the significant effect gender has on sentiment, further research in this area could be very interesting. There could be other demographic variables that are good predictors for sentiment. As earlier discussed, consumers with high sentiment are more likely to buy and invest, while consumers with low confidence will be more likely to save and sell. For companies research on demographic differences in sentiment, could indicate certain target groups, that in general have higher sentiment than other groups. 
To continue on this, this research already shows that men have higher sentiment than women, but also when looking at the other demographic variables in this research age shows a significant effect on sentiment. This effect is in the direction that younger groups of respondents are significantly more loyal. To really say something more meaningful about these relations, a larger number of demographic variables should be tested against sentiment and also be controlled for. This would be a interesting topic for further research. 

Also this research shows signs that there could be a problem with the measurement of loyalty, therefore a further line of research would also be interesting in trying to improve this measurement and research the set theories with a better loyalty measure. 
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Appendix


Appendix A 
Michigan, Conference Board and CBS survey for Consumer sentiment index

	Question
	Michigan Survey

	Conference Board

	CBS Survey


	
	
	
	

	Q1
	Do you think now is a good or a bad time for people to buy major household items?
	How would you rate present general business conditions in your area?
	Do you think that in the last 12 months, the general economic situation of our country has become better, worse or has stayed the same?

	Q2
	Would you say that you (and you’re family living there) are better off or worse off financially than you were a year ago?
	What would you say about available jobs in your area right now?
	And what do you think about the next 12 month? Do you think in general the Dutch economic situation will become better, worse or the same?

	Q3
	Now turning to business conditions in the country as a whole, do you think that during the next 12 months, we’ll have good times financially or bad times or what?
	Six month from now, do you think business conditions in your area will be better, the same or worse?
	When you think about furniture, washing machines and other durable consumer goods. Do you think that now is a good, a bad or nor good nor bad time for large household purchases like this?

	Q4
	Looking ahead, which would you say is more likely , that in the country as a whole we’ll have continuous good times during the next five years or so or that we’ll have periods of widespread unemployment or depression, or what?
	Six months from now, do you think there will be more, the same or fewer jobs available in your area?
	In the last 12 month, has the financial situation of you and you’re household become worst, better or has stayed the same?



	Q5
	Now looking ahead, do you think that a year from now, you (and you’re family living there) will be better off financially, or worse off, or just about the same?
	How would you guess your total family income to be six months from now?
	Do you expect that in the following 12 month the financial situation of you and you’re household will become better, worse or would stay the same?


Appendix B 
Survey Dutch 












Appendix C 
Survey English 












Appendix D 
Communalities PCA (after extraction)
One factor extracted:



Two factors extracted:




Three factors extracted

Appendix E 
Correlation matrix

Appendix F
Orthogonal and oblique rotation

Appendix G
Independent t-test gender ( loyalty






Appendix H
Independent t-test gender ( sentiment




Appendix I

Factorial ANOVA without gender

Appendix J

Factorial ANOVA including gender as control variable


Appendix K
Correlations and collinearity statistics regular and centered multiple regression hedonic value



                   Not centered                                                                                                                                    Centered

Appendix L
Output multiple regression hedonic value




 Appendix M                     Correlations and collinearity statistics regular and centered multiple regression utilitarian value

                       Not centered                                                                                                                                                    Centered

Appendix N

Output multiple regression utilitarian value 





Appendix O       Scatterplots grouped hedonic and utilitarian value
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H4: Men have a higher sentiment than women
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Total sum of squared errors (Total Variability)





SSm


Model sum of squares (Variance explained by experiment)





SSr


Residual sum of squares (Unexplained Variability)
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Main effect of Variable A





SSb


Main effect of Variable B
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Interaction effect of Variable a and Variable b
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Control group: neutral
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Experimental groups: negative & very negative
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Voor mijn Master scriptie onderzoek ik het koopgedrag van consumenten met betrekking tot koolzuurhoudende frisdrank en de mogelijke relatie met loyaliteit en consumenten vertrouwen. Het zou mij erg helpen als u 5 tot 10 minuten wilt nemen om een aantal korte vragen te beantwoorden. Uw antwoorden zijn anoniem en zullen alleen voor dit onderzoek worden gebruikt.


Alvast hartelijk dank,


Hester Kannamuller





Welk merk (1 noemen)  koopt u van boven genoemde merken het meest?


……………………





3.





2.





Welke merken koopt u dan regelmatig? (meerdere antwoorden mogelijk)	


O Coca Cola			O Pepsi Cola		


O Fanta			O 7-Up


O Sisi				O Sprite


O Spa				O Royal Club


O Huismerk			O Anders, nl …………………


			





Hoe tevreden bent u over dit merk?


O Zeer tevreden


O Tevreden


O Neutraal


O Ontevreden


O Zeer ontevreden








4.





1.





Koopt u regelmatig (=meer dan 2 tot 3 keer per maand) koolzuurhoudende frisdrank?


O Ja				O Nee





7.





In hoeverre voelt u zich verbonden tot dit merk?





O Sterk verbonden


O Verbonden


O Neutraal


O Weinig verbonden


O Niet verbonden











6.





In hoeverre beschouwt u dit merk positiever / negatiever dan andere frisdrank merken?





O Veel positiever


O Positiever


O Ongeveer gelijk


O Negatiever


O Veel negatiever











5.





Hoe sterk is dit positieve / negatieve gevoel?


O Zeer sterk


O Sterk


O Gemiddeld


O Zwak


O Zeer zwak








10.





Ik hou van dit merk





O Helemaal mee eens


O Mee eens


O Weet niet


O Mee oneens


O Helemaal mee oneens


















































9.





Als er een ander frisdrank merk in de aanbieding is, koopt u dan nog steeds uw favoriete merk?





O Zeer zeker


O Zeker


O Weet niet


O Waarschijnlijk niet


O Zeker niet	


















































8.





Zult u dit merk in de toekomst ook met regelmaat blijven kopen?





O Zeer zeker


O Zeker


O Weet niet


O Waarschijnlijk niet


O Zeker niet	


















































11.





Ik voel me goed als ik dit merk gebruik





O Helemaal mee eens


O Mee eens


O Weet niet


O Mee oneens


O Helemaal mee oneens


















































12.





Ik heb dit merk nodig





O Helemaal mee eens


O Mee eens


O Weet niet


O Mee oneens


O Helemaal mee oneens


















































13.





Vindt u het momenteel een goed of slecht moment voor grote huishoudelijke aankopen?


O Goed moment


O Onzeker


O Slecht moment


















































Hieronder gaat de vragenlijst verder met nog enkele vragen over uw consumenten vertrouwen, waarin uw huidige gevoel en verwachtingen ten opzichte van het economisch klimaat centraal staan. 





Nu vooruitkijkend, denkt u dat u en uw gezin over een jaar financieel beter of slechter af zullen zijn of ongeveer hetzelfde als nu?





O Beter 


O Ongeveer hetzelfde


O Slechter


















































16.





Nu vooruitkijkend, denkt u dat de komende vijf jaar het land goede tijden tegemoet gaat of dat er perioden met overvloedige werkeloosheid en depressie zullen zijn?





O Goede tijden 


O Onzeker


O Slechte tijden


















































14.





Denkt u dat u en uw gezin op dit moment financieel beter of slechter af zijn dan een jaar geleden?





O Beter


O Ongeveer hetzelfde


O Slechter


















































15.





Nu kijkend naar de algemene economische situatie, denkt u dat we gedurende de komende 12 maanden goede of slechte tijden tegemoet gaan?





O Goede tijden 


O Onzeker


O Slechte tijden


















































17.





18.





Wat is uw geslacht?


O Man				O Vrouw





Tot slot nog enkele korte achtergrondvragen.





20.





In welke jaarlijkse inkomstencategorie valt u?





O < 10.000


O 10.000 – 25.000


O 25.000 – 50.000


Ο > 50.000


















































19.





In welke leeftijdscategorie valt u?





O 15-35


O 36-50


O 50 +


















































What is your attitude towards this brand?


O Very positive


O Positive


O Neutral


O Negative


O Very negative








4.





3.





Which brand (name 1) do you buy the most from the brands you earlier mentioned?


 ………………………….


……………………





Which brands do you buy frequently? (more than one answer possible)	


O Coca Cola			O Pepsi Cola		


O Fanta			O 7-Up


O Sisi				O Sprite


O Spa				O Royal Club


O Own brand			O Something else,…………………


			





2.





1.





Do you frequently buy carbonated soda?


O Yes				O No





Do you consider this brand more positive / negative in comparison with other soda brands?





O Much more positive


O More positive


O About the same


O More negative


O Much more negative











5.





How strong is this attitudinal feeling?


O Very strong


O Strong


O Average


O Weak


O Very weak








7.





To which extend to you feel committed to this brand?


O Very much committed


O Committed


O Neutral


O Not very committed


O Not committed at all


















































6.





Do you think you will continue buying this brand frequently in the future?


O Very certain


O Certain


O Don’t know


O Probably not


O Definitely not


















































10.





I love this brand? 





O Totally agree


O Agree


O Don’t know


O Disagree


O Strongly disagree


















































9.





If there is another soda brand on discount, do you still buy your regular brand? 





O Very certain


O Certain


O Don’t know


O Probably not


O Definitely not


















































8.





13.





Do you think now is a good or bad time for people to buy major Household items?


O Good time to buy


O Uncertain / depends


O Bad time to buy


















































Following questions will be about consumer sentiment. Where you’re current feelings and expectations of the general economic situation will be measured. 





12.





I rely on this brand? 


O Totally agree


O Agree


O Don’t know


O Disagree


O Strongly disagree


















































I feel good when I use this brand? 


O Totally agree


O Agree


O Don’t know


O Disagree


O Strongly disagree


















































11.





Would you say that you (and your family living there) are better off or worse off financially than you where a year ago?


O Better


O Same


O Worse


















































14.





Now turning to business conditions in the country as a whole, do you think that during the next 12 months, we’ll have good times financially or bad times or what?


O Good times


O Uncertain


O Bad times


















































15.





Looking ahead, which would you say is more likely, that in the country as a whole we’ll have continuous good times during the next five years or so or that we’ll have periods of widespread unemployment or depression, or what?


O Good times


O Uncertain


O Bad times


















































16.





20.





To which yearly salary category do you belong?





O < 10.000


O 10.000 – 25.000


O 25.000 – 50.000


Ο > 50.000


















































19.





To which category of age do you belong?





O 15-35


O 36-50


O 50 +


















































18.





What is your gender?


O Male				O Female





In conclusion some short background questions





17.





Now looking ahead, do you think that a year from now, you (and your family living there) will be better off financially, or worse, or just about the same?


O Better 


O Same


O Worse





















































� www.thefreedictionary.com


� See also figure 1 ; Framework for consumer loyalty


� ‘animal spirits’ originated from a basic mental energy and life force, but as an economic term refers to a restless and inconsistent element in the economy  (Keynes, 1936)


� Gross National Product


� Gross Domestic Product


� For this research frequently is set at more than 2 or 3 times a month. 


� In the survey questions 13 up to and including 17


� In the survey questions 4 up to and including 9 


� In the survey question 18


� In the survey question 10 up to and including 12


� A graph of each eigenvalue against the associated factor


� http://ericae.net/ft/tamu/Rota.htm





� Effect size calculator � HYPERLINK "http://www.uccs.edu/~faculty/lbecker/" �http://www.uccs.edu/~faculty/lbecker/�





� Effect size calculator � HYPERLINK "http://www.uccs.edu/~faculty/lbecker/" �http://www.uccs.edu/~faculty/lbecker/�





�&4 Consumer confidence and consumer spending by Sydney C. Ludvigson Journal of economic perspectives, volume 18, number 2 spring 2004 pages 29-50.





� Translated from Dutch from http://www.cbs.nl/nl-NL/menu/themas/dossiers/conjunctuur/publicaties/conjunctuurbericht/inhoud/conjunctuurklok/toelichtingen/ck-03.htm
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