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This paper examines whether there are momenturateféad social learning in the 2008 US
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1. INTRODUCTION

Election systems form a very interesting scibjef political science, mainly
because they vary across different election casésle in many cases voters can
choose simultaneously among several alternativesthier cases elections take place
sequentially, with some voters choosing earlientbténers. A well known example of
sequential voting is the presidential primary ie tdnited States, during which the
Democratic and the Republican Party sequentiaigtaheir nominee for the general
election. The primary season starts in the firsnth® of the year that the general
election will take place, usually in January, andtues for several months until all
states have held their primary, usually until tegihning of June.

An interesting fact governing the presidenpiamary is that states want to vote as
early in the primary season as possible, whileNgonal Parties have set some rules
prohibiting some states to vote earlier than a ifipedate. A widely discussed
incident proving this fact is the penalty that hemocratic National Party gave to
Michigan and Florida in the 2008 primary, becausgytviolated the party rules by
holding their primaries earlier than allowed. Aldaking a look at the primary
schedule across election years it is obvious thatgsy dates change and in many
cases move earlier than they were previously. Rstance, while the 2004 primary
season started with the lowa caucus taking placdammary 19, in 2008 the lowa
caucus moved earlier to be held on January 3, alitttonsequent primaries also
being held earlier compared to 2004.

Many researchers have been intrigued by tfeeds, because they raise questions
regarding the voting order of states and the pteetfects this order could have on
outcomes. There are several papers in existingiuse that support that sequential
voting provides late voters with the opportunityiéarn from early results and update
their preferences, thus causing momentum effecisyed by candidates. A very
interesting analysis of momentum and social legrim presidential primaries is
presented by Knight and Schiff (2010). In their dstu the authors provide a
theoretical framework for social learning and depe& discrete choice econometric
model to test for social learning in the 2004 Derabc primary. Their findings
suggest that candidates experience momentum efidets they perform better than
expected in early states; indeed in the 2004 pgin@andidate Kerry enjoyed
momentum effects because he outperformed in e@tigssrelative to expectations.

Motivated by this study, we decided to use ¢senometric model Knight and
Schiff (2010) developed in order to examine emplyc whether the momentum
effects in the 2004 primary are persistent and apjpethe 2008 primary as well. We
consequently need to adopt the theoretical framlewue two researchers proposed
for the social learning analysis, in order to $et basis for the model. The main goal
of our study is to test whether there is sociatigey and momentum in the 2008
Democratic primary and the results of this analysis be the main contribution of
our paper to existing literature.



The econometric model uses data from dailyniopi polls on a rolling cross
section design, focusing on the 2008 Democratimany. The estimation process
results in four key social learning parameters thdicate how the voting intentions
of late voters evolve after the release of voteesh&rom early states. Social learning
occurs when late voters learn from the releaseuch snformation and update their
voting intentions appropriately. Our estimates ssfjghat there is no social learning
in the 2008 primary.

Social learning attempts to explain how votb@havior potentially changes after
the release of information regarding voting returosn early states. However, it does
not provide any information about the possible sesirof voting behavior, or in other
words those aspects that initially form voting bebabefore it is influenced by the
potential effects of sequential voting. For thahsen, we decided to investigate
empirically some potential sources of voting bebgvirelated to demographic
characteristics. The results of this additional cHpation will be the second
contribution of our paper to existing literature.

We develop a discrete choice econometric mh@eluses daily opinion polls on a
rolling cross section design, focusing on the pisxgry season and we test the
potential effect of some demographic charactegstic these voting intentions. Our
findings indicate that age, gender, some level;iodme, some levels of education
and region of residence have significant effectshenprobability to choose a specific
candidate, providing empirical evidence to existthgory that these characteristics
can be considered as sources of voting behavior.

The paper is structured as follows. Part Z2gjian overview of the theoretical and
empirical works that are related to this study.tBgprovides an extensive analysis of
the theoretical framework the study adopts, origyrdeveloped by Knight and Schiff
(2010). Part 4 describes the empirical applicatiwet derives from the theoretical
framework and presents the main findings of oudgtéart 5 develops our additional
empirical specification regarding the sources ofing behavior and finally Part 6
gives a summary of our key results along with seoreluding remarks.

2. LITERATURE REVIEW

There has been a wide range of research pé&parsing on the social learning
process and looking for potential momentum effécta sequential game, which in
turn can be applied to the presidential nominatgystem. Many researchers
developed theoretical models in an attempt to éxpldnether social learning occurs
and how it affects individual agents’ behavior s context voter behavior), while
others tested these theories empirically, providuglence for the validity of these
theories based on real cases.



The first theoretical works related to sodedrning belong to Welch (1992) and
Bikhchandani et al. (1992), who develop a theoatt@nalysis of informational
cascades as a sort of social learning processfifitiegs of these works show that
under a sequential choice setting with uncertamibput the state of the world,
cascades will always arise and, once started, thidlypotentially last forever.
Nevertheless, this fallacy makes them fragile,ha sense that they can easily be
broken as soon as even very little information bee® public. Banerjee (1992)
follows a similar theoretical structure to provattihe decision rules that individuals
choose to follow are characterized by herd behaypepple doing what others do
instead of using their private information. SmithdaSorensen (2000) are based on
these works to extend the analysis by includingmegal signal space and allowing
for different preferences over voters’ actions.

Ali and Kartik (2006, 2010) extend their arsa$yfrom the standard theories of
informational cascades by introducing the notiorvofing as a collective decision
problem and construct an equilibrium that generatd®nal herding in sequential
elections. In this framework, voters not only loak voting history, but also have
forward-looking incentives to consider the actiavfsthe following voters. Their
analysis suggests that momentum can arise frondésse of the voter to be pivotal-
to choose the right candidate. In a similar waykédeand Piccione (2000) propose
that strategic voters condition their actions omdpepivotal and they go further to
show that symmetric equilibria in simultaneous ngtgames are also equilibria in
sequential games.

Apart from the aforementioned social learniitgrature, there are also some
papers investigating alternative reasons for moumnéeffects, or even potential
counterfactual results to conventional findingsutdpp and Polborn (2005) suggest a
model that includes campaign spending and theygs®phat campaigning is more
intensive in the first stage, which creates an asgtry in the candidates’ incentives
to continue campaigning in later stages, thus asirgy the probability of the first
stage winner to win in later stages. Selman (20d€)ses on optimal sequencing of
the presidential primaries and, in contrast to tesults of Banenjee (1992) and
Bikhchandani et al. (1992) his findings suggestt thi@dere can be beneficial
informational cascades. He proposes that a pantyeaefit from voter herding when
one candidate has more expected loyal support ti@arother, despite the loss of
valuable information caused by herding. StrumpfO@0also studies a sequential
election contest and proposes that potentiallyethman be an opposing force to
momentum. If a candidate is expected to win sevelattions at the end of the
contest, he will have an incentive to stay in theer despite possible negative results
of early elections. Thus, he can benefit from klections, in contrast to momentum
theory favoring early winners.

There is an increasing empirical literaturat tattempts to examine whether these
theoretical models, developed in the previously toeed papers, are valid and still
hold in real cases. Several empirical works aredas the social learning framework
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proposed by Welch (1992), Bikhchandani et. al. 2)9@nd Banerjee (1992).
Specifically, Cai et al. (2008) conduct a randordiratural field experiment in order
to test for social learning effects. They use dawgsint dining setting and they find
that when customers are presented with rankingjseofop selling dishes, they tend to
order those dishes more frequently, especiallgal/tbelong to infrequent customers.
Glaeser and Sacerdote (2007) also use the soamaling framework to explain
aggregation reversals, which occur when a relatipnsit the individual level is
reversed at the group level. Using data from thedNal Annenberg Election Survey
2000, they examine the relationship between incame Republicanism as one of
their aggregation reversal examples. These papexsde empirical support for the
theoretical models of information cascades and ihgrdon which our theoretical
model is based.

Other empirical papers mainly focus on theeesions of the basic social learning
framework, such as the ones that introduce theonaif the pivotal voter, proposed
by Ali and Kartik (2006, 2010) and Dekel and Piec@o(2000). In this framework,
Goeree et al. (2012) conduct some experimentsstotive pivotal voter model, by
focusing on the link between voters’ beliefs andtipgation decisions. They find
that voting propensity increases when voters ptathiat their preferred alternative
has an advantage. Another empirical paper relat&kkel and Piccione (2000) is the
one by Deltas et al. (2010). They develop a moldai allows them to analyze the
advantages and disadvantages of the US presidgmimabry system, in a setting
where candidates have different policy positiond qmalities and there is uncertainty
about the state of the world. In this setting, gusatial voting system minimizes
vote-splitting in late stages, as late voters updiaeir information about the state of
the world; however, they might be misled to choths®wrong candidate. Using the
2008 Democratic presidential primaries they findttthe current sequential system is
preferable to a simultaneous one, as there is staniial probability that the wrong
candidate drop out in the early stages. These paperbased on the assumption that
the voter is pivotal; however, our framework asssiragcere voting, which means
that early voters do not account for how their wotk affect the collective decision.
Nevertheless, when Knight and Schiff (2010) progosieis framework that we
adopted in the current study, they showed that evin strategic voting the results
are robust, thus our framework is valid.

Regarding empirical applications on momentuffecés, Bartels (1987, 1988)
examines the dynamics of candidate choice in th&4 1IDemocratic primary. He
focuses on how prospective voters respond to sevanapaign events such as media
coverage and primary outcomes, by using data tdt@n the NES 1984 rolling
cross-section survey. Our empirical applicationilsirty uses a rolling cross-section
survey to obtain the data. As Bartels (1987) suggéisese data provide a continuous
monitoring of voter reactions to campaign eventsrguthe primary season. In his
work he shows that thermometer ratings of candgdakene cannot explain candidate
preferences, as they might be related to otheremete sources. To avoid this



omitted variable bias, he develops a model thdudes two measures of candidate
viability interacting with each other (predisposits based on demographic and
political characteristics and perceptions basedtemporal variations in primary
outcomes). The results of this analysis are useditihess questions about the role of
momentum in the presidential nominating processcdntrast to this model that is
tied to the 1984 campaign, the model used in thpepand developed by Knight and
Schiff (2010) is an improvement in the sense thatirectly examines momentum
effects and it can be adjusted to different eledtgears.

In a related research to the one presented, heatkins and Dowdle (2001)
examine the effects of voting returns from lowa &wlv Hampshire on the overall
primary outcomes and they find that New Hampshiagga key role in determining
the ordinal ranking of candidate finishes; howewbe role of momentum is not
straightforward, and should be interpreted withticany as it is only confirmed by
New Hampshire and not by lowa returns. Similarigder et al. (2004) find that New
Hampshire has an important effect on the final ouote of the primaries.

Although our study is based on the previousbntioned theoretical models and
can be associated with previous empirical appbeesi it is most closely related to the
research of Knight and Schiff (2007, 2010). Thessearchers examine social
learning and momentum effects in the 2004 Demaxrmtmaries using daily polling
data. They are the first researchers to develapaate choice econometric model of
voting and social learning. Their model assumestamty over candidate quality,
where voters update their information from votirgfurns in early states. Their
findings show that candidates can benefit from muoma effects when they perform
better than expected in early states. Our anabdtpts this econometric model in
order to examine whether these momentum effectsbeaconfirmed in the 2008
Democratic primaries.

3. THEORETICAL FRAMEWORK

In this part we provide the theoretical franoeky developed by Knight and Schiff
(2010), which forms the basis for the econometrmdet we adopt as the baseline
model of our study. Our main research question hether the momentum effects
found by Knight and Schiff (2010) in the 2004 pdesitial primaries are persistent
and occur in the 2008 presidential primaries. As main aim is to test the same
research question for a different elections year,use the same setup and the same
assumptions in the model. At this point it is iratige to mention that all the notations
and formulas we use in this section follow the opesposed in the theoretical
framework of Knight and Schiff (2010).

In order to develop a model for measuring mown® effects in sequential
elections, we need to understand that we face ldemoof a discrete nature, as voters
have to choose among a specific amount of candiddteonometric literature
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(Verbeek, 2012) suggests that in order to put satmecture on the different
probabilities, we have to use a random utility feavork, in which the utility of each
alternative (in our case of each candidate) is reeali function of observed
characteristics and an additive error term. Acaggdo this framework, Knight and
Schiff (2010) develop the setup of the model, whecbxplained as follows.

Suppose that there is a choice betw€erandidates, indexed=0,1,...,Cin an
arbitrary order, and a set of stategoting in a sequential election, where the voting
order is taken as given. Given that there are preadaking place in more than one
state on the same date, this setup provides thendjotr a set of state®;, with a size
N; > 1 to vote on date

Also, assume that the utility level that voteresiding in states receives from
candidatec winning the election is given by:

Ucis= Oc + Nes t+ Veis (1)

where @ is the quality of candidate valued equally by all voters and considered a
positive characteristiocs is a state-specific preference for candidatandv,s is an
unobservable error term, which in our context repn¢s an individual preference for
candidatec and is assumed to be independent across statesadilates with a log
Weibull distribution (type | extreme value distrtmn). With this distribution, it is
common to normalize one of the deterministic wtilikvels to be zero (Verbeek,
2012), which in our case will be the utility froimet baseline candidate Qa0 for all
voters).

State preferences are time independent, but i uncertainty because we want to
test for social learning and this might raise sampectations during the primary
season. State level preferences are also assunbednboitually independent, in order
to allow for checking how a particular state prefere affects the probability of a
candidate to wih For that reason, voters only know the preferafdaheir own state
without observing the other state preferences ahglmowing that they are normally
and independently distributedcf ~ N(O,an)]. Moreover, voters are assumed to be
Bayesian, in order to capture the possibility ofaiing private informatiof which
in this case is a noisy signal over candidate gyadixplained below. Uncertainty is
assumed for candidate quality as well, becauseoténpial social learning. Initial
priors (t=1) over candidate quality are normallstdbuted, with mearnu.; and
variances;?, an assumption that makes sense in our case aample size is quite

! This assumption is crucial for the econometric model, in order to avoid multicollinearity among the
state level preferences. Later we explain why this assumption is important in the theoretical context
of our model.

2 According to Belleflame and Peitz (2010), pp. 684.



large®. Consequently, posterior probabilities will alse mormally distributed,
following the prior distributiof

With regard to the noisy signal over candida@lity that voters receive before
going to the polls as their private informationisitassumed to be a linear function of
candidate quality and a noise in the signal ag\t

Ocs = q; + Ecs (2)

wherefs is the state-specific sigrtalcommon for voters residing in the same state
and unobserved by voters of other stjtade is the noise in the signal, assumed to
be normally and independently distributed acroagestfcs~ N(0g.2)].

Thus, the expected utility given the stateelesignal, the state level preferences
and the individual preferences is given as follows:

E(Ucislecss MNes Vcis) = E(QClecs) + MNes + Veis (3)

Voting behavior is based on sincere voting, as rgotge assumed to support the
candidate that provides the highest expected yutiéivel’. As shown above, this

expected utility level depends on expected candidatlity that is privately updated

given the state level signdl.{ and the prioryc, 61):

E(QclOcs) = atOcs + (1-01) et (4)

whereo, is the weight voters put on their signal. KnightleSchiff (2010), based on
the Bayesian learning literature, suggest thatwieight increases with the variance in
the prior over qualityd;?) and decreases with the degree of noise in theakig.?),
given by:
a, = —O-tz

' ol+o? ()
This suggests that voters put more weight on thidnate signal when the prior over
quality deviates a lot from its expected value #ng is not very precise in informing

* Mordkoff (2000, 2011) explains that “according to the Central Limit Theorem, given random and
independent samples of size N, the sampling distribution of the mean converges to normal the larger
the size N, regardless the distribution of the population”.

4According to Bayesian probability theory, as the priors and posteriors belong to the same family,
they are conjugate distributions, meaning that the posterior distribution will also be normal, following
the prior conjugate distribution.

> Kinght and Schiff (2010) explain that “signals could be town hall meetings with candidates, media
coverage of candidate debates, political advertising etc”.

¢ Knight and Schiff (2010) give a quite convincing explanation with regard to this assumption, as they
suggest that individually independent signals instead of state-level ones would make the model
unattractive and unrealistic (because then voters would perfectly know quality, revealed from voting
returns of large states, and thus would only learn from the voting returns of the first state and not of
the consequent ones).

’ This approach proposed by Knight and Schiff (2010) is similar to Ali and Kartik (2010) regarding
sincere voting, while it differs from Ali and Kartik (2006, 2010), and Dekel and Piccione (2000) in the
sense that voters are not pivotal (they do not have forward looking incentives).



about quality (higher variance)) and when the signal is not noisy (smaller varén

(o).
Given the expected candidate quality update, tipeeed utility is given by:
E(Ucislecs MNes Veis) = 0fcs + (1'at)}lct + Nes + Veis (6)

After defining the expected utility level of eachndidate, the next step is to find the
probability that a candidate will be chosen. Speaily, candidate will be chosen by
individuali if he gives the highest expected utility, thatfisiis=max{Wwis,...,Ucis}- TO
evaluate this probability, we have to say sometlilbgut the maximum of a number
of random variables, which becomes easy under gshenaption that.;s follows the
type | extreme value distribution, since its disttion function does not involve any
unknown parameters (Verbeek, 2012). Thus, it cashlogvn that:

exp(at‘gcs + (1_ at)/uct + ch) (7)

C

Zexp(atecs + (1_ 6\(t),uct + ch)

c=0

Pr(E(ucis |9cs’77cs’vcis) > E(udis |9ds’77ds’vdis);Vd * C) =

These probabilities are the voting probabilities éach candidate and since voting
behavior is based on sincere voting, they are asdumbe the vote shares for each
candidat® As our model is a multinomial logit model and thecome is a log-odds
ratio instead of a probability, we transform thehabilities to odds, and then log-
odds ratio. Thus, the vote share (that is the pitiba ratio, or odds ratio) for
candidatec relative to the baseline candidate O is the falhauw

/ _ exp(atHCS + (1_ at):uct + 77cs) (8)

u ot =
ot exp(atHOs + (1_at)/u03 + 7703)

cst

Recalling that the utility level of the baselinendaate O is normalized to be zero, we
then take the log of equation (8), which resultthimfollowing log-odds ratio:

ln(ucst / uOSt) =Nt @O+ @- at):uct ©)

It is known from the econometric literature thag tihhultinomial logit model gives the
logit-transformed probability (log-odds ratio) asliaear function of the predictor
variables. In our case these variables are the-kag¢l preferencesy), the state-
level signal §.9) weighted by the parametey and the meanuf;) of the prior over
candidate quality, which is the quality distributigrior to the realization of the
signal, weighted by the complement of this param@te).

Now recall that we have assumed uncertainty ovatitguin order to be able to test
for potential momentum effects. This assumptiorcrigcial because it implies that

8 Knight and Schiff (2010) explain that the state-level vote shares are equal to the voting probabilities
under the assumption of a continuum of voters, because in a model with such an assumption sincere
voting is an equilibrium (individual voter behavior does not affect the overall vote shares not the
behavior of consequent voters).



voters in late states observe the vote sharesrip si@ates and with the signal they
receive, they can update their beliefs over quadisyit is shown by equation (2) given
by 6. = @ + & However, updating voter beliefs over quality st possible by
directly using the vote shares of equation (9)xeithe state-level preferenceg) are
not observed by voters in other states. To overctimseproblem, Knight and Schiff
(2010) proposed a transformation of vote shareswioaild provide a public noisy
voting signal of quality that combines the stateeleprivate noisy signalbfy) and a
belief update from voting returns, by rearrangingation (9) as follows:

IN(Ug / Upgr) — Q=) gy =q, +h+ e (10)
at at

Ccs

Equation (10) gives the noisy voting signal of giyalwhich includes the noise in the
state level private signal over qualitst and the noise caused by unobserved state
preferencesn.d a;). The noise in the voting signah{/ o) + (ec9] has a combined
variance, equal tos(%a;’) + o.°. At timet, voters in later states receive a number of
voting signals equal to the number of states votihgmet, that isN;> 1 signals.
Thus, the posterior distribution over quality thafers to timet+1, is also normal
following the prior distribution, so it is charadteed by its first two moments, which
are the prior and the voting signals from the stéibat voted at time The posterior
distribution is (ic+1, 61419, Where the mean is the sum of the mean of tha fiy)

and the average (mean) of the voting signals a tiamd is given by:

1 < In(ug /ugy)— A—a,) i, (11)
Hern = /Bt W Z ( 0 t) ( t)/u L+ (1_ /Bt):uct
t seQ at

The inverse of the variance (the posterior's prenjsincreases with the number of
states (N voting at timet and the precision in the voting signals (thahesinverse of
the variance of the noise in the voting signa}J.%) + c.°] "), as follows:

1 _1 N, (12)

=
2 2 27 2 2
Oitn Oy (677 lag)+o;

The weight on the average of the voting signaésifollows:

_ N,o; (13)
N.o/ + (G: la?)+o?

By

This posterior distribution over candidate quafjiy1, or+1°) can be interpreted as the
update in the voter beliefs over quality. This updar in other words this social
learning can be seen by transforming equationifiLttje following way:

I'N
Heppn = He = L Z[In(ucst / uOst) - :uct]

t seQ),

(14)



where the difference between the mean of the postand the mean of the prior
(net+1- Mer) IS the social learning over candidate qualityrfrthe voting returns at time
t. Equation (14) suggests that social learning dm¢slepend on the primary wins of
candidates, but on the surprises in voting retysght and Schiff, 2010). This

social learning rule implies that momentum effecésn occur for candidates that
perform better that expected, even if they do nimt the primary election (positive

deviation of vote shares (In(dups)) from expected performancec). The reverse

also holds, implying that candidates might win {mary election, but do not

necessarily benefit from momentum effects and tteey even be negatively affected
if their voting shares are smaller than expecteshétive deviation of vote shares
(In(UcsfUosy) from expectationy(c)).

At this point, it is indicative to highlighthat expectations over candidate
performance, given by, are not state specific, but national, becausehase
assumed that state level preferences are unobseyveither states. Knight and Schiff
(2010) explain that this assumption is very impaitabecause if state level
preferences were perfectly observed by voterslistates, then voters would update
their beliefs over quality directly from the votimgturns, since they would infer the
private state level signals directly from equati@®). This would imply that
preferences in early states do not have a disptiopate impact on final results of the
primary election, excluding one of the most impottzatures of the primary systém
Another reason why state preferences should beressunobserved is because it is
practically impossible that they are observed byaters in all states, since polls are
not frequently reported in several states. Finallyth perfectly observed state
preferences, the weight on the private signglWould be equal to the weight on the
public signal §;) for dates when only one state votes=(My. Then, momentum effects
would be assumed from the updating rule, rathar gstimated. Thus, it is important
for our analysis to assume that state level prete® are unobserved by voters of
other states, in order to be able to estimate mameeffects of voting return%

As a final remark of the theoretical framewakverning social learning, it is
interesting to explain how an increase in the &htares of one state affects the mean
of the posterior distribution. This effect can Ibewn as follows:

Ot _ BN, _ o +o, (15)
0In(Ug /Uyg) a, Nto-tz + (O-: / atz) + 652

The above formulation indicates that the degresoofal learning from an increase in
the vote shares of one state is given by the odttbhe weight on the public signdl\

to the weight on the private signal)( As we have assumed that state preferences are
unobserved by voters in other states, this rathgea between zero and one. As we

° Hummel and Knight (2012) indeed find that sequential elections (like the primary system) place too
much weight on the preferences of early states.
10 Knight and Schiff (2010) include also a specification where state preferences are partially observed.
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explained previously, in the case of observed spagderences where there is no
heterogeneitydn2=0) and on a date where only one state votgsl)Nwe have that
(0= By), so the ratio is one. When the degree of hetemige in state preferences
increases (in the case of unobserved preferent®s)ratio becomes smaller and
moves towards zero. Regarding the effect of an tepftam the private signal, the
ratio increases in the variance of the priaf)(and decreases in the degree of noise in
the signal ¢.%), implying that social learning increases whenwhgance of the prior

is large as it results in an update of the postedand it decreases when the noise of
the private signal is large and thus makes updatiffigult.

The analysis presented in this part aimedldstiate how social learning can be
derived from voting returns of early states. Follogvthe instructions of Knight and
Schiff (2010), and relying on well known econometand Bayesian literature, we
showed that social learning depends on the demsitad the actual vote shares from
the expected electoral outcomes. In the followiag,pve continue with the empirical
application of our study.

4. EMPIRICAL APPLICATION

Our empirical application focuses on the 2@ Democratic primary. In this part
we provide an analysis of our data collection ai a®& the empirical specifications
with the main results.

4.1 Data

In order to test for social learning and ptsgnmomentum effects in the 2008
primaries, we use daily opinion polls to examinevhweoters react to candidate
performance. The analysis is focused on the campagj Clinton, Obama and
Edwards, where Clinton is considered to be thelimeseandidate. The database we
use is the National Annenberg Election Survey 20@@ch provides both an online
version with questionnaires filled in online and paone version with phone
interviews. To be more specific, the online versicas conducted in a panel structure
divided in five period waves covering the entireation process. However, each
wave was conducted in a national rolling crossisecbn a daily basis, and separated
the periods to pre-primary, primary and post-etectiThe phone version of the
database was conducted by daily interviews in emait rolling cross-section design,
starting from December 17, 2007 and covering thela/primary season through
November 3, 2008, the day before the general elecfost-election re-interviews
were also conducted between November 5 and 10,, 26@8week following the
presidential election; nevertheless these dataatréncluded in this study as we are
interested in the primary season. Our data is abamation of the phone and the
online versions. The main reason why we decideastoboth versions for our social
learning analysis was that the data on the phomsiorecovered a too small pre-
primary period, starting from December 17, 2001ustive would not be able to draw
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safe conclusions on potential momentum effects.ddafd we compare our results to
the ones of Knight and Schiff (2010), as their skengovered a wider pre-primary
period starting from October 7, 2003. Adding théadaom just the first wave of the
online version, that cover a three month pre-pnymmeriod from October 2, 2007, to
the data of the phone version, extends our pregssinperiod and thus provides a
complete sample for our analysis and makes ouildtsesamparable to the ones of
Knight and Schiff (201d}.

In order to use the same empirical model Witight and Schiff (2010) that will
allow us to test the same empirical question alsmgial learning for the 2008
primaries, we constructed the final data in theesaray, according to the supplement
of their study®. To be more specific, we use a sample of 12,98Bamdents from
both the NAES Rolling Cross-Section (RCS) surve9&a@nd the first wave of the
NAES Online Survey 2008 that are likely Democrgirtmary voters in a period
between October 2, 2007 and January 29, 2008, whashthe day before Edwards
suspended his nomination. This period covers thieeepre-primary season and the
primary season just before Super Tuesday. The negmbs of the survey are voters
who live in states that have not held their primsuyet, which means that residents of
a state that has already held the primary are sk#datheir voting intentions in the
survey, as we are interested in checking how eadylts affect the voting intentions
of later voters.

As it was described in the theoretical framdwabove and will be further
analyzed in the empirical model below, we are ggtrd in estimating the state-level
preferencesits) as part of our social learning estimation procéss that reason, we
can only include in our analysis those stateshiage enough respondents who would
vote for Obama, Clinton or Edwards, as these agettiree candidates we focus on.
Thus, we have to exclude nine states from our aiglwhich are: Delaware (DE),
Montana (MT), Vermont (VT), North Dakota (ND), Rhedkland (RI1), South Dakota
(SD), Wyoming (WY), Hawaii (HI) and Alaska (AR}

Furthermore, as it was explained previouslthi theoretical framework, in order
to estimate any momentum effects and social legrmire need the actual vote shares
of each candidate relative to the baseline caneliddte data for the vote shares of the
2004 democratic primary are taken from the wel#it€NN (Wwww.cnn.con). These
data, which are state aggregate vote shares, agedwith the individual-level data
taken from the NAES 2008.

! Both versions of the survey used basically the same questions, adding some questions or rephrasing
some others in some cases. Our combined data are taken from the responses of the same questions,
so there is no difference on the data that could cause problems in combining them.

'2 professor Nathan Schiff provided us with the supplement of the study that allowed us to construct
the data in a similar way as in their work.

 The selection of the states to be excluded was based on the number of respondents per state who
would vote either for Obama or for Clinton or for Edwards. If the total number of these respondents
of a specific state was less than 50, the state was excluded from the analysis because this number of
observations would not be sufficient to estimate the state level preferences.
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In Knight and Schiff (2010), the authors sumigea their identification strategy
using only the case of lowa in three graphs thawstine daily voting intentions of the
respondents during a month before the lowa caucogpared to the actual result of
the caucus. These graphs illustrate the performahtiee candidates before and after
the lowa caucus as well as any updates from theoneents after the result was
published. We decided to include similar graphotw analysis, as they are very
informative regarding momentum and social learning.

Specifically, Figures 1, 2 and 3, referring @inton, Obama and Edwards
respectively, show the daily intention as well las two-day average intention of the
respondents, covering the month before the lowausatook place and including the
few days after the lowa caucus and before the Nampshire primary (1/12/2008-
7/1/2008). The actual result of the primary is shdw a black dot. By looking at the
three figures below, we can see that Clinton lechr® and Edwards during the
month preceding the lowa caucus, with the exceptiam just a few days before the
primary date, Obama passed Clinton in intended &tiares. Nevertheless, the
general pattern of voter intentions shows that tGfinholds the lead followed by
Obama and Edwards. Taking into account the primesults from lowa, we can see
that Clinton underperformed in lowa relative to eggations, and respondents of the
survey updated their intentions in the next fewsdayth the pattern going slightly
down; however Clinton’s underperformance did nagtdeer much at this stage. On
the contrary, Obama and Edwards outperformed velati expectations with Obama
winning the primary and Edwards finishing seconawdver, respondents of the
survey did not update appropriately during the néw days until the New
Hampshire primary, keeping voting intentions fotth®@bama and Edwards to the
pre-lowa levels.

Figure 1: Clinton before and afterthe lowa primary
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Figure 2: Obama before and after the lowa primary
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Figure 3: Edwards before and after the lowa primary
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4.2 Empirical M odel
4.2.1 Basdline Specification

Our interest in testing for potential sociahining in the 2008 primaries and
providing results comparable to the ones of Kneyd Schiff (2010), led us to adopt
the theoretical framework they developed in theipgr. For that reason, we will also
use the same empirical specification they usedit aterives directly from their
theoretical framework, an analysis of which we présd in Part 3. In this part, we
explain the econometric model of our case.

As it was mentioned previously, in order t@aemne the potential social learning in
the primary season, we have to examine how votgpatl for candidates evolves
when the first primaries take place and the votetgrns of early states are released.
The assumption that voters engage to sincere vaiimgy thus will support the
candidate that maximizes their utility led our tretal analysis to equation (7). This
equation summarizes the voting probabilities, whack assumed to be the voting
intentions for each candidate, since we assumeEnmting. Equation (7) shows that
voting intentions depend on the state level prefege and the private updating over
quality by the state specific private sign@kand the prior e, o¢):
exp(atecs + (1_ at)yct + 77cs) (7)

C

z expla b + Q- )y +1)
c=0

Pr(E(ucis |9cs!ncslvcis) > E(udis |9ds!ndslvdis);Vd * C) =

In the theoretical framework we have alreasisuaned that the state specific signal
that affects candidate quality is common for votivehg in the same state and
unobserved by voters residing in other states. ofdder to proceed with our
econometric model, we further assume that votens fa state receive their signals
just before the date of their primary, which metra voters from late states have not
observed their private signals in the stage ofpitimary season our analysis focuses
on. This assumption makes the estimation of théakdearning parameters much
easier as quality is not weighed by the privateaigand depends only on the prior.
Thus, voting intentions from equation (7) can bedified to equation (16) as follows:

eXP{7 s + Her) (16)

C

D eXplres + He)
c=0

Pr(E(ucis |77cs’ Vcis) > E(udis |77d31vdis); vd # C) =

In the theoretical framework we also explaitiedt social learning derives from
the update in the voter beliefs over candidate itwlagjiven by the posterior
distribution over candidate quality:1, o+1°), as shown in equation (14):

/N
Hep1 — He = L Z [IN(Ug / Upge) = 4] (14)

t seQ),
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Taking a closer look at equation (14), it can benslat social learning is actually the
difference between the mean of the posterior aadrtean of the prior and thus it can
be summarized by the weight on the private signé&quation 5), the weight on the
public signalB; (equation 13), the update over the maagni(- ) (equation 14) and
the update over the variance (equation 12) asvistio

a, = —O-tz
' ol+o? ®)
_ Nto-tz
b= Ntatz + (O',f /atz) +o? (13)
/N
Moy — M = L Z [ln(ucst / uOst) - /uct] (14)
t seQ),

1 1. N

oLy Of (Gslatz) +o; (12)

Thus, in order to be able to examine whethere is any potential social learning
or momentum in the 2008 primary we need to estini@eabove parameters for every
period of our case. Specifically, in order to ctdtel the weight on the private signal
in the first period ¢1) we need information about the initial priqt.{ c:°) and the
degree of noise in the private signaf). Then, in order to calculate the weight on the
public signal g;) we need only information about the variance o Htate level
preferences%z), provided that we already calculateg})( Thus, when we obtain
(oY) and 6.°) and all the first period valuesi{, 1%, i, 1), we only need
information about the voting returns of the firséripd to be able to calculate
equations (14) and (12), which in turn will give alsthe values for the second period
(Le2, 022, 02, B2). If we continue this estimation process, alonthviiformation about
voting returns for every period, we can computes¢healues for every period.

The date when a primary takes place is the¢ gtahe new period, with the whole
pre-primary season up to the date of the lowa awecuJanuary 3, 2008 being the
first period. As described in the data section &)aur sample covers the primary
season until January 29, so we include five periadsur model. In our empirical
case, only one state per period held its primdtlipagh our empirical model allows
for more states holding their primaries at the sgmeod. This does not affect our
estimations by any means; on the contrary it allewshe possibility to include more
periods to the model, in case we want to extencdineple period.

At this point we should explain why we haweefperiods (with one state voting at
every period respectively), while there were sixnderatic primaries held in the
primary period of our sample between January 3 Zamtbiary 29. The reason for
excluding one period and thus not taking into aaotdbe voting returns from state
Michigan in our analysis is that the Democratic ibial Committee penalized

16



Michigan by not counting the results of the Miclmgaemocratic Primary. This was
because the Michigan Legislature passed a bill twerthe date of the primary to
January 15, although Federal Democratic Party rudael/ allow lowa, New
Hampshire, Nevada and South Carolina for holdingng@res before February 5.
Obama and Edwards among other candidates withdmw the Michigan ballot and
only Clinton and a few other candidates remainesltfere would not be any voting
returns from this state, and thus the results ef ghmary could not affect voter
responses, we decided to exclude it from the aizalys

The Democratic National Committee did not peeaonly Michigan in the 2008
elections, but Florida as well, which held its pany on January 29, the last period in
our model. All Democratic candidates decided tchdiiaw from the Florida ballots;
however a legislation rule in Florida suggests #mt candidate who withdraws from
the Florida primary will automatically withdraw fro the overall Democratic
nomination race. For that reason, the main threelidates that our analysis focuses
on stayed in the ballot, so there are voting retdrom the Florida primary. This is
the main reason why we decided to include Floridaur analysis. Nevertheless, as
probably there would not be any social learningmfrthat state either, we also
estimated the whole model with only four periodsjucing our sample to January
26" Table 5 (see Appendix) shows the dates andirie periods of the primaries
we used in our analysis. We report the results footh models in the next section.

The aforementioned analysis indicates that meed to estimate four key
parameters in order to test whether there is steaahing: the mean and the variance
in the initial prior (11, 51°), the variance in the state level prefereneg$) @nd the
degree of noise in the private signal’}.*®> We adopt the two-step estimation process
that was developed by Knight and Schiff (2010) stineate these four parameters.
The mean of the initial prioru{;) along with the variance of the state level
preferences%z) are estimated in the first step, while the vareanf the initial prior
(61%) and the degree of noise in the private signd) (@re estimated in the second
step. Below we explain the two-step approach moatyéically.

In the first step, we run a multinomial logibdel only for the first period (t=1) to
estimate the first two parametegg,j and (snz). We use voting intentions from the
pre-lowa opinion polls that cover the pre-primagason between October 2, 2007
and January 3, 2008 (period t=1) in order to edBntlae state level preferencegs).
Specifically, our multinomial logit model is givday equation (16) for t=1 as follows:
eXP@res + M) (17)

C

Z eXp(ﬂcs + :ucl)
c=0

Pr(E(ucis |7705'Vcis) > E(udis |77ds7vdis);Vd # C) =

" The reduced sample is 12,521 respondents.

15 Knight and Schiff (2010) explicitly mention in their analysis that the degree of noise in the signal is
assumed to be time independent, and even in the case of a release of more information at an early or
later part of the campaign that would make the variance (052) time dependent [ogz(t)], our estimate
can be considered as the average variance (022) of the primary season.
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The dependent variable in this model is thedaate for whom the respondents of
the survey intended to vote (Clinton is the baseloandidate and Obama and
Edwards the remaining two alternatives), while ittdependent variables are dummy
variables for each stdfe At this point we should recall the assumptiort Btate level
preferences are mutually independent, meaningubi&rs do not observe the state
level preferences of the other states. This assam linked to the fact that we use
state dummy variables that have to be independemtder to avoid multicollinearity.
The estimated coefficients afsncsticr and ¢ refers to Obama and Edwards,
because the utility from Clinton is normalized tera (state level preferences for
Clinton are zero). We have also assumed in there¢tieal framework that the state
level preferences are distributegds ~ N(O,an), therefore we normalize the state
dummy variables to sum to zero and we demean ti#icdents on the state dummies
(state fixed effects) from our multinomial logistamated without a constant, in order
to get thenes The standard deviation of the state coefficidotseach candidate is
used to estimate candidate specific variancestlanaverage of these two variances
is the variance 0(12) of the state level preferences. Also, the averafjghese
coefficients is the mean of the initial prier{).

In the second step, we run a maximum likelthaoodel for all the remaining
periods to estimate the last two parameterd @nd 6.°). The idea is that we use the
reactions of voters, captured by voting intentiamgost-lowa opinion polls, to the
release of the voting returns from the states lieéd their primary in the remaining
four periods of our sample, that are states vopngr to January 29. The log
likelihood that is maximized is the sum of the pabliities for each of the three
candidates that his or her utility will have thglnest estimate. These utilities that are
included in the probabilities are functions of #stimated state level preferencgs
from the first step and are updated with the mdaheposterior of every period. As
shown in equation (14), these meagstoycs are a function ofd;”) and 6.%), which
are the only unknown parameters, thus they areamastd by maximizing the
likelihood.

Like Knight and Schiff (2010) did in their meld we decided not to use
conventional confidence intervals for our standamers, because we follow a two-
step procedure and we use the estimated regressorghe first step to the second
stage of estimations, which causes an uncertaing tannot be reflected by
conventional confidence intervals. Therefore, ideorto calculate standard errors for
the overall estimation, we compute bootstrap camfee intervals by bootstrapping
the results of the two step estimation. To complugse intervals we have to estimate
results for 100 bootsamples, drawn randomly front ouginal sample with
replacement. We adopted the way that Knight andffS@010) used to create the
bootsamples for their case, where they controlbedte fact that if a randomly drawn
sample did not include at least one voter supppréach candidate in a state, thus

16 Except from the nine states we excluded from the analysis because of lack of data, as explained in
the Data Section.
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making estimation of the state level preferencepossible, then all observations
from this state were dropped. For that reason, ahlds 1-3 we report the median
values from the estimated state specific coeffisieaf 100 bootsamples, while the
confidence intervals account for the second andnihety-eighth percentiles 2
lowest and 98 highest value), representing the bootstrap peiteenbnfidence
interval for 95% confidencé

Before we move forward to the analysis of oesults, it is informative at this
point to highlight the interpretation Knight andh$€ (2010) gave for the key social
learning parameters that reflect the responsesotdry to the revelation of voting
returns in early states. Specifically, the authexglain that there is no social learning
when the voters do not respond to the release yagturns, so the variance in the
initial prior (5:°) will have a small estimate and the degree ofeaisthe signald,?)
will have a large estimate. On the contrary, theggest that there is social learning
when the voters respond to voting returns, so #r@mce in the initial prioret?) will
have a large estimate and the degree of noiseeirsitmal 6.2 will have a small
estimate.

4.2.2 Basdline Results

In this section, we present the results of lmaseline specification. Table 1 shows
the results of the multinomial logit model from tfest step of our estimation, while
Table 2, columns (1) and (2) provide the resultstlod# maximum likelihood
estimation from the second step of our analysigh Bables report the results of the
model when we use five periods (excluding Michigamty) and of the model when
we use four periods (excluding Michigan and Floyid&hen we compare these two
models, it is obvious that the results are quiteilar, with almost no changes in the
significance levels of the coefficients and withryweslight changes in their
magnitudes. This can probably be explained by dloe that Florida got penalized by
the Democratic National Committee for holding itsnary earlier than allowed, and
this influenced voters not to take into account thsults at this point. Thus, the
Florida primary was not informative and it could head to any social learning. Here
we will focus our analysis on the four-period model

Looking at Table 1 in columns (3) and (4), see that the coefficients of the
constant term, which can be interpreted as the noéahe initial prior, are both
negative and statistically significant at the 5%ele This indicates that Clinton has a
substantial lead over Obama and Edwards in thegdesod covering the whole pre-
primary season. This goes in accordance with Fgy@r8shown in the data section
above, that indeed demonstrate that Clinton wadirigathe voter preferences during
the month preceding the lowa caucus. Looking atctiedficients of the state dummy
variables, we can conclude that there is a relatargation in candidate preferences
across states. At this point it is interestingfedfically look at the coefficients of the

Y “The Practice of Business Statistics”, by Moore et al, Chapter 18, page 18-40.
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home states of the three candidates to see whéteenjoy any regional advantages.
Indeed, Obama has a substantial advantage ovaoglin his home state of Illinois
as the lllinois coefficient for Obama is positivedastatistically significant at the 5%
level. Similarly, Edwards enjoys statistically sifggant advantages over Clinton in
his home state of North Carolina, while Clintondshn advantage in her home state
of New York, with both coefficients for Obama andviards being negative and
statistically significant at the 5% level.

The results of the key social learning paramseare shown in column (2) of Table
2. The estimated variancenf) that shows the degree of heterogeneity in thie sta
level preferences is equal to 0.219 and statisficanificant at the 5% level, while
its magnitude suggests that there is not so muderdgeneity in state level
preferences. The variance in the initial prief’) is also significant at the 5% level
and equals 0.147. This is a relatively small esmavhich probably suggests that
voters are unresponsive to the release of infoomain voting returns and thus there
is no social learning in the 2008 primaries. Theénested varianceo(?) that shows
the degree of noise in the signal is even smdilen the variance in the initial prior
and almost approaches zero, but it is insignificdnis we cannot draw safe results
regarding social learning from this estimate.

If we focus on the intuition Knight and Sch{#2010) gave regarding these two
variances, explained in the end of the previous@gocour conclusion that there is no
social learning can be based only on the magnitddiee variance in the initial prior.
This conclusion can be also supported by Figur& hecause they indicate that
although Clinton underperformed while Obama and &dw outperformed in lowa,
the survey respondents did not update their vatitentions appropriately during the
days following the primary, thus candidates did seém to enjoy any momentum
effects. More specifically, prior to the lowa cascuwoters ranked Clinton on top of
their preferences followed by Obama and Edwardst ean be seen both from the
coefficients of the constant term in Table 1 amhfithe pattern in Figures 1-3. With
the start of the primary season, Obama won in Idweayever he did not enjoy any
momentum effects as he ranked second in New Hamepsivhich suggests that
although he outperformed expectations in the fm$inary, voters did not update
properly. The New Hampshire primary results arey\@ucial for the social learning
analysis as they contradict with the initial prevéopreferences of the state. Before
the lowa primary, New Hampshire preferences favdddzhma and then Edwards
over Clinton, which ex-post was in accordance it lowa results. Based on that,
we would expect that the lowa results would strieegtthe state preferences and New
Hampshire would vote for Obama and then Edwardssing momentum to Obama
and giving a second place finisher's advantage dwvaEds. However, the New
Hampshire results offered victory to Clinton, sugfgegy that NH voters were not
influenced by the lowa results, but on the conttiigy put weight on the the initial
prior. Clinton sustained her ranking of the fir&iqe finisher in Nevada, but she lost
to Obama in South Carolina.
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Nevertheless, as the magnitudes of our resahlsot be associated with the ones
of Knight and Schiff, we can use our own approaztexplain them, based on our
theoretical framework. For that reason, it is instive at this point to give some
intuition regarding the magnitude of the degreaite in the signak(®). As it can
be seen in Table 2, this variance is very small gmgloaches zero, which intuitively
means that there is no noise in the private sigmat quality and consequently voters
put a large weight on their private signal thatytheceive just before their primary,
while they put almost no weight on the prior. Thigggests that expected quality is
mostly updated by the private signal instead ofititél prior. Now let’'s take a look
at how this large weight on the private signal @fehe public noisy voting signal of
quality that updates voter beliefs. As we mentiommethe theoretical framework, the
noise in the voting signal has a combined variaameal to ¢,7a°) + c.°, shown by
equation (10). Our results suggest that there ismah heterogeneity in state level
preferences (relatively smalb,f)), while the weight on the private signal is very
large. Thus, the degree of noise in the votingaigwer quality is quite small. This
would suggest that the weight voters put on thelipumoting signal, shown in
equation (13), is large; however, this weight imses also with the variance in the
initial prior, and as our estimated varianeg?) is relatively small, it can be shown
that the weight on the public voting signgl)(is also small in the beginning of the
primary season. Consequently, it can be concludaivbters do not put much weight
on updates from voting returns, meaning that sdeahing is not necessary because
expected candidate quality is updated privately.

The aforementioned interpretation is opposedhe intuition deriving from the
interpretation proposed by Knight and Schiff (20189t we described above (page
20). Specifically, this alternative interpretatisnggests that although the variance in
the initial prior is small, voters do not put weigin the initial prior because they put
their weight on the private signal that has almmsnoise. Thus, social learning does
not need to evolve from voting returns, as votdrsaaly know everything about
candidate quality privately. However, we decidediriolude both interpretations,
mainly because the estimated magnitude of the veeig.) is insignificant.

TABLE 1
MULTINOMIAL LOGIT MODEL - FIRST STAGE OF ESTIMATION

BASELINE SPECIFICATION

5 Periods 4 Periods
Obama Edwards Obama Edwards
(1) (2) (3) (4)
Constant -0.568** -0.898** -0.559%** -0.896**
[-0.622, -0.499] [-0.963, -0.812] [-0.632, -0.454] [-0.985, -0.802]
AL 0.211 -0.437 0.214 -0.344
[-0.291, 0.680] [-1.021, 0.088] [-0.104, 0.571] [-0.890, 0.078]
AR -1.129** -0.224 -1.131** -0.255
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AZ

CA

co

CcT

DC

FL

GA

KS

KY

LA

MA

MD

ME

Ml

MN

MO

MS

NC

NE

[-2.126, -0.488]
-0.796**
[-1.313, -0.387]
-0.055
[-0.172,0.121]
0.018
[-0.343, 0.297]
0.369*
[-0.017, 0.822]
0.938**
[0.387, 1.458]
-0.482**
[-0.813, -0.264]
0.423**
[0.082, 0.784]
0.140
[-0.236, 0.527]
0.562*
[-0.046, 1.303]
0.868**
[0.692, 1.070]
0.198
[-0.104, 0.404]
0.026
[-0.560, 0.624]
0.104
[-0.369, 0.490]
-0.070
[-0.663, 0.402]
-0.409**
[-0.744, -0.077]
0.027
[-0.273, 0.330]
-0.050
[-0.474, 0.354]
-0.162
[-0.366, 0.127]
-0.006
[-0.224, 0.284]
0.165
[-0.132, 0.489]
0.276
[-0.430, 0.871]
-0.039
[-0.380, 0.235]
-0.203

[-0.878, 0.202]
-0.516**
[-1.181, -0.092]
-0.275**
[-0.460, -0.071]
-0.024
[-0.490, 0.302]
-0.387
[-0.970, 0.091]
-0.107
[-1.393, 0.853]
-0.139
[-0.422,0.112]
-0.079
[-0.583, 0.277]
0.702**
[0.364, 1.127]
0.869**
[0.291, 1.490]
-0.216*
[-0.425, 0.061]
0.195
[-0.102, 0.533]
0.297
[-0.542,0.881]
0.438*
[-0.044, 0.883]
0.046
[-0.550, 0.521]
-0.440**
[-0.924, -0.054]
-0.674**
[-1.356, -0.238]
0.042
[-0.652,0.721]
-0.204*
[-0.421,0.012]
0.087
[-0.187,0.412]
0.333**
[0.011, 0.654]
-0.306
[-1.318, 0.467]
0.476**
[0.077, 0.798]
0.246

[-1.934, -0.635]
-0.802**
[-1.242,-0.351]
-0.064
[-0.222,0.111]
0.015
[-0.365, 0.400]
0.378*
[-0.035, 0.630]
0.990**
[0.281, 1.552]
-0.501**
[-0.730, -0.280]
0.422**
[0.135, 0.788]
0.180
[-0.420, 0.659]
0.614*
[-0.142, 1.227]
0.889**
[0.694, 1.056]
0.182
[-0.099, 0.463]
-0.023
[-0.621, 0.703]
0.136
[-0.316, 0.521]
-0.159
[-0.601, 0.356]
-0.353**
[-0.741, -0.041]
0.021
[-0.260, 0.289]
-0.032
[-0.705, 0.607]
-0.146
[-0.374, 0.089]
-0.016
[-0.354,0.271]
0.113
[-0.172,0.489]
0.237
[-0.430, 0.911]
-0.043
[-0.414, 0.239]
-0.142

[-0.889, 0.218]
-0.457**
[-1.025, -0.096]
-0.298**
[-0.495, -0.092]
-0.022
[-0.539, 0.315]
-0.342
[-1.017,0.234]
0.011
[-1.059, 1.005]
-0.137
[-0.330, 0.059]
-0.037
[-0.437,0.280]
0.722**
[0.267, 1.135]
0.808**
[0.276, 1.574]
-0.166
[-0.452,0.121]
0.209
[-0.251, 0.504]
0.331
[-0.294, 0.801]
0.528*
[-0.117, 0.936]
0.077
[-0.550, 0.470]
-0.453**
[-0.892, -0.088]
-0.699**
[-1.140, -0.285]
-0.050
[-0.673,0.531]
-0.147
[-0.473,0.163]
0.099
[-0.412,0.310]
0.285*
[-0.038, 0.678]
-0.385
[-1.281,0.417]
0.453**
[0.216, 0.724]
0.204
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NH

NJ

NM

NV

NY

OH

OK

OR

PA

SC

TN

TX

uT

VA

WA

Wi

WV

[-0.796, 0.415]
0.654*
[-0.125, 1.220]
-0.297*
[-0.620, 0.055]
0.429
[-0.341, 1.044]
-0.379
[-1.381, 0.131]
-0.468**
[-0.755, -0.258]
-0.134
[-0.339, 0.122]
-0.612%*
[-1.126, -0.221]
0.252
[-0.083, 0.681]
-0.377**
[-0.706, -0.153]
0.246
[-0.215, 0.679]
-0.044
[-0.513, 0.268]
-0.095
[-0.303, 0.087]
-0.080
[-0.742, 0.498]
0.424**
[0.065, 0.841]
0.037
[-0.251, 0.302]
0.187
[-0.105, 0.479]
-0.416
[-1.139, 0.130]

[-0.518, 0.975]
0.743**
[0.094, 1.495]
-0.439%*
[-0.712, -0.005]
0.356
[-0.430, 1.001]
-0.486
[-1.821, 0.180]
-0.434**
[-0.676, -0.198]
0.343**
[0.126, 0.585]
-0.020
[-0.437, 0.462]
0.479**
[0.145, 0.831]
-0.218*
[-0.465, 0.040]
0.197
[-0.311, 0.682]
0.272*
[-0.070, 0.745]
-0.347**
[-0.593, -0.131]
-0.363
[-1.152, 0.377]
0.172
[-0.419, 0.616]
0.031
[-0.388, 0.302]
0.098
[-0.150, 0.413]
0.120
[-0.540, 0.760]

[-0.763, 0.372]
0.665**
[0.035, 1.533]
-0.324*
[-0.660, 0.090]
0.377
[-0.540, 1.047]
-0.398
[-0.864, 0.165]
-0.458**
[-0.675, -0.285]
-0.128
[-0.320, 0.162]
-0.667**
[-1.362, -0.114]
0.228
[-0.183, 0.560]
-0.344**
[-0.586, -0.191]
0.250
[-0.248, 0.743]
-0.036
[-0.591, 0.354]
-0.098
[-0.279, 0.108]
-0.006
[-0.792, 0.584]
0.406**
[0.005, 0.775]
0.073
[-0.239, 0.318]
0.160
[-0.097, 0.515]
-0.491
[-1.212, 0.211]

[-0.411, 0.831]
0.828**
[0.098, 1.672]
-0.396**
[-0.806, -0.030]
0.289
[-0.536, 0.966]
-0.557
[-1.415, 0.021]
-0.406**
[-0.603, -0.186]
0.331%*
[0.143, 0.545]
-0.009
[-0.554, 0.462]
0.513**
[0.210, 0.859]
-0.242*
[-0.456, 0.038]
0.226
[-0.412, 0.781]
0.323*
[-0.143, 0.740]
-0.327**
[-0.566, -0.059]
-0.386
[-2.013, 0.497]
0.151
[-0.312, 0.583]
0.015
[-0.299, 0.387]
0.068
[-0.243, 0.399]
0.094
[-0.509, 0.817]

95% bootstrap confidence intervals are indicatdatatkets below every coefficient.
*Significant at 10%.
**Significant at 5%.
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TABLE 2
ESTIMATED PARAMETERS- SECOND STAGE OF ESTIMATION

BASELINE SPECIFICATION DISTANCE SPECIFICATION

5 Periods 4 Periods 5 Periods 4 Periods

(1) (2) (3) (4)
a(n)”2 0.220** 0.219** 0.220** 0.221**

[0.149, 0.283] [0.167, 0.300] [0.149, 0.284] [0.166, 0.300]
a(1)”2 0.147** 0.145** 0.153** 0.150**

[0.071, 0.396] [0.063, 0.483] [0.088, 0.514] [0.074, 0.497]
o(e)"3 0.000025 0.00001 0.00001 0.00001

[-0.285, 1.247] [-0.377, 0.298] [-0.310, 0.794] [-0.404, 0.317]

95% bootstrap confidence intervals are indicatdaraitkets below every coefficient.
**Significant at 5%.

To sum up, the pattern of the results during @rimary period along with the
small estimate of the variance in the initial prsoiggest that voters did not put much
weight on the voting returns of the early primari€is conclusion is also supported
by the intuition deriving from the small magnituadiethe degree of noise in the signal.
Thus our results indicate that the momentum effétas were present in the 2004
primary do not continue in the 2008 primary.

4.2.3 Distance Specification

In this specification we will relax the assurop that state level preferences are
observed only by voters of the same state and moeserved by voters residing in
other states. Again we will follow the additiongbesification Knight and Schiff
(2010) developed for their model and adapt it to awalysis. In this case, we will
alternatively assume that state level preferenaes aa combination of both an
unobserved part{s) and an observed part Xthat captures geographic advantages
when politicians campaign in their home states.sTaélternative assumption will
affect the vote shares and equation (9) will bedfarmed as follows:

In(uCSt/UOSI) = UCS + 7/XCS + a'[eCS + (1_ at);uct (18)

Now voting returns also depend on th&{) component that represents observed
preferences, wherg is the weight on observed preferences that we esifimate in
the model. Equation (18) will consequently resalaitransformation of equation (14),
which is one of the main social learning paramet@sdollows:

I'N
Moty — Het =LZ[|n(ucst/uOst)_7xcs _/uct] (19)

t seQ),
Equation (19) captures the possibility that voterslate states take into account

observed state level characteristics. Thus, vattigrns showing that a candidate had
an advantage in his home state do not necessatiseanomentum.

The baseline empirical model is easily adaptethis specification. The measure
we use to represenX{y), proposed by Knight and Schiff (2010) is the aliste
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between stats and the home state of candidatelative to the distance between state
s and New York, the home state of Clinton. We prdcesdth the first step of our
estimation as in the baseline model, which derthesestimated fixed effects of the

preferences. Then, we regress these estimateddikects on the distance measure as
follows:

7705 = aC + ﬂrd cs + gCS (20)

where rdsis the distance measure angdare the residuals of the regression that we
report as an estimate of the unobserved preferefmggs The second step of the
estimation is the same as in the baseline spetdicavith the exception that the mean
is updated using equation (19). The results of ibggession are presented in Table 3
below, while the results of the key parameterspaesented in columns (3) and (4) of
Table 2 above.

4.2.4 Distance Results

As we can see in Table 3, distance has nafisigmt effect on voting intentions.
This suggests that voters in late states do nasidenit as an important observed
factor to incorporate into their expectations. Tewsiclusion is also supported by the
estimate of the variance of state level preferel('xs,é$ (shown in columns (3) and (4)
of Table 2) that remained almost the same, suggethiat distance does not capture
any observed component of state preferences inas&. The mean in the initial prior,
represented again by the constant term in Tablis he same as in the baseline
specification, because we estimated it in the fatsfp and we then regressed the
estimated fixed effects on distance. The variamcéhé initial prior 6:°) remained
quite small, supporting the conclusion of no sodedrning from our baseline
specification. Thus, in our case we cannot concthdeé distance has an effect on the
voting intentions of late voters, or in other wartlsat distance captures an observed
part of state level preferences.

TABLE 3
MULTINOMIAL LOGIT MODEL - FIRST STAGE OF ESTIMATION

DISTANCE SPECIFICATION

5 Periods 4 Periods
Obama Edwards Obama Edwards
(1) (2) (3) (4)

Constant -0.568** -0.898%** -0.559%** -0.896**
[-0.622, -0.499] [-0.963,-0.812] [-0.632, -0.454] [-0.985, -0.802]

AL 0.221 -0.439 0.216 -0.332%*
[-0.177,0.663] [-1.048, 0.140] [-0.102,0.576] [-0.881, 0.101]

AR -1.112%* -0.225 -1.117%** -0.231

[-1.972,-0.491] [-0.954, 0.198] [-1.972,-0.586] [-0.786, 0.223]

AZ -0.778** -0.507** -0.756** -0.464**
[-1.271,-0.388] [-1.072,-0.096] [-1.193, -0.334] [-1.002,-0.175]

CA -0.027 -0.277** -0.049 -0.298**

25



co

CT

DC

FL

GA

KS

KY

LA

MA

MD

ME

Ml

MN

MO

MS

NC

NE

NH

NJ

[-0.170, 0.146]
0.040
[-0.393, 0.312]
0.316*
[-0.034, 0.769]
0.922%*
[0.352, 1.474]
-0.484**
[-0.817, -0.232]
0.416**
[0.057, 0.783]
0.149
[-0.235, 0.578]
0.573*
[-0.047, 1.191]
0.889**
[0.716, 1.096]
0.204
[-0.060, 0.412]
0.037
[-0.553, 0.639]
0.107
[-0.359, 0.548]
-0.065
[-0.660, 0.418]
-0.421%*
[-0.762, -0.146]
-0.006
[-0.314, 0.337]
-0.073
[-0.628, 0.376]
-0.166
[-0.374, 0.119]
0.003
[-0.228, 0.298]
0.169
[-0.133, 0.512]
0.277
[-0.481, 0.881]
-0.067
[-0.386, 0.215]
-0.174
[-0.795, 0.435]
0.654*
[-0.125, 1.220]
-0.297**

[-0.430, -0.069]
-0.033
[-0.508, 0.306]
-0.419
[-1.007, 0.054]
-0.096
[-1.409, 0.854]
-0.123
[-0.375, 0.114]
-0.046
[-0.558, 0.291]
0.718**
[0.363, 1.093]
0.857**
[0.334, 1.580]
-0.214*
[-0.472, 0.065]
0.158
[-0.100, 0.534]
0.332
[-0.537, 0.883]
0.472*
[-0.034, 0.894]
0.075
[-0.554, 0.536]
-0.481**
[-0.967, -0.091]
-0.707**
[-1.362, -0.377]
0.002
[-0.660, 0.682]
-0.212**
[-0.450, -0.003]
0.079
[-0.182, 0.400]
0.335%*
[0.015, 0.664]
-0.308
[-1.438, 0.595]
0.497**
[0.095, 0.812]
0.245
[-0.387, 0.872]
0.707**
[0.099, 1.444]
-0.456**

[-0.206, 0.135]
0.061
[-0.339, 0.476]
0.350*
[-0.063, 0.641]
0.938**
[0.293, 1.494]
-0.504**
[-0.739, -0.290]
0.426**
[0.179, 0.786]
0.176
[-0.431, 0.685]
0.635*
[-0.133, 1.249]
0.907**
[0.692, 1.148]
0.211
[-0.077, 0.468]
-0.001
[-0.583, 0.658]
0.127
[-0.312, 0.562]
-0.124
[-0.543, 0.378]
-0.415%*
[-0.645, -0.072]
-0.005
[-0.300, 0.291]
-0.083
[-0.753, 0.540]
-0.143
[-0.375, 0.101]
-0.003
[-0.348, 0.270]
0.117
[-0.155, 0.411]
0.194
[-0.393, 0.935]
-0.045
[-0.411, 0.200]
-0.145
[-0.752, 0.372]
0.610**
[0.063, 1.480]
-0.369*

[-0.494, -0.094]
-0.008
[-0.612, 0.330]
-0.397
[-1.048,0.127]
-0.004
[-1.060, 1.002]
-0.136
[-0.313, 0.074]
-0.010
[-0.410, 0.309]
0.724**
[0.236, 1.133]
0.796**
[0.321, 1.566]
-0.162
[-0.439, 0.061]
0.218
[-0.249, 0.522]
0.308
[-0.294, 0.807]
0.528**
[-0.140, 0.975]
0.092
[-0.450, 0.530]
-0.466**
[-0.914, -0.097]
-0.706**
[-1.204, -0.289]
-0.090
[-0.736, 0.502]
-0.165
[-0.498, 0.149]
0.105
[-0.428, 0.275]
0.295*
[-0.031, 0.683]
-0.422
[-1.258, 0.412]
0.466**
[0.203, 0.740]
0.203
[-0.379, 0.833]
0.776**
[0.040, 1.607]
-0.435**
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[-0.635, -0.032] [-0.725, -0.052] [-0.693,0.082] [-0.830, -0.034]
NM 0.428 0.354 0.428 0.291
[-0.306,1.098] [-0.460, 1.101] [-0.516,1.075]  [-0.532, 0.982]
NV -0.333 -0.485 -0.375 -0.527
[-1.355,0.154] [-1.852,0.181] [-0.890,0.153]  [-1.399, 0.026]
NY -0.519** -0.436** -0.519** -0.443**
[-0.793,-0.269] [-0.741, -0.204] [-0.731,-0.279] [-0.628, -0.193]
OH -0.141 0.340%* -0.145 0.328**
[-0.349,0.103]  [0.118, 0.579] [-0.351,0.164]  [0.139, 0.543]
oK -0.592%** -0.014 -0.642** -0.005
[-1.110, -0.238]  [-0.463, 0.470] [-1.287,-0.047] [-0.489, 0.472]
OR 0.290 0.497** 0.249 0.512%*
[-0.073,0.720]  [0.140, 0.819] [-0.138,0.624]  [0.207, 0.868]
PA -0.400** -0.254* -0.374** -0.255*
[-0.616, -0.182] [-0.479, 0.006] [-0.600, -0.158]  [-0.482, 0.014]
sC 0.234 0.183 0.254 0.231
[-0.231,0.646] [-0.301,0.701] [-0.267,0.743]  [-0.391, 0.775]
™ -0.021 0.293* -0.028 0.338*
[-0.498,0.288]  [-0.059, 0.687] [-0.575,0.361]  [-0.140, 0.745]
X -0.071 -0.325%** -0.072 -0.306**
[-0.246,0.143] [-0.568, -0.106] [-0.269,0.173] [-0.557, -0.032]
uT -0.028 -0.334 -0.001 -0.395
[-0.704,0.528] [-1.151, 0.378] [-0.758,0.676] [-2.012, 0.501]
VA 0.413** 0.178 0.396* 0.140
[0.104,0.825]  [-0.238, 0.630] [-0.062,0.738]  [-0.309, 0.593]
WA 0.068 0.038 0.091 -0.0003
[-0.250,0.318]  [-0.399, 0.304] [-0.252,0.317] [-0.291,0.377]
wi 0.185 0.102 0.184 0.065
[-0.100, 0.415]  [-0.154, 0.380] [-0.092,0.512] [-0.257,0.381]
WV -0.441 0.092 -0.475 0.124
[-1.154,0.107] [-0.540, 0.760] [-1.238,0.176] [-0.474,0.797]
distance 0.002 0.002 0.003 0.003
[-0.004,0.011] [-0.004, 0.011] [-0.005,0.011]  [-0.005, 0.011]

95% bootstrap confidence intervals are indicatdatatkets below every coefficient.
*Significant at 10%.
**Significant at 5%.

At this point we have completed our socialrd@ay analysis for the 2008
Democratic primary, using the theoretical framewarkl the empirical model Knight
and Schiff (2010) developed. Our findings suggéest there is no social learning
from the voting returns that leads to momentumatételn the next part we develop
an additional specification that examines some casupf voting behavior related to
demographics.
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5. ADDITIONAL SPECIFICATION: SOURCES OF VOTING BEHAVIOR

From the previous social learning analysiwas made clear that one of the most
interesting questions concerning elections is ptoehavior. Related research is
focused on examining why voters voted the way ttiely what are the factors that
influenced their decision, or what are the impimas$ of these results. According to
Prysby and Scavo (2005), campaign events and imsSidee not sufficient to answer
these questions, but a deeper analysis of the gvdighavior together with an
understanding of the unique aspects of electioneemsded to create a complete
explanation. The same authors support that theréasr major concerns arising while
studying voting behavior. One concern lies in thpl@nation of the election result by
identifying the sources of individual voting behawyiwhile the other concern focuses
on changes in voting patterns over time. These daacerns are complementary;
nevertheless they form different research questions

While the main focus of our study was on exang social learning and potential
momentum effects in the 2008 US presidential priesarwe decided to include an
additional specification that examines voting bebawy identifying some of its
sources. According to The BBC’s study on elect@dtems, voting and political
attitudes in the UK, voting behavior is influendey social class, geography, age and
background, issue voting and media. Motivated ly $tudy, we decided to test how
voting behavior is affected by demographics. Speadlf/, we want to examine how
demographic characteristics of voters influenceitividuals’ preference in voting
for a specific candidate.

5.1 Demographic characteristics

This empirical application about voters’ demagghic characteristics also focuses
on the 2008 Democratic primary. Our interest liegdasting the potential effect of
demographic characteristics on individual candidpteference before the first
primary (lowa caucus) takes place.

5.1.1 Data

We chose to focus on the pre-primary seasty) onorder to see the effects of the
demographics on candidate preferences without arfluence from potential
momentum effects and social learning that coulseadiuring the primary season. For
that reason, we use individual preferences frorty dgginion polls on a rolling cross
section covering the pre-primary season (2/10/2007/2008), with the data taken
from the Wave 1 of the 2008 Online Dataset of thaidhal Annenberg Election
Survey. We decided that for this part of our analyise data from the online version
are sufficient to answer our empirical questiomstive did not find it instructive to
merge them with data from the phone version ofstin@ey. Again we focus on three
candidates, Clinton, Edwards and Obama, where@liist the baseline candidate.
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5.1.2 Empirical Model

As the variable of interest (candidate prefeey is of a discrete nature, the most
suitable econometric model to use is the multinbroigit model. In this model we
include several variables showing individual denapipic characteristics in order to
test whether these characteristics affect indiliguaferences on a specific candidate.
The base model includes gender, age, educatioomi@@nd racial identity/ethnicity.
Most of these demographic variables are categosandl not continuous, in which
case we should use a dummy variable for every oategf each demographic
characteristit®. Specifically, the model includes a male dummyif(inale, O if
female), age, eight dummies for each level of etioic!, eighteen dummies for each
level of incomé® and four dummies for ethnicftyy Thus the base model for the
demographics specification is as follows:

exp(Bi°" + age 7°° + male B + edug ;™ +ing B + ethnig 57™™)

P(preference= j) =

> exp(X,f4,)

wherei stands for the individuals=l,...,n, n=8,627F andj for the three candidates
(7=1,2,3), preferenceis the individual's candidate preferengg?™'is the constant

term, age is the age variable, which is continuonsale is the male dummy, and
edug, incy’, and ethnig’ are vectors of the category dummies for educatioocome
and ethnicity respectively.

Apart from the base model, we also ran anrneddd model including metropolitan
area as a demographic characteristic by addinguhenym.area (1 if the individual
lives in metropolitan area, 0 otherwise). When wmpare the log likelihoods of both
the base and the extended model by simply runniiigeihood ratio (Ir) test, we can
see that the null hypothesis that the two modeés raot statistically different is
rejected, or in other words there is a statistycalpnificant difference between the
two models. For that reason, we can conclude tletektended model fits the data
significantly better than the base model in the Sinificance level because it

¥ We excluded one category of each variable from the econometric model to keep it as the reference
category, in order to avoid the dummy variable trap that would cause exact multicollinearity.

¥ The levels of education are nine: 1=Grade 8 or lower, 2=Some high school, no diploma, 3=High
school diploma or equivalent, 4=Some college, no degree, 5=Associate degree, 6=Bachelor's degree,
7=Master's degree, 8=Professional degree, 9=Doctorate degree. The omitted category that acts as a
reference group is education level 1.

The levels of income as given from the NAES Questionnaire are: 1=Less than $5,000, 2=55,000 to
$7,499, 3=57,500 to $9,999, 4=5$10,000 to $12,499, 5=5$12,500 to $14,999, 6=5$15,000 to $19,999,
7=$20,000 to $24,999, 8=$25,000 to $29,999, 9=530,000 to $34,999, 10=535,000 to $39,999,
11=540,000 to $49,999, 12=$50,000 to $59,999, 13=560,000 to $74,999, 14=$75,000 to $84,999,
15=$85,000 to $99,999, 16=5100,000 to $124,999, 17=$125,000 to $149,999, 18=$150,000 to
$174,999, 19=$175,000 or more and the omitted category that acts as the reference group is income
level 1.

I The categories of racial identity are: 1= Non-Hispanic White, 2=Non-Hispanic Black, 3=Non-Hispanic
other race, 4=Hispanic, 5=two or more races, non-Hispanic. The omitted category that acts as
reference group is the first category.
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explains a bigger part of the alterability of thependent variable. As the statistically
significant difference between the two models ishia 5% significance level and not
in the 1%, we decided to illustrate both models, tésults of which can be found in
columns 1-4 of Table 4 below. The complete resud#igarding these models
(including standard errors and z-values) can badoun the Appendix (Tables 4A-

4B).

5.1.3 Demographics Results

As the models are multinomial logit modelse thoefficients regarding each
candidate (Edwards and Obama) will be interpretechpared to the baseline
candidate (Clinton). Also, keeping in mind that tbandidate-specific estimated
coefficients are the log odds of preferring thig@fic candidate over the baseline
candidate will help in the interpretation of theults. The results of the base model
are shown in columns 1 and 2 while the resultshefdxtended model are shown in
columns 3 and 4 of Table 4. The p-values are redom brackets under every
coefficient.

With regard to the base specification, theffadent of the candidate-specific
constant term shows that Clinton has a substdeal over Edwards and Obama in
the individual preferences. These results are cor@ance with Figures 1-3 illustrated
in the social learning analysis above, which shbat Clinton had a substantial lead
over Edwards and Obama in voting intentions duthg month preceding the lowa
caucus. Age does not seem to affect the odds d&érpreg Edwards over Clinton,
while it is statistically significant for the pretnce between Obama and Clinton. As
shown in column 2, its coefficient suggests thagpieg the rest of the predictor
variables at a fixed value, an increase in agerngyunit slightly decreases the odds of
preferring Obama over Clinton.

The coefficient of the male dummy suggests thdwards and Obama have
substantial advantage over Clinton, as it demotestréhat the odds of preferring
Edwards over Clinton for males are almost 50% @8.9igher than the odds for
females, while the odds of preferring Obama oventGh for males are almost 18%
higher than the odds for femafés ceteris paribus. Education seems to have no
statistically significant effect on the probability preferring Edwards over Clinton;
on the contrary it seems that for high levels oficadion, the more educated the
individual, the higher the odds to prefer Obamardvinton. To be more specific, it
can be seen that obtaining an education level atgnv to college or higher

>’ The odds of preferring Edwards over Clinton for males (malel=1) over the odds of preferring
Edwards over Clinton for females (malel=0) is exp(0.4049845)=1.499, which in terms of percent
change means that the odds for males are 50% higher than the odds for females to choose Edwards
over Clinton. The odds of preferring Obama over Clinton for males over the odds of preferring Obama
over Clinton for males is similarly estimated as exp(0.1628935)=1.177, which again in percentage
change terms means that the odds for males are 18% higher than for females to choose Obama over
Clinton. All the following odds that are shown in this section are calculated in the same way, thus
their estimation will not be reported.
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(education lever 4 or higher) increases the oddpreferring Obama over Clinton
ceteris paribus. Indicatively, the coefficient afueation level 6 (predictor variable
educ§ shows that the odds of preferring Obama overt@iirfor an individual who
obtains a bachelor’s degree are 129% higher thaodds for an individual who does
not have this level of education, ceteris paribus.

Regarding the effect of different levels afame on the probability of preferring a
specific candidate over the baseline one, the teesubgest that only the higher levels
of income have a statistically significant effect candidate preference. To be more
specific, as we can see in column 1, only the cgefit of income level 15 (predictor
variableincl9) is statistically significant, and it suggeststtii&e odds of preferring
Edwards over Clinton for an income level betweeb,880 and $100,000 are 49%
higher than the odds of choosing Edwards over @iirfor another level of income,
ceteris paribus. Column 2 shows that more leveiaaime, although only the higher
levels again, have an effect on candidate preferamthe case of Obama relative to
Clinton. If we take income level 15 again, we ca® $hat keeping all the other
predictor variables at fixed levels, the odds adferring Obama to Clinton for this
level of income are 65% higher than the odds fatlzer level of income.

The coefficients for racial identity/ethnicillydicate some very interesting results
as they are statistically significant for all ettities except for the one referring to
people with two or more racestlinicH, which was expected as they could belong to
several groups of ethnicities, so they could né&cfthe probability of a candidate
preference. Analytically, in column 1 the coeffitidor black people, represented by
predictor variableethnic2 is negative and statistically significant at % level and
suggests that Clinton has the lead in preferen¢esivhe choice comes to Edwards
and Clinton, with the odds for black people prefegrEdwards to Clinton being 76%
lower than the odds for non-black people. Lookinghe coefficient of the same
dummy variable in column 2 we can see that nows ipositive and statistically
significant at the 1% level. This is in accordancesxpectations, as it makes sense
that black people would tend to prefer Obama oviant@h because he is African
American. Specifically, the odds of choosing Obamwar Clinton for black people
are 180% higher than the odds of making the sansécehor non black people.
Meanwhile, Clinton seems to have the lead in thefgpences of individuals with
Hispanic or other non-Hispanic racial identity cetgoaribus, as both coefficients for
the variablesthnic3andethnic4in columns 1 and 2 have a negative sign, meaning
that the odds of choosing either Edwards or Obavea Glinton are lower for people
of these racial identities.

The results of the extended model that alsdudes a dummy variable for
metropolitan area are shown in columns 3 and 4 afld 4. By looking at the
coefficients it can be concluded that the resuléssamilar to the base model for all
the predictor variables, with a slight increasethe coefficients for the extended
model, which in turn leads to a slight increasetlie odds for the candidate
preferences reported above. What is interestinthi;m model is the coefficient of
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m.arealin column 3, which is negative and statisticaligngicant at the 1% level.
This means that the odds of preferring Edwards @leton for an individual who
lives in a metropolitan area are 20% lower thandtids of making the same choice
for an individual who does not live in a metropatitarea. On the contrary, living in a
metropolitan area does not seem to have any efiedhe probability of choosing
between Obama and Clinton as the coefficientnoérealin column 4 is not
statistically significant.

TABLE 4
Candidate Preference on Demographic Characteristics
Multinomial Logit Model

Base Specification Includes Met. Area

Edwards Obama Edwards Obama
(1) (2) (3) (4)
constant -0.9162977***  -0.9990069*** -0.7482644** -0.988078***
[0.006] [0.004] [0.028] [0.005]
age 0.0004052 -0.0142715%** 0.0004886 -0.0142525%**
[0.838] [0.000] [0.806] [0.000]
malel 0.4049845*** 0.1628935*** 0.4053796*** 0.1629428***
[0.000] [0.002] [0.000] [0.002]
educ2 -0.2442469 0.5018916 -0.2354872 0.5028281
[0.405] [0.118] [0.422] [0.117]
educ3 -0.1028757 0.2401515 -0.0904235 0.2412234
[0.700] [0.432] [0.735] [0.430]
educd -0.1111432 0.6298659** -0.0869508 0.6317858**
[0.678] [0.039] [0.746] [0.038]
educ5 -0.1333525 0.598483* -0.1120988 0.6001634*
[0.632] [0.055] [0.688] [0.054]
educ6 -0.1130776 0.8263117*** -0.0802286 0.8286518***
[0.676] [0.007] [0.767] [0.007]
educ?7 -0.1945108 0.7517157** -0.1665005 0.7535996**
[0.484] [0.016] [0.550] [0.015]
educ8 -0.0311849 1.065274%*** 0.0007392 1.067482%**
[0.927] [0.002] [0.998] [0.002]
educ9 -0.0254189 0.669464* -0.0017392 0.6708895*
[0.940] [0.067] [0.996] [0.067]
inc2 0.0046561 -0.0466919 0.0066292 -0.0466309
[0.987] [0.851] [0.981] [0.851]
inc3 -0.1327661 0.3883384 -0.1625512 0.3858378
[0.655] [0.113] [0.585] [0.115]
incd -0.1175191 0.1296273 -0.1334688 0.1287454
[0.660] [0.582] [0.618] [0.585]
inc5 -0.3102425 0.2848136 -0.3246134 0.2838351
[0.266] [0.215] [0.245] [0.216]
incé 0.0810844 0.2847508 0.0642178 0.283833
[0.730] [0.167] [0.785] [0.169]
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inc7 0.1235605 0.2581087 0.1061169 0.256878
[0.587] [0.199] [0.641] [0.202]
inc8 0.0361573 0.0710997 0.0255471 0.0705763
[0.873] [0.723] [0.910] [0.725]
inc9 -0.1230039 0.192723 -0.1356664 0.1922487
[0.587] [0.325] [0.549] [0.327]
incl10 0.0304495 0.2415132 0.0218953 0.2412783
[0.890] [0.209] [0.921] [0.210]
incll 0.1507545 0.3481389* 0.1474419 0.3479381*
[0.476] [0.060] [0.486] [0.060]
incl2 0.0507012 0.2286244 0.046236 0.2283401
[0.815] [0.229] [0.831] [0.230]
incl3 0.0948956 0.2487476 0.0924227 0.2484639
[0.656] [0.182] [0.664] [0.182]
inc14 0.1035862 0.2753395 0.1020236 0.2752423
[0.649] [0.166] [0.654] [0.166]
incl5 0.4016568* 0.5000968** 0.4049695* 0.5004819**
[0.078] [0.013] [0.076] [0.013]
incl6 0.0883189 0.41867** 0.0984163 0.4194905**
[0.703] [0.037] [0.671] [0.037]
incl7 -0.1208997 0.1554056 -0.1071008 0.1563257
[0.650] [0.494] [0.688] [0.492]
incl18 0.0017687 0.2905067 0.0157919 0.2915958
[0.995] [0.273] [0.960] [0.271]
inc19 0.3780689 0.6074255** 0.3918034 0.6086095**
[0.178] [0.014] [0.163] [0.013]
ethnic2 -1.434537%** 1.029921 *** -1.41429*** 1.031285***
[0.000] [0.000] [0.000] [0.000]
ethnic3 -1.20583*** -0.3803483** -1.199309*** -0.3798852**
[0.000] [0.019] [0.000] [0.019]
ethnic4 -0.9047519***  -0.2586076** -0.8856702***  -0.2573201**
[0.000] [0.012] [0.000] [0.013]
ethnic5 -0.2356955 0.122028 -0.2256224 0.1227191
[0.235] [0.487] [0.256] [0.485]
m.areal -0.2234306%** -0.0154965
[0.007] [0.854]
Number of obs 8627 8627
Prob>chi2 0.0000 0.0000
Pseudo R2 0.0534 0.0538

P-values are indicated in brackets below everyfiobexft.

*Significant at 10%
**Significant at 5%
***Significant at 1%.

The analysis of the demographics specificatindicates that demographic
characteristics indeed have an effect on the pibtyalof preferring a specific
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candidate over the other. Nevertheless, these mxfoley variables are not the only
ones that affect candidate preferences, as voghg\wor can be influenced by several
sources other than demographics, such as campa@rtse advertisements, media
coverage of candidate debates, candidate poldagahdas and so on.

6. CONCLUSION

In this study we have tried to examine whetther momentum effects found by
Knight and Schiff (2010) in the 2004 Democraticnpairy appear also in the 2008
Democratic primary. We have adopted the theorefreahework for social learning
the aforementioned authors developed in their paped we adjusted their
econometric model to fit our sample in order toreate four key social learning
parameters with a two-step estimation approach.

The results of the baseline specification gsgthat there was no social learning in
the 2008 Democratic primary. Specifically, the medrhe initial prior estimated in
the first step indicates that Clinton was favoredroObama and Edwards in the pre-
primary season. Then, although she underperformedbwa while Obama and
Edwards outperformed, late voters did not updade fhreferences appropriately, and
Obama did not enjoy momentum effects in the prinsegson we focused on. The
small estimate of the variance in the initial priso indicates that voters were
unresponsive to the release of voting returns.

The results regarding social learning were aléred when we relaxed the
assumption of unobserved preferences in the distapecification. We estimated the
baseline model including a distance measure thptumes a potential observed
component of preferences. The results showed hauiri case distance did not have a
significant effect on estimated preferences. Thuss,cannot conclude that distance
captures an observed part of preferences.

Despite the social learning analysis that tismain goal of our study, we also
developed an additional specification regarding esasources of voting behavior
related to demographics. The results indicate deatographic characteristics such as
age, gender, level of education, level of income aegion of residence have
significant effects on the probability to chooseozay candidates.

As a final remark, we would like to highligtitat there is ample room for further
investigation of our analysis in many direction®. @e more specific, one extension
would be to develop a model of social learning thbws entry and exit of
candidate¥’. This way, we would be able to include more pesiad our sample
allowing some candidates that were viable in thgirbeng of the primary season to
withdraw later. For instance, this could be appliedur baseline specification, where

% This extension was proposed by Knight and Schiff (2010). However, we found it instructive to
mention it here as it would apply in our case.
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we would be able to include Super Tuesday in ounpéa as well, even though
Edwards withdrew from the race just before Superstiay. Another extension of our
study would be to include a time trend in the baseiodel, like Knight and Schiff
(2010) did in their paper. This extension wouldarelthe assumption that voter
preferences are time independent and would alltewaters to incorporate this trend
into their expectations. Finally, an extension rdgay our additional specification
would be to include media in the model and see ndreind how media coverage and
advertising affect candidate preferences.
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APPENDIX

TABLE 4A
Candidate Preference on Demographic Characteristics

Multinomial Logit Model - Base Specification

Edwards Obama
Coefficient/ [p-values] standard z Coefficient/[p-values] standard z

error value error value

(1) (2) (3) (4) (5) (6)

constant -0.9162977%*** 0.3335112 -2.75 -0.9990069*** -0.9990069 -2.86
[0.006] [0.004]

age 0.0004052 0.0019878 0.20 -0.0142715*** 0.0018195 -7.84
[0.838] [0.000]

malel 0.4049845*** 0.0588963 6.88 0.1628935*** 0.0537844 3.03
[0.000] [0.002]

educ2 -0.2442469 0.2931524 -0.83 0.5018916 0.3207005 1.56
[0.405] [0.118]

educ3 -0.1028757 0.2666214 -0.39 0.2401515 0.3053167 0.79
[0.700] [0.432]

educd -0.1111432 0.2681155 -0.41 0.6298659** 0.3045723 2.07
[0.678] [0.039]

educ5 -0.1333525 0.2784416 -0.48 0.598483* 0.3113488 1.92
[0.632] [0.055]

educb6 -0.1130776 0.2705933 -0.42 0.8263117*** 0.3058466 2.70
[0.676] [0.007]

educ? -0.1945108 0.2780086 -0.70 0.7517157** 0.3108206 2.42
[0.484] [0.016]

educ8 -0.0311849 0.3389685 -0.09 1.065274*** 0.3509158 3.04
[0.927] [0.002]

educ9 -0.0254189 0.3382269 -0.08 0.669464* 0.3656994 1.83
[0.940] [0.067]

inc2 0.0046561 0.2827279 0.02 -0.0466919 0.2484564 -0.19
[0.987] [0.851]

inc3 -0.1327661 0.2975582 -0.45 0.3883384 0.2448025 1.59
[0.655] [0.113]

inc4 -0.1175191 0.2674377 -0.44 0.1296273 0.2355208 0.55
[0.660] [0.582]

inc5 -0.3102425 0.2788567 -1.11 0.2848136 0.2294884 1.24
[0.266] [0.215]

incé 0.0810844 0.2349034 0.35 0.2847508 0.2062536 1.38
[0.730] [0.167]

inc7 0.1235605 0.2275157 0.54 0.2581087 0.2011134 1.28
[0.587] [0.199]

inc8 0.0361573 0.2264852 0.16 0.0710997 0.2004953 0.35
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[0.873] [0.723]
inc9 -0.1230039 0.2264069 -0.54 0.192723 0.1959719 0.98
[0.587] [0.325]
inc10 0.0304495 0.2200042 0.14 0.2415132 0.1924208 1.26
[0.890] [0.209]
incll 0.1507545 0.2116629 0.71 0.3481389* 0.1848167 1.88
[0.476] [0.060]
incl2 0.0507012 0.2165851 0.23 0.2286244 0.1901745 1.20
[0.815] [0.229]
incl3 0.0948956 0.2127488 0.45 0.2487476 0.1862903 1.34
[0.656] [0.182]
incl4 0.1035862 0.2277966 0.45 0.2753395 0.1986035 1.39
[0.649] [0.166]
incl5 0.4016568* 0.2280749 1.76 0.5000968** 0.2010978 2.49
[0.078] [0.013]
incl6 0.0883189 0.2314464 0.38 0.41867** 0.2006981 2.09
[0.703] [0.037]
incl?7 -0.1208997 0.2662603 -0.45 0.1554056 0.2273659 0.68
[0.650] [0.494]
incl8 0.0017687 0.3119672 0.01 0.2905067 0.2647747 1.10
[0.995] [0.273]
incl19 0.3780689 0.2810042 1.35 0.6074255** 0.2461913 2.47
[0.178] [0.014]
ethnic2 -1.434537%** 0.1400094 - 1.029921*** 0.066223 15.55
10.25
[0.000] [0.000]
ethnic3 -1.20583*** 0.2375407 -5.08 -0.3803483** 0.1616395 -2.35
[0.000] [0.019]
ethnic4 -0.9047519%** 0.1340831 -6.75 -0.2586076** 0.1029607 -2.51
[0.000] [0.012]
ethnic5 -0.2356955 0.198341 -1.19 0.122028 0.1755003 0.70
[0.235] [0.487]
Number of 8627
obs
LR chi2 (64) 937.99
Prob>chi2 0.0000
Pseudo R2 0.0534
Log likelihood -8316.5453
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Multinomial Logit Model - Extended Specification (incl. Met. Area)

TABLE 4B
Candidate Preference on Demographic Characteristics

Edwards Obama
Coefficient/ [p-values] standard error z Coefficient/[p-values] standard error z
value value
(1) (2) (3) (4) (5) (6)

constant -0.7482644** 0.3396671 -2.20 -0.988078*** 0.355738 -2.78
[0.028] [0.005]

age 0.0004886 0.0019907 0.25 -0.0142525*** 0.0018189 -7.84
[0.806] [0.000]

malel 0.4053796*** 0.0589356 6.88 0.1629428*** 0.0537829 3.03
[0.000] [0.002]

educ2 -0.2354872 0.2934135 -0.80 0.5028281 0.3207064 1.57
[0.422] [0.117]

educ3 -0.0904235 0.2669177 -0.34 0.2412234 0.3053448 0.79
[0.735] [0.430]

educ4d -0.0869508 0.2685214 -0.32 0.6317858** 0.3046665 2.07
[0.746] [0.038]

educb5 -0.1120988 0.2788045 -0.40 0.6001634* 0.3114147 1.93
[0.688] [0.054]

educé6 -0.0802286 0.271127 -0.30 0.8286518*** 0.3060276 2.71
[0.767] [0.007]

educ? -0.1665005 0.2784409 -0.60 0.7535996** 0.3109448 2.42
[0.550] [0.015]

educ8 0.0007392 0.3394182 0.00 1.067482%** 0.3510716 3.04
[0.998] [0.002]

educ9 -0.0017392 0.3386168 -0.01 0.6708895* 0.3657997 1.83
[0.996] [0.067]

inc2 0.0066292 0.2828053 0.02 -0.0466309 0.2484533 -0.19
[0.981] [0.851]

inc3 -0.1625512 0.2978764 -0.55 0.3858378 0.2449333 1.58
[0.585] [0.115]

inc4 -0.1334688 0.2676826 -0.50 0.1287454 0.2355746 0.55
[0.618] [0.585]

inc5 -0.3246134 0.2790168 -1.16 0.2838351 0.229521 1.24
[0.245] [0.216]

incé 0.0642178 0.2350575 0.27 0.283833 0.2063387 1.38
[0.785] [0.169]

inc7 0.1061169 0.2277092 0.47 0.256878 0.201199 1.28
[0.641] [0.202]

inc8 0.0255471 0.226634 0.11 0.0705763 0.2005315 0.35
[0.910] [0.725]

inc9 -0.1356664 0.2265605 -0.60 0.1922487 0.1960149 0.98
[0.549] [0.327]

inc10 0.0218953 0.2201222 0.10 0.2412783 0.1924402 1.25
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[0.921] [0.210]
incll 0.1474419 0.2117434 0.70 0.3479381* 0.1848228 1.88
[0.486] [0.060]
incl12 0.046236 0.2166819 0.21 0.2283401 0.1901792 1.20
[0.831] [0.230]
incl3 0.0924227 0.2128304 0.43 0.2484639 0.186296 1.33
[0.664] [0.182]
incl4 0.1020236 0.2278751 0.45 0.2752423 0.1986053 1.39
[0.654] [0.166]
incl5 0.4049695* 0.2281761 1.77 0.5004819** 0.2011036 2.49
[0.076] [0.013]
incl6 0.0984163 0.231552 0.43 0.4194905** 0.2007232 2.09
[0.671] [0.037]
incl7 -0.1071008 0.2663607 -0.40 0.1563257 0.2274072 0.69
[0.688] [0.492]
incl8 0.0157919 0.3120963 0.05 0.2915958 0.2648215 1.10
[0.960] [0.271]
incl9 0.3918034 0.2811269 1.39 0.6086095** 0.2462397 2.47
[0.163] [0.013]
ethnic2 -1.41429*** 0.1402342 -10.1 1.031285*** 0.0665808 15.49
[0.000] [0.000]
ethnic3 -1.199309%*** 0.237603 -5.05 -0.3798852** 0.16167 -2.35
[0.000] [0.019]
ethnic4 -0.8856702*** 0.1342813 -6.60 -0.2573201** 0.1031492 -2.49
[0.000] [0.013]
ethnic5 -0.2256224 0.1984663 -1.14 0.1227191 0.1755531 0.70
[0.256] [0.485]
m.areal -0.2234306*** 0.0833648 -2.68 -0.0154965 0.0841303 -0.18
[0.007] [0.854]
Number of obs 8627
LR chi2 (66) 945.44
Prob>chi2 0.0000
Pseudo R2 0.0538
Log likelihood -83.128.215
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TABLE 5
ELECTION DATES AND TIME PERIODS OF PRIMARY

5 Periods 4 Periods

State Period Date State Period Date

1A 1 3/1/2008 1A 1 3/1/2008
NH 2 8/1/2008 NH 2 8/1/2008
Mi 15/1/2008 Mmi 15/1/2008
NV 3 19/1/2008 NV 3 19/1/2008
SC 4 26/1/2008 SC 4 26/1/2008
FL 5 29/1/2008 FL 29/1/2008
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