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Abstract

This analysis investigates the relationship betweestitutional quality and measures of
macroeconomic volatility and economic performanesvious literature provides evidence that
there is a positive effect of institutional qualign economic growth, while higher levels of
institutional quality seem to decrease measuresamfroeconomic volatility. This paper performs a
panel data analysis to examine the impact of u&tital quality on economic growth and
macroeconomic volatility measured as inflation asl\as the GARCH variance of real GDP. The
Kaufmann World Governance Indicators (WGI) are usg@ proxy for institutional quality and the
sample includes 214 countries covering the yea86-P®12. It is shown that higher institutional
quality increases economic growth. In addition tatt there seems to be a significant negative
effect of institutional quality on macroeconomiclatdity, as measured by inflation in the panel
fixed effect least squares regression. On the apntinstitutional quality has no statistically
significant effect on output volatility in the imsmental variable regression for the full set of
countries. However, there seems to be a more gignifnegative effect of institutional quality on
output volatility in the panel least squares aslwasl the TSLS estimation of Latin American
countries as compared to the full sample.
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1. Introduction

In the last years, Latin American countries havenbplagued by high macroeconomic instability,
high levels of inflation and high income inequa&lgi Since the debt crisis in the 1980s, Latin
American policies were focused on increasing mamoemic stability: Reforms and outward-
looking development policies aimed at the attractaf FDI in order to increase growth and
development and to stabilize and lower high inflatand lessen the volatility of exchange rates
(Prufer and Tondl, 2008). With respect to the delstis, high levels of government spending were
an important source of macroeconomic instability,tlsat higher tax revenues would have been
needed, underlying the need for strong economicpatitical institutions, which can enforce the
collection of taxes (Franko, 2007). According tgerts, the levels of economic growth have been
low due to very slow growth rates in total factoogiuctivity. Sawyer (2010) claims that one of the
main reasons thereof is the weak institutional igguah the region. Thus economic and political
institution building is crucial for less developeaduntries in order to increase economic growth and
to foster political and macroeconomic stability.cAeding to Calderédn et al. (2012) most emerging
and developing countries have lower average leneisstitutional quality, compared to developed
countries. Acemoglue and Robinson (2012) state thahy countries are poor and stay poor
because of bad economic institutions and corruptigmnich have been taken over from colonial
systems in developing countries and which are dapted to the local conditions, often favoring a
small extractive elite. Hence economic institutitrave to respect norms, property rights and laws
in order to provide incentives to save, invest amtbvate, so that new technologies can be
developed, which have the potential to acceleraten@mic growth and prosperity. Next to
economic institutions, political institutions ensuthat citizens can influence politicians through
democracy, so that the public interest is respedtesv quality political institutions allow for
political violence and fail to provide public goodsd services, so that the positive externalities
thereof are lost.

In addition to that, institutional quality not onhffects economic growth, but also macroeconomic
volatility. Many experts claim that less developaalintries are also more volatile because of the
lack of strong institutions. Acemoglet al. (2003) find that countries which kept extractive
institutions from the time of colonialism are mdikely to experience high volatility and economic
crises. Furthermore, when controlling for instimal effects, they report only a small effect of
macroeconomic policies on volatility and crises.u3ht seems that weak institutions are the
underlying cause of volatility through differentero-and macroeconomic channels. In addition to
that, Calderdn et al. (2012) claim that countriéh wigh quality institutions are able to implement
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5| 1. Introduction

counter-cyclical monetary and social policies.

This study will test the impact of institutionalajity on macroeconomic volatility, as measured by
the level of inflation and output volatility. A pahdataset of 214 countries with yearly observation
between 1996 and 2012 is used, including the Kanfm&orld Governance Indicators as a proxy
for institutional quality. The effect of instituti@al quality on economic growth and macroeconomic
volatility is tested using the panel least squarsswell as a two-stage least squares estimation
method, which accounts for endogeneity of the tutinal quality index. The analysis contributes
to previous research conducted on the relationshiyween institutional quality and output volatility
by measuring output volatility as the GARCH variarseries of real GDP instead of the standard
deviation of real output. Furthermore, special rdgtte is drawn to the regression results of a
subsample of Latin American countries, which ammpared to the findings of OECD countries. It
is shown that there is a positive link betweenitasbnal quality and economic growth. In addition
to that, there seems to be a significant negatifexteof institutional quality on macroeconomic
volatility as measured by inflation in the panekfil effect least squares regression. On the cgntrar
institutional quality has no statistically signdiat effect on output volatility in the instrumental
variable regression for the full set of countriekwever, there seems to be a more significant
negative effect of institutional quality on outpudlatility in the panel least squares, as welltes t

TSLS estimation of Latin American countries as canag to the full sample.

The structure of this paper is as follows: In smttR, the theoretical framework and previous
literature on the importance of institutional qualare presented. The links between institutional
quality and economic performance as well as maomaunic volatility are examined in more
detail. After that, the methodology, main regressamd control variables used in the main analysis
are explained in section 3. The different measofesconomic performance and macroeconomic
volatility, as well as the different estimation imedls are introduced Section 4 presents empirical
test results and draws some attention to possdieygmplications as well as the limitations ofgh

analysis. Finally, the conclusions are presentestation 5.
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2. Literature Review

2.1 Definition and Importance of Institutional Ol

The last financial crisis has revealed the impaaof both economic and political factors, which
could render an economy less exposed and prongsascAs political and economic components,
institutions play a major role in economic devel@nt growth and performance. High institutional
guality can reduce the consequences of economitksheading to fluctuations by ensuring that
appropriate policy responses can be followed.

According to North (1994), institutions are theesilof the game which are “the humanly devised
constraints that structure economic, political aadial interactions”. Moreover, institutions suppor
social arrangements such as rule of law, propéghts, legal traditions, democratic accountability
of the governments and human rights (Easterly, RA@Stitutions therefore structure incentives in
human exchange and the society. As such, weaktutistial quality increases the cost and
uncertainty of foreign direct investments, whichnctake the form of corruption, political
instabilities or weak legal enforcements for ins@nThus, good institutions supporting a legal and
regulatory system with supervisory capacity arededein order to develop stock markets and
functioning money markets, which can link bankghte capital markets (Franko, 2007).

Given the importance and relevance of institutioreny researchers have investigated the impact
of institutions, their origins and determinants.t&minants of institutions are the endowments of
natural resources (Sokoloff and Engermann, 200@ecolonial origin (Hall and Jones, 1999). For
instance, the institutional quality seems to bduericed by the degree to which past colonial
powers invested in institution building, as meadul®yy the mortality of settlers (Acemoglu,
Johnson, Robinson, 2001).

Today most empirical research makes use of an indedable of institutional quality, which
combines all these previously mentioned indicatofee most commonly used index for
institutional quality is the Kaufmann World Govenaa Index (WGI), consisting of six indicators
of governance effectiveness. These are “Voice amcbéAntability, Political Stability and Lack of
Violence, Government Effectiveness, Regulatory @y&aRule of Law and Control of Corruption”
(Kaufmannet al, 2010). The database contains information onipwgavernance in 178 countries
for the years 1996 until 2012. Originally, this éxdwas used to establish the effect of institutions
on FDI, so that this index is extended with morerganic and political variables, in order to serve
the analysis of institutions and economic volatilithe effect of some of these indicators will be

examined in more detail below.
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7| 2. Literature Review

Most research has focused on the effect of ingiitat quality on economic growth. However,
several economists suggest that unfavorable gelogiaghe main cause of variations in economic
development and one of the key obstacles for megtldping countries preventing them to enjoy
the full gains of agricultural productivity (SacidcArthur, 2001).

Unfavorable geography refers to tropical climatel dmgh disease environments, which have a
direct negative effect on technology, as definedagscultural production and technologies of
human health () Thus, geography-dependent variables, such aif¢hexpectancy at birth or
malaria occurrences, lead to low agricultural paihity and low levels of production, which result
in low levels of GNP per capita (2) (Sachs and MbAr, 2001; Gallup, Sachs and Mellinger,
1999). In addition to that, unfavorable geograptan also refer to high endowments of
nonrenewable natural resources, which can leadpdad-intensive allocations of resources rather
than investments in human capital or productive legmpent, thereby hindering the development of
institutions and economic growth (Gallup, Sachs lslietlinger, 1999).

Hence, physical geography has a direct effect @am@mic development via productio(l), (2)

and institutions[(3), (4), therefore leading some economists to suggest vilealk historically
determined institutions are the underlying reason differences in economic development (4).
Acemoglu, Johnson and Robinson (2001) find a $i@dily significant link between the average
growth rate between 1970 and 1997 and institutims$rumented by log of settler mortality, so that
countries with better historically determined ingibns seem to grow faster. Nevertheless the

results of this analysis are limited given the drsample of past colonies.

In addition to that, institutions are directly affed by geography and technology in the following
ways: adverse geography and high disease envirdsroan lead to state predation and destructive
institutions (3) which result in low levels of eamic development (4) (Acemoglu, Johnson,
Robinson, 2001). Furthermore, studies suggestttieatistance from the equator is a good proxy
for the relative infiltration of European economiitstitutions, so that the effect of latitude on

development is influenced by European institutifiall and Jones, 1999).
However, geography also has an indirect effechetitutions through technology (5):

As seen before adverse geography leads to low wdignial productivity and low levels of
production. In addition to that, Sokoloff and Engan (2000) claim that the sub-tropical climate
and good soils in North and South America resulteidcreased production of crops in plantations

where slaves were employed. At competitive inteomall prices labor was moved to where they

! The numbers in brackets refer to the numberederées in Figure 1.
7|Page
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were most productive, so that slaves could be foaradl colonies of major European powers. Due
to early specialization in production of these sragnd technological progress, the colonial
economies became dominated by the plantation ptioducand slaves, causing extreme
distributional inequalities in human capital andaltle. These inequalities led to the development of
institutions and legal frameworks that favored dnedites with great political influence which
restrict the opportunities for the rest of the sbc(Sokoloff and Engerman, 2000).

In addition to the effects of geography, technolagy institutions on economic development, there
is also a reverse causality from economic developn@ technology: Low levels of economic
development lead to low levels of innovation arahstechnological progress resulting in a reduced
rate of endogenous growth (6) (Sachs and McAr2ae0).

Figure 1: The Determinants and Linkages of Ingtitutions (Source: Sachs and McArthur 2000)
1) 2

Geography - Technology

4

Economit
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=
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Previous literature further states the ultimateedwinants of economic growth in developing
countries, such as policy, initial income, aid, blgo institutional distortions (Burnside and Daglla
1997). In the following, the effect of institutidnquality on economic growth and development,
macroeconomic stability and especially economiatiitly will be examined.
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9| 2. Literature Review

2.2 Institutional Quality and Economic Performance

2.2.1Link between Institutional Quality and Growth

According to the neoclassical growth model (Sold®56), countries with the same production
functions, savings rates, identical depreciatidesaand population growth will grow at the same
rate in the steady state, so that economic groativerges in the long-term. The reason for that is
that poor countries with lower initial income fategher growth rates than richer countries.
Nevertheless, this convergence hypothesis failsalme in reality, production functions differ
across countries due to differences in severabfactechnological progress, human capital, public
and social infrastructure, which includes instang and the rule of law. As such, the endogenous
growth theory claims, that economic growth is adagenous result of an economic system rather
than the result of external forces (Romer, 1994)ngequently, many economists suggest that
political and economic institutions which ensurevggmment protection of property rights and
human capital endowments are crucial for develomaogntries, because they tend to improve
economic performance, growth, the level of develepnand investment (North, 1981; Tornell and
Velasco, 1992Johnsoret al, 2000; Hall and Jones, 1999). Knack and Keef@8%) find strong
evidence for conditional convergence after theusicn of institutional quality to the regression of
growth on initial income and other control variableuch as primary and secondary school
enrollment, government consumption and incidenéessassinations and revolutions. Institutional
guality has been proxied by the International CourRisk Guide (ICRG) and Business
Environment Risk Intelligence (BERI). The coeffigteof initial income - indicating the degree of
conditional convergence - increases in economic satistical significance. This means that the
negative coefficient of initial economic growth, a®ll as the corresponding t-statistics, become
more negative after the inclusion of institutiorgplality. Thus, an increase in initial income is

associated with a lower growth rateteris paribusso that the degree of convergence increases.

Moreover, according to growth empirics, half of tress-section variation in growth rates can be
explained by human capital, investment as a siHa@D®, initial level of GDP and the average rate
of population growth per year, whereas the remaginiariance is mainly due to institutional and

political features as well as indicators of ecormpulicy (Burda, Wyplosz, 2009).

According to Andres Velasco and Mario Gutierreze tomplementary effect of institutional quality
and technological progress are the main reasonthévwery low growth in productivity in Latin

America. Institutional quality is thus the key gietor for growth by providing incentives to invest
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10| 2. Literature Review

in technology (Franko, 2007). Hence improving ingibnal quality is especially important for
developing countries in order to increase the gnowt total factor productivity, which can
accelerate sustainable economic growth. It seeo@atrto study the effect of institutional quality
and its determinants in order to improve both thhecation of public goods and the efficiency of

decisions on economic policy.

Property Rights and the Rule of Law
As such, a broad range of literature presentsetlevance of high-quality institutions which enforce
property rights and the rule of law for sustainadé@nomic growth and development (Acemoglu,
Johnson, Robinson, 2001; Hall and Jones, 1999; IKaad Keefer, 1995).

Property rights are clearly defined rights of ownership, which are resigd by others and
systematically enforced by the stat@urda, Wyplosz, 2009). The rule of law relies tme
separation of powers and rules-based governancetates that the government, its officials and
agents have to be accountable under the law. Fartre, the law has to be clear, stable and just, so
that the enforcement of the laws and contractsbeaaccessible, efficient and fair. Access to legal
institutions has to be provided to all citizens.aAsesult, secure property rights and good rulewf
increase the incentive to innovate and invest yspal as well as human capital, which leads to a
more efficient allocation of resources and a higlesel of income (Dollar and Kraay 2003;
Kaufmann, Kraay and Zoido-Lobaton, 1999). Thus,ecnsed property rights combined with
inefficient public investments or bad economic ppldecisions, result in a lower initial steady stat
level of income (Knack and Keefer, 1995; Barro é®ala-i-Martin, 1992). Knack and Keefer
(1995) estimate the impact of property rights amel tule of law on economic growth using the
ICRG and BERI as measures of institutional quality,order to evaluate the enforceability of

contracts, the rule of law and the risk of exprafioin.

Both institutions and the rule of law are essenpi@conditions for long-term economic growth
because they foster trust, investments and impdamocracies. Thus, there is a strong positive
correlation between the rule of law and growth (&dyg 1999): Low political corruption, low
probability of government refusal of contracts aexpropriation, as well as high quality of
bureaucracy and maintenance of law, result in eebenvironment for high economic growth and
higher government credibility (Knack and Keefer93® As such, the enforcement of contracts

increases the government effectiveness (Burda, #gpR009).
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Consequently, there is a significant effect ofitnibnal indicators not only on growth but also on
investments (Knack and Keefer, 1995; Clagtial., 1999). In their paper of 2002, the Dollar and
Kraay use a time-varying alternative for institatid quality, namely the contract-intensive money,
which is measured by one minus the ratio of curreinccirculation to the money supply, M2,
which is the relative use of currency to contrateinsive money. According to Clageteal. (1999),

this variable is a measure of good contract enfoesé and secure property rights, because
depending on the degree of contract enforcemeatdauntry the preferred choice of money used
might differ: In countries with unsecure contracdividuals commonly prefer currency, whereas in
countries with strong property rights and contexdorcements people invest their currency in bank
deposits and hold liquid assets through financisrmediaries. Thus, strong contract enforcements

and property rights imply a higher share of coritmatensive money.

Democracy
Moreover, there is a tendency that rich and wellettgped countries not only have secure property
rights and a strong rule of law, but they also témde democratic. In order to ensure political
stability, democratic institutions should give aceoto all people and include them in the policy
making process, so that higher levels of democtaaylead to higher growth rates as a result of
improved political and economic stability (Burda,yplbsz, 2009). As mentioned before,
democratic institutions appear to be correlatedh wiher factors of institutional quality, espegiall
with the rule of law, so that the institutional ¢jtyaindicator rule of law is especially importafar
economic growth (Dollar and Kraay, 2002). Politigainstable countries with market distortions,
more frequent riots and high corruption, tend tmgat a slower rate, most commonly measured by
political disturbances, as well as a black markehange rate premium (Knack and Keefer, 1995;
Dollar and Kraay, 2004).
Thus, there can be more economic instability duerdak institutions if small elites have only few
constraints, who may redistribute assets to tharaselollowing an increase in political power,
which can result in more turbulences and fights gower and control in institutionally weak
societies (Acemoglet al, 2003). Knack and Keefer (1995) find a higheeetffof property rights
on growth and investment than found in earlier igsidusing measures of political instability, such
as frequencies of revolutions and political assasgins, as measures of institutional performance

(see Barro, 1991). These results remain robust @éeinclusion of economic policy.
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12 | 2. Literature Review

Institutional quality, Foreign Aid and Economic Grth
Similarly, institutional quality seems to play angortant role in the effectiveness of foreign aid
with respect to economic growth. Foreign aid, reegiby countries with better institutions, leads to
higher economic growth. Burnside and Dollar (198/@m that foreign aid has a positive effect on
economic growth in developing countries, but onlyew combined with good fiscal, monetary and
trade policies. The good policy index used includedget surplus relative to GDP, In(1+inflation
rate), the Sachs-Warner trade openness dummy, ck Int@rket premium, financial depth, as
measured by M2/GDP and a trade to GDP ratio. Adlshmeasures for sound macroeconomic
policies are positively correlated with economiowth. However, these findings have been
challenged by Easterly (2003) who claims that fymeaid is not more effective in countries with
good policies, given that the interaction term lewaid and policy is insignificant. In both studie
by Easterly (2003) and Burnside and Dollar (19%&}itutional quality has been measured by the
PRS Group's IRIS I11 dataset as described in KaadkKeefer (1995). It is based on 1982 values
of institutional quality and is therefore one oftlearliest measures available for institutional
quality.
Furthermore, with respect to the volatility of faye aid, there seems to be a negative effect of aid
volatility on growth, which is reduced given higtstitutional quality. Kathavate and Mallik (2012)
estimate this relationship with the Generalizediddds of Moments (GMM) approach.

2.2.2 Link between Institutional Quality and FDI

As a determinant of economic growth, further stadiave investigated the effect of institutional
guality on foreign direct investment (FDI): Alfaed al. (2008) find two main causes for the Lucas
Paradox, stating that less international capitaladty flows to less developed countries with highe
marginal returns to capital than predicted by teeatassical trade model, namely firstly, failures o
the international capital market and secondly,edéhces in the fundamentals of developing and
developed countries (Lucas, 1990). The latter seferweak institutional quality amongst others,
which hinders economic growth and attracts lessidor capital than the neoclassical trade model
would predict. Furthermore, Papaioannou (2008)sfiticht improving institutions has a significant
positive effect on international finance and intgronal lending, by investigating a time-varying
composite index for institutional quality in a fokeffects setting, in cross-section models as agll
the instrumental variable approach. Moreover, thaelysis examines the changes in lending in

response to institutional reforms.
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2.2.3 Link between Institutional Quality and Trade

With respect to the literature on internationaldéaseveral economists report a tendency that

countries with better institutional quality tradem and have higher growth rates.

Dollar and Kraay (2003g¢xamine the importance of trade and institutionalidy on the log-level

of per capita GDP in cross-country regressions/eninstrumenting trade and institutional quality.
The authors instrument institutional quality byngsihe index of rule of law from the Kaufmann
World Governance indicators. This index will alse bsed in the following analysis. However,
there is a very high correlation between trade iastitutional quality, so that the partial effedt o
both variables on growth is difficult to distinghisuggesting a joint effect of institutions andlga

on growth in the long run. Investigating changesiécadal growth rates due to changes in trade
and institutional quality shows evidence that trads a strong effect on growth, especially in the

short-run, whereas changes in institutional qudléye a smaller effect on growth.

In their paper of 2004, Dollar and Kraay extend #émalysis using additional variables from the
International Country Risk Guide (ICRG), the Fremdélouse index, an indicator for violent
conflicts and contract-intensive money as an imsént for institutional quality, as described earlie
Nevertheless, the analysis concludes that thesmriwf additional variables in order to accoumt fo
the possible omitted variable bias in the measun¢roé institutional quality does not seem to
explain the partial correlation between growth aratle. Dollar and Kraay (2004) report only a
weak link between changes in the measurement tifuitisnal quality and changes in growth, since

the institutional quality variable is positive bosignificant

In contrast to that, Rodrik (2000)aims that the apparent effect of trade on ecooa@rowth
stems from institutional quality, which makes caie® more attractive trading partners through the
effect of decreased corruption and improvementhénrule of law for instance. The main reason
for that is the fact that trade reforms tend to paty change relative prices, but also alter
institutional reforms, so that they result in chesgn policy and behavioral parameters. Hence,
trade reforms should increase institutional quailitythe domestic economy, which can lead to
higher economic benefits compared to a free traggme, as suggested by Rodrik (2000). Thus
trade openness requires better governance andctéesgption (Rodrik, 2007). In order for an
economy to reach financial depth, an open captabant and good regulation and supervision are
necessary (Rodrik, 2007). Additionally, Klein (20Q&ovides evidence for a non-monotonic link
between the responsiveness of growth to capitabuadcliberalization and institutional quality.

Good institutions seem to lead to a significane&ffof capital account openness on economic
13|Page
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growth. In theory, capital account liberalizatiohoas for more efficient global allocation of
capital, from capital abundant countries to capsirce countries. This ensures capital account
liberalizations demanding a higher degree of fim@nategration with the global economy through
increased capital in- and outflows. However, thégea significant pro-cyclical element to
international capital market access in countrieg #xperienced a decrease in both income and

consumption during the financial crisis.

All in all, it becomes clear that weak institutiondnich allow for corruption, unsecured property

rights, weak policies concerning the enforcementhefrule of law, low bureaucratic quality and

weak governance have negative implications on drpwivestment and trade and tend to make
foreign aid ineffective.

Consequently, it seems that institutions play aomajle in increasing economic performance and

providing the ground for economic stability.

2.3 Institutional Quality and Economic Volatility

2.3.1 Definition of Economic Volatility

As seen before, institutional quality impacts salemeasures of economic performance.
Furthermore, it also influences the economic Vit economies. This analysis will focus on the
macroeconomic aspects of economic volatility, whieim be measured in different ways: Several
studies measure macroeconomic volatility by higrele of inflation (Dollar and Kraay, 2004). In

addition, macroeconomic volatility can also be elaégrized by variations in output and interest

rates as measured by the corresponding standaiatidas.
2.3.2Link Policy and Volatility

Advanced economies have implemented fiscal and tapnenstitutions in order to execute a
stabilizing function. Most importantly, a lender lafst resort, which is mostly the central bank,
protects the economy from self-fulfilling bankingses. Following external shocks to demand for
domestic goods or to productivity, the central bams at stabilizing output and inflation. A
positive external demand shock leads to an incréaseutput and a real appreciation of the
exchange rate. This is because higher demand foeskic goods increases the opportunity cost of
leisure, so that labor supply increases. Nevertlselthe real value of debt in terms of foreign

currency decreases as a result of the real appoegiavhich has a positive effect on consumption
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and a reverse effect on the labor supply. Howeyigen low institutional quality, a country is less
attractive to receive loans, so that a lower deltetnsumption ratio can be observed in the steady
state, causing the real value of debt to be lesgoresive to the real appreciation. Thus the real
appreciation results in an increase of the labpplyuand lower wages (Duncan, 2013). The central
bank cuts the interest rates in order to stabiligtion, so that there is a negative correlation
between output gap and interest rates (procycli€aljthermore, some developing countries might
not adopt counter-cyclical policies due to the feafloating: in order to prevent capital outflows
during recessions, central banks prefer to incredseest rates to control the effect on the exghan

rate rather than letting the currency float fre@alvo, Reinhart, 2000).

Fiscal and monetary institutions in Latin Americaesy to have increased macroeconomic
instability in the past instead of stabilizing fir@dal markets and business-cycle fluctuations,
because pro-cyclical rather than anti-cyclical ges have been followed (Rodrik, 2000his is in
line with a central bank that tries to stabilizéldtion and output gap fluctuations simultaneously
(Duncan, 2013).

The intuition behind this finding can be explaingdthe simple Taylor rule, where the interest rate
is a function of the output gap and inflatidp=a + (Y, —Y) + y(n, — "), wherei, is the
target short term nominal interest raig, stands for the logarithm of real GDP andis the
logarithm of potential output, also referred tofals employment. Furthermore, refers to the rate
of inflation andr, * to the desired rate of inflation (Romer, 2012).

Then a counter-cyclical policy is reflected by piesi values forp: tight monetary policy is
necessary when output exceeds its potential. Couptdical policies are also referred to as a
strategy called “leaning against the wind”. In cadeoo much expansion, that is, when output
exceeds its potential, the central bank leans ag#ie wind by increasing the interest rate smas t
slow down the economy. This results in a reductdnconsumption, investments and money
demand, so that output is brought back to its dddevel.

Besides, emerging economies are often also chamedeby high volatility in output and interest
rates. According to Duncan (2013) this can alsthbaesult of pro- or a-cyclical monetary policies,
which are more likely given low institutional quslias measured by the probability for foreign
investors of incurring a loss in output, which d&ges the economic value of the external
liabilities. Kaminskyet al. (2004) provide empirical evidence that emergingk®egaeconomies tend

to be pro-cyclical using a sample of 104 counttiesng the years 1960-2003.
Especially fiscal policy seems to play an importatdabilizing role (Fatds and Mihov, 2013).
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However, if fiscal policy is used too often, it ceasult in higher volatility and lower growth. This
finding is also robust to the inclusion of contvakriables such as institutional quality.

Fatas and Mihov (2013) use both panel and instrteheariable estimations in order to estimate
policy volatility as measured by the variance ddinfpes in government consumption.

Moreover, further research has focused on theletlween economic instability and political crises
and state failures in order to study the impactnstitutions and volatility. Estimating a 5-year
unbalanced panel model, Acemogitial, (2003) use a dummy for state failure, which seém
significantly cause macroeconomic volatility as swad by the standard deviation of the growth
rate of real GNP per capita as well as the woigp din GNP per capita. Nevertheless there is only a
small reduction in the coefficient of initial in&ttions in the regression regarding state failuses,
that there seem to be more important factors tifltence the volatility of real GNP per capita. The
authors therefore propose that further researaigusiore detailed measures of political crisis is
needed to examine to what extent political crises be the main mediating channel between
institutions and macroeconomic volatility.

Given the possible link between political crisisdawolatility, it seems that democracy has a
negative impact on volatilitivlobarak (2005) finds a robust link between demogcet economic
volatility. Furthermore Cavallo (2010) suggests, that strengthening dertiociiastitutions can
eliminate the negative effects of financial crisisaddition to that, Klomp and de Haan (2009) pres
dynamic panel model which suggests that democranydecrease output volatility, as measured by the
relative standard deviation of GDP per capita ghovetes. This is defined as the standard deviation
relative to the absolute mean growth rate and adsoior differences in growth rates. Also, certain

factors of policy-uncertainty and political insthilyiincrease output volatility.

2.3.3 Importance of Ingtitutional Quality

With regard to the findings thus far, institutiornlality appears to influence economic performance
as well as macroeconomic stability.

In countries with strong institutions, central banmkact better to external demand shocks and can
stabilize output and inflation more easily. Furthere, high institutional quality enables countries
to apply counter-cyclical monetary and fiscal petsc

Calderdnet al. (2012) conduct GMM fixed effect estimations withsirumental variables for
macroeconomic variables as well as institutionahligpn on a dynamic panel data set of 115

countries. The authors claim that countries witlghhilow) institutional quality are able to
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implement counter-(pro-) cyclical monetary and abgiolicies, which are reflected in a positive
correlation between the output gap, the measuréudsmness cycle movements, and interest rates.
Thus, there is a negative association betweertutistial quality and macroeconomic volatility in
output and interest rates as measured by theidatdrdeviations (Duncan, 2013). This means that
countries with strong institutions will follow cbntractionary policies during booms and
expansionary policies during recessib8alderonet al, 2012). The authors furthermore state that
similar levels of institutional quality are needi&dorder to conduct counter-cyclical monetary or
fiscal policies. Calderodet al. (2012) find that, on the one hand, 29 out of th® @ountries have
high levels of institutional quality, exceeding fareshold value at which monetary policy is a-
cyclical, so that these countries conduct counyetical monetary policies. All of these countries
are OECD or advanced small open economies. On ttier dhand, 27 countries have levels of
institutional quality below the threshold value.eBle countries are low-income countries from Asia
and Sub-Saharan Africa, as well as middle-incomentges from Latin America for instance.
However, only the average values of institutionablgy of the years 1984-2008 have been
considered in the analysis, so that these resuvitdikely to underestimate the current level of
institutional quality of countries that remarkaligproved their level of institutional quality, such

as Chile, Peru, the Philippines or Poland.

A financial crisis tends to expose infrastructwalaknesses in institutions (Buchareral. 2011).
However Latin America seems to have been resitieihe last financial crisis and less exposed to
external shocks, given a successful system oftiofiaargeting, post debt crisis liquidity buffers
that were created after the debt crisis and stfendamental¢Montoro, Rojas-Suarez, 2012).
Hence, studying the link between institutional dyahnd macroeconomic volatility seems to be
especially important for developing countries, whtend to be more volatile and prone to crises.
This is because countries with low institutionalliy have less ability to deal with economic
shocks (Rodrik, 1999). Thus, many emerging countoigen to international capital flows were hit
more severely by crises during the end of the 1@R@sto weak financial and political institutions
(Johnsonret al, 2000). In contrast to that, Acemogt al (2003) argue that institutionally weak
societies are not necessarily more prone to cdsesg times of world economic slowdowns, but
rather more unable to deal with the political ambremic problems that cause their economic
instability, so that societies with weak institutsoslow down more than others during times of
world economic slowdowns.

Acemogly et al. (2003) argue that there is a strong and robustioakhip between initial
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institutions, volatility and the severity of econ@mcrises. Countries with weak historically
determined institutions, as instrumented by the tatity rates of past colonists, face higher
volatility, as measured by standard deviation afgapita output growth. Using the two-stage least
squares approach, the authors find a causal efeastitutional differences on volatility, givehdt

the settlers’ mortality as an instrument for ingtdnal quality is valid. They find that countritsat
kept extractive institutions from the time of caklism are more likely to experience high volagilit
and economic crises, indicated by the largest drautput. The log of initial income per capita has
been added as a control variable, in order to adcfur the fact that poor countries are affected
more by volatility (Acemogluet al, 2003; Barro, 1991). As a consequence, distatiyn
macroeconomic policies do not seem to cause ecanwvafatility, but should rather be seen as
consequences of weak institutional quality. Howev@alderdn et al. (2012) show that
macroeconomic policies in countries with high ingtonal quality are very important in order to
stabilize business-cycle fluctuations.

Investigating different determinants of macroecoimovolatility measured as the standard deviation
of GDP per capita growth between 1970 and 1997 Aghmet al (2003) conclude that factors
such as property rights protection, the rule of Evd constraints on elites and politicians are the
most important factors influencing volatility andomomic performance. However, controlling for
institutional factors, only a small effect of magconomic policies on volatility and crises can be
observed. Thus, it seems that weak institutions thee underlying cause of macroeconomic
volatility and economic instability through severalcro-and macroeconomic channels. As such,
weaker institutions are associated with severalr pe@croeconomic outcomes: Overvalued
exchange rates, which often lead to economic criagher inflation rates, as measured by the log
of average rate of inflation, indicating poor econo performance, greater volatility and more
severe crises. Furthermore high government spendirgg source of instability, as measured by
government consumption to GDP ratio. Open econoneied to have bigger governments given
high volatility in the terms of trade, domestic @émee and consumption, because the high volatility
increases the demand for social insurance (Rod8R8). With respect to these macroeconomic
variables, exchange rate overvaluation is the ordgroeconomic variable, which plays a mediating
role on the effect of institutions on volatilityetause exchange rate overvaluation is mostly
correlated with volatility (Acemoglet al, 2003).

In addition to that Barseghyan and DiCecio (2008yestigate the institutional causes of
macroeconomic volatility. With respect to macroemoit volatility, the authors instrument

institutional quality for barriers to entry anddithat a one standard deviation increase in thg ent
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costs can lead to a 40% increase in the standasidtib® of output growth. In contrast to that,
property rights do not seem to have a significéfiecé on volatility.

Similarly, Abdessatar and Rachida (2013) investigate theioakitip between institutional quality
and financial instability, using a financial strésdex. The authors also make use of the governance
indicators developed by Kaufmaen al. (2012). They claim that high institutional qualgpables
emerging countries to stabilize financial markaising a panel of 21 developing countries.
Furthermore, a significant effect of political st government effectiveness and the rule of law
on the index of financial stress have been reported addition to institutional quality,

macroeconomic fundamentals and contagion alsoeinfla the level of financial stress.

2.4 Link Previous Research and Empirical Analysis
As the review of scientific research literature Is®wn, it seems very important to extend the

research on the impact of institutional qualitymacroeconomic volatility.

With respect to emerging countries it is especiaiportant to study the link between institutional
guality and economic volatility in order for them e able to manage economic shocks and crises,
such as the latest global financial crisis, moreceasfully. With respect to the predictions from

previous research, the following two hypothesid bé tested:

1. Ho: Thereisa positive effect of institutional quality on economic growth.
2. Ho: Thereisa negative effect of institutional quality on macroeconomic volatility.

The following analysis will provide an extensiongrevious literature in several ways, in order to
investigate the relationship between institutiaality and macroeconomic volatility.

Firstly, the analysis will make use of a broaderasugement of institutional quality using the

Kaufmann Index of World Governance, in order toues the problem of omitted variables or
measurement errors. These endogeneity issues ardikedy in the measurement of institutional

guality, which is a multi-dimensional concept. Téfere, more specific indicators of institutional

quality will be examined in order to investigateigrhindicators improve economic instability and

volatility. Second, given the different measurersesit macroeconomic performance and volatility,
different sensitivity tests will include alternativmeasures for macroeconomic volatility as the
dependent variables. Furthermore, the instrumerdahbble approach will be used in order to

control for endogeneity issues and measurementserro
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3. Methodology

3.1 Regressors

3.1.1 Ingtitutional Quality Indicators

As afore mentioned, the World Governance Index (W@will be used as a measurement for
institutional quality in the following analysis. Bhis one of the best measures for institutional
guality and most commonly used in research on tinginal quality. The WGI index is an
Aggregate Indicators of Governance, reporting teeegptions of governance of a large number of
survey respondents and expert assessments woeldridonsists of six indicators constructed
from more than 31 underlying sources from 33 ormatons around the world covering 212
countries for the period 1996-2012Taking into account margins of error in accusataeasuring
governance, the WGI offers significant cross-coumind over-time comparisons. For each of the
six indicators the observed governance score pantop is modeled as a linear function of
unobserved governance and an error term. The eperand the slope of the unobserved
governance parameter capture differences in thts wsied to measure governance in different
sources. The estimates of governance take valueée -2.5, reflecting weak governance quality

to 2.5, high governance performance. The six indrsancorporated in the WGI are the following:

1. Voice and Accountability: Refers to the freedom of association, expressiod,the press,
as well as the degree to which people can be iedoin the selection of their government.

2. Political Stability and Absence of Violence: Indicates the probability that terrorism,
violent or unconstitutional means result in thetaleization of the government.

3. Government Effectiveness. Refers to the capability of the civil and publicnsee, the
quality of policy formulation and implementatiors well as the independence from political
pressures and the credibility of the governmemtomit to the policies.

4. Regulatory Quality: Describes the capability of the government to makgropriate
regulations and policies that promote and enaliaigr sector development.

5. Rule of Law: Refers to the degree to which the rules of theetpcare supported and
followed by the citizens, which includes the qualif the police, property rights and the

risk of crimes.

2 Detailed description of the sources can be fdanidaufmann, D., Kraay, A., Mastruzzi, M. (2010)H& Worldwide
Governance Indicators: Methodology and Analytisales”. World Bank Policy Research Working Paper5430.
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6. Control of Corruption: This index indicates the degree to which public govg used for
private gain, as well as the extent to which tlaesis captured by an elite.
In order to compute a composite index for institnél quality, an equally weighted average has

been calculated out of the 6 Kaufmann indicatord/ofld Governance, later referred tol@s avg

3.1.2 Control Variables

Moreover, these indicators will be extended withrenpolitical and economic factors influencing
macroeconomic stability. For example, the moneybup12 relative to GDP, is a measurement for
financial development and the importance of finahiritermediation, which seems to be important
for institutional property rights and contract emcfment (Burnside, Dollar, 1997). Furthermore,
many economists claim that weak financial interragdn has been one of the main causes for
economic volatility (Acemogluet al, 2003). Similarly, investments in Research angdl@pment
(R&D) as a share of GDP will be included, giventthatter property rights and rule of law induce
technological innovation and knowledge capital.

Additionally, measures of macroeconomic policiesadded as control variables. It has been found
that, for example the size of the government, assmed by the general government final
consumption expenditures as a percentage of GB#fisantly decreases macroeconomic stability
and has a negative effect on growth. Moreover,etrapenness will be proxied by the volume of
trade, which is the sum of exports and importstiredato GDP and investment, measured as the
gross capital formation as a percentage of GDR,beiladded as control variables. In addition to
capital formation, net foreign direct investmemntsl gortfolio investments - both measured relative
to GDP - have been added as control variablesh&umiore, the total labor force participation rate
as a measure of the labor supply as well as theffietal development assistance relative to GDP

will be tested as a control variable.

Moreover, Acemoglet al. (2003) suggest, that the logarithm of initial GD& papita should be
included in the analysis, in order to account far tonvergence effect of long term growth. Also,
this variable accounts for the fact that poor coastare affected more by volatility and it is High
correlated with historically determined institutedrquality (Aceoglueet al.,2003).Thus the log of
1996 per capita GDP will be included. Moreover, remuic variables such as the logarithm of real
interest rate, the current account balance as @pge of GDP and the real effective exchange
rate will be added to the model as control varigbkccording toCalderénet al. (2012) it is
important to include the exchange rate as a continhble, since it reflects changes in monetary
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policies by the Central Banks. As mentioned befp@ssible reasons for these changes can be
“leaning against the wind” or “fear of floating”.

3.2 Measures Economic Performance and Volatility

So far the independent variables of the analysie leen discussed. With respect to the dependent
variables several measures will be tested. Fisteffect of institutions on economic performance

as measured by annual GDP per capita growth wiiXagnined.

Second, the main focus of this paper is the imghadnstitutional quality on macroeconomic
volatility. The following analysis will contain seval sensitivity tests in order to check the

robustness of the results, so that different messoir macroeconomic volatility will be tested:

1. As seen before the inflation rate is an importasasure of macroeconomic performance
and volatility, as measured by the annual log efe¢bnsumer price index (CPI), taken from
the IMF international financial statistics.

2. With respect to previous literature, output voigtilhas often been measured by the
historical standard deviation. For the followingagsis, real output volatility will be
measured by the General Autoregressive Conditibleadroskedasticity (GARCH) model,
which is estimated by the maximum likelihood. Irder to do so, the variance will be

estimated from the natural logarithm of GDP at tamisprices, taken from the World Bank.

The GARCH time-varying variance series of the etesm are derived from the mean equation,

which is an autoregressive function of real GDRagho
AlnY = a+ AlnY;_; + wy; (2)
Then the GARCH variance can be calculated as

_ 2
Vip = Qo + Qg Wit—1" + Vi1 (2)

where the current variance depends on the squasatlials from the previous period, which are the
changes in volatility of the previous period, cdltte ARCH term, and the variance of the previous
period, the GARCH term. The GARCH model is usedtiime series that show heteroskedasticity
and volatility clustering in the residuals, meanthgt a period of low (high) volatility is followed

by a period of low (high) volatility for a prolondeperiod. As can be seen in equation (2) in the

GARCH model a function of the past variance is adttethe ARCH term, so that the variance
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carries over more smoothly (Verbeek, 2012). ThesGRARCH model is less significant than the
ARCH model, so that there can be evidence for tianging variance, even though there is no
significant ARCH effect in the residuals, which meathat there is no significant conditional

heteroskedasticity. Given the time-varying varigngg hence does change over time.

For the following analysis the GARCH(1,1) process, described by equation (2), has been
calculated for all countries for the constructidntlee variance series, which will be used in the
panel regressions. Furthermore also the standatdtiba of real output volatility as measured by

the square root of the GARCH variance series wltdsted.

3.3 Research Design

In order to investigate the effect of institutiorplality on macroeconomic volatility, a panel data

set of 214 countries with yearly observations fbe tperiod 1996-2012 will be examingd.
Furthermore, the analysis of the full sample wel dompared to effect of IQ on macroeconomic

volatility in the sample of only Latin American a@ECD countries.

3.3.1 Equations

The following regressions will be tested:

AlnYy = u; + alQ;¢ + 8’ X + Eits (3)
logmiy = w +alQie + 8" Xy + &t (4)
Vit = .ui + alQi’t + 5Xit + Eit (5)

where AlnY;, refers to the GDP per capita growthy,, stands for the inflation ratey, is the
GARCH variance of real GDP growthy; . stands for the measures of institutional quadtyd.X;,
is the set of important control variables, wheréas the vector of the corresponding coefficients.
Furthermoreg; , is the error term and the subscriptandt refer to the country and time period,
respectively. Thus, in the following analysis, #iféect of institutions on economic performance
and macroeconomic volatility will be examined bgnmessing real GDP growth, (3), inflation (4)

and real output volatility on institutional qualigd a set of control variables.

3 See a full list of countries included in the datzin the Appendix 8.
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3.3.2 Estimations

Panel Fixed Effect Estimation

The above mentioned regressions (3), (4) and é)aasured using the Panel FE method, so that
u; as seen in equation (3)-(5) is the country-spedifne-invariant fixed effect. The panel fixed-
effect estimation is appropriate due to the strongtted variable bias, given that the method
accounts for unobservable factors among individoahtries, such as culture for instance, captured
by the intercept. Thus, the heterogeneity in irdiial characteristics across countries, captured in
the constant, ensures that the model estimatiomisbiased due to omitted time independent
factors, since the fixed effect panel estimatiomiglates the unobservable factors, so that OLS can
be used. It is important to note, that the timeanmnt country characteristics should not be
correlated with other country specific factors tisat the countries’ constant and error terms should
not be correlated. Hence, the panel fixed effesula®s strict exogeneity, and the instrumental

variable approach has to be used in case of endiigess explained in the next section.

A key assumption under OLS estimation is homosd&igs meaning that the error terms of all
observations have a constant variance. If thioighme case, one has to use robust standard errors,
which account for heteroskedasticity. It is commonuse the White standard errors, which are

robust to heteroskedasticity and autocorrelation.

Furthermore, it is important to account for macrass-sectional dependence, since the unbalanced
panel is likely to be affected by common factorstHe case of cross-sectional time series different
countries can be affected by global cycles foranse (Verbeek, 2012). Under cross-sectional
dependence, the residual of different countriescareelatedso that panel period fixed effects have
been used. These time dummies account for clugtdnynperiod and heteroskedasticity in the
relevant dimensions and contemporaneous correldtlence, both cross-section and period fixed
effects, as well as White cross-section robustdstecherrors, which are clustered by period, will be

used in the following analysis.

Panel Two-stage Least squares Fixed Effects ESOm&TSLS)
Second, next to the panel fixed-effect estimatamalternative estimation method will be used, in
order to account for possible endogeneity of ins8thal quality. Given that there can be
simultaneity and reverse causality in endogenousabies, such that endogenous variables

influence both dependent and independent varialihethe case of endogeneity OLS is biased,
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because the endogenous variable is correlatedhéthrror term, so that the two-stage least squares
panel estimation seems more appropriate instedl &. Therefore, valid instruments are needed
that can solve for the reverse causality probleowéler, the IV estimation is less accurate due to
the imperfect information that results from measgrihe effect of instruments instead of the actual

variable of interest, so that standard errors hed/ariance are higher than under OLS estimation.

Instrumental Variables
In order to test the effect of institutional gugalin macroeconomic volatility using the two-stage

least squares estimation method, valid instrumiesne to be found first.

Valid instruments have to be relevant, meaning they should be correlated with the regressors,
including the control variables and the endogenmggessor, which is the institutional quality
indicator. More importantly, instruments have to iecorrelated with the error term and the
dependent variable directly. This means that tls¢rument has to be exogenous but relevant for

institutional quality.

With respect to previous research, it has been shdwat several instruments have been
used for institutional quality, such as the cortratensive money (Knack& Keefer, 1995), the rule
of law index or geographical factors. Assuming ttiet before mentioned conditions are met, the

following variables will be tested as instruments:

According to previous research, democracy seenhe toorrelated with institutional quality, which
possibly makes it a valid instrument for the instental variable approach. A democracy ranking of
the quality of democracy, which combines politiced well as non-political variables for 115
countries will be tested as a valid instruméiiispecially interesting are the political variables
which contain information on political rights, diViberties, global gender gap, press freedom, and
the corruption perception index amongst othersthéamore, according to Alonso, Antonio and
Garcimartin (2010), taxes are also an importardgrd@hant for institutional quality, given that they
reflect the main resources to build high qualitgtitutions and strengthen the social contract
between citizens and the state. Taxes will be nmedsas tax revenue as a percentage of GDP from

the IMF (IFS). However, taxes are likely to be etated with GDP growth, so that taxes will only

* Global Democracy Rankingittp://democracyranking.org/The Quality of Democracy Index is set togethetr af
measures on freedom, characteristics of the pallisigstem and the performance of the non-politda@ensions, such
as gender, economy, knowledge, health and the@maent. For each dimension several indicators ssigiaed taking
values between 1 (poorest quality) and 100 (besslitgu
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be used as an instrument in the macroeconomiciitylaegressions (4) and (5). In case of large
countries, large market size makes the enforcernértontracts and laws more difficult. The
logarithm of the total population size will be usad a measure of the market size, which is
negatively related to growth and highly correlateith GDP per capita as well as trade openness
(Dollar and Kraay, 2004). Similarly, it seems likehat high population growth has a negative
effect on institution building. Furthermore, as cédsed earlier, there seems to be a link between
institutional quality and income distribution: moequitable income distribution has led to higher
income quality, whereas small extractive elitesofad destructive institutions (Acemoglee al,
2003). Thus the GINI coefficient of inequality frotime World Bank Development Research Group
will be tested as a valid instrument. The GINI dioéfnt takes a value between 0 and 1, where O
describes perfect equality and a value of 1 dessrierfect inequality. Hence an increase in the
GINI coefficient is associated with lower level eofstitutional quality. In addition to that,
geographic variables such as the life expectandyrtit can be added as a control variable, given
that geography seems to have an influence on utistis and economic development (Sachs,
McArthur 2000). Moreover previous literature sugges use lagged values of institutional quality
as instruments, given that the initial enforcenmariaws for instance has a lasting positive effact

the improvement of institutional quality (DollarciKraay, 2003).

In order to test the above mentioned instrumeh&scbomposite index of institutional quality
has been regressed on the instruments. The regregsiults are presented in Appendix 1. Column

1 contains the regression result for the full mpdehtaining all instruments mentioned above.

In contrast to previous expectations the GINI doefht takes a positive value. Nevertheless, the
GINI index has been excluded for reasons of rolmsstnRe-estimating the regression without the
GINI index leads to the results presented in coldmmAfter excluding life expectancy due to its
insignificance, one can see in column 3 Appendithaf tax revenue has a very small but highly
significant positive effect on institutional qualitSurprisingly, population growth also seems to
increase institutional quality, which is signifitaat the 1% significance level. Moreover, unlike
expected the first difference of the democracyaldd has a small negative effect on institutional
guality, significant at the 5% significance lev&hus overall, tax revenue, population growth, the
first difference of democracy and also the laggeldie of institutional quality all have a signifidan
effect on institutional quality and thus seem tovhad instruments explaining institutional quality

so that they will be used as instrumental varialidbe two-stage least squares estimations.
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3.3.3 Unit Root Tests

Before proceeding with the main regression analykes variables have been tested for a common
panel unit root. It is important to verify that a series in stafioy) in order to ensure the
predictability of the analysis, because non-statipmandom walk series are not predictable due to
possible spurious regressions resulting from ugoheylthird factors. Rejecting the null hypothesis
of a unit root indicates that the variable is stadiry (Verbeek, 2012). Non-stationary variables of
order one can be made stationary by their fir§edihtiation.

Variables that are measured as a share of GDPeayestationary. The summary of the panel unit
root tests of the remaining variables can be seéppendix 2. One can see that most variables are
stationary, except for the standard deviation af DP, democracy and the official exchange rate
as well as the real effective exchange rate inde>nan-stationary variables, so that their statipna
first differences are used in the analysis, in ptdeavoid a spurious regression, which could tesul
from the underlying trend in a non-stationary vialéa Furthermore the logarithm of the total
population is stationary. However, the logarithmirgfial GDP seems to be non-stationary and its

first difference cannot be calculatéithus, this variable has been excluded from theyaisl

4. Discussion of Main Results

4.1 Preliminary Statistics

Before starting the main analysis, it is interggtio have a closer look at the developments of the
Kaufmann indicators of institutional quality andetdependent variables during the sample period
1996-2012 for the full set of countries. Appendixii8plays the mean scores of all six Kaufmann
indicators, as well as the mean of the equally fteid average of the six Kaufmann indicators,
GDP per capita growth, inflation and the varianéeootput. One can see that even though the
overall score is still negative for all indicatotisere have been great improvements in all indisato
during 1996-2012, suggesting that global institaioquality increased. However, the scores of all
indicators decreased again between 2011 and 201th Mkpect to the mean score of the

institutional quality average, one can see thditutenal quality greatly improved throughout the

® Unit Root-Dickey Fuller testAY;, = a; + y; * Y;,_1 + ;¢ ; Levin-Lu Chu test statistic has the null hypaikethat all
panels contain a unit root (all series are noriestaty), which holds fory;=0. There are two different alternative
hypothesis: 1y; = y < 0 for each country i and 3} <0 for at least one country i.

Additionally, the Im, Pesaran, Shin W-statistict$ef®r individual unit root. Hoy;=0 for each country i. Thus rejecting
the null hypothesis if one of the coefficientsdsd than zero does not proof that all series ateséary.
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last ten years. Furthermore, following the latesti€ one can see lower GDP growth and a very

high spike in inflation, as well as fluctuationsaatput volatility.
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Figure 2: Scatter plotsof the composite Institutional Quality Index and Measures of Growth and
M acroeconomic Volatility

Figure 2 presents the stacked cross-section olismrsabetween the period 1996-2012 for the

composite institutional quality index and measurfegrowth and macroeconomic volatility.

With respect to the scatter plots, one can sedhbat is a positive correlation between institogio
qguality and real GDP, as suggested by previousareBe Further, there is a negative association
between the composite index of institutional qyadihd the measures of macroeconomic volatility.
The equally weighted average of the Kaufmann irglickinstitutional quality shows a negative

correlation with both the logarithm of inflation a®ll as the standard deviation of real output, the
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measure of output volatility. Nevertheless, theraa clear dependence between institutional quality
and the deviation of real output, given that a feutliers largely account for the negative
association. In general, the correlations seenuppat the second hypothesis of a negative effect

of institutional quality on macroeconomic volatjlit

Before conducting the main analysis, the isolatégteof institutional quality, measured by
the equally weighted index of the six Kaufmann @adiors, on the three dependent variables is
presented in Table 1. One can see that institaltiguality has a positive effect on GDP growth per
capita, which is significant at the 5% significanesel. Furthermore institutional quality has a
highly significant negative effect on the logarithoh inflation. Additionally, institutional quality
also seems to decrease the variance of output,tbeegh this effect is only significant at the 10%
significance level. Nevertheless, the regressiosulte of Table 1 suggest that there is a
misspecification in the regression of the firstfeliénce of the standard deviation of output
(GARCH) on institutional quality, so that this \ale will be dropped from the following analysis.

Table 1. TheEffect of Institutional Quality on Growth, Inflation, Output Volatility

Estimation Method: Panel Least Squares

1) @ ©) 4
. GDP Growth per Log Inflation Output Output
Dependent Variable: Capita Variance Standard Deviation
(GARCH) (GARCH)

Constant 2.64: 1.50¢ 0.001 -0.00(

(0.012) (0.004) (0.000) (0.000)
Institutional Quality 1.655** -0.801*** -0.003 * -0.005

(0.612) (0.177) (0.002) (0.003)
No. obs. 2635 2265 2442 2256
Adj. R? 0.228 0.560 0.155 -0.071
Durbin Watsol 1.68i 1.31: 1.99% 2.89¢
F-statistic 4.70: 15.786: 3.17¢ 0.27

(0.000) (0.000) (0.000) (1)

Notes: Sample data from 1996-2012. Robust standardseara reported in parentheses, all estimationkidec
country and time fixed effects and are estimateth White robust standard errors

Significance Levd: * (10%), ** (5%), *** (1%)
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4.2 Regression Results

4.1.1 Economic Growth regression

The first equation that will be tested is equati@), which regresses economic performance
measured as GDP per capita growth on the Kaufmadinators of World Governance and several
political and economic control variables. GDP gtower capitds chosen, because it also controls
the welfare effects of an increase in the populasize. An increase in GDP will result in higher

growth rates, however, if population is also insieg, then welfare is still not improved.

Before presenting the regression results, theioekhip between GDP per capita growth and
several growth determinants have been depictedadties plots in Appendix.4 One can see that
there seems to be a negative association betwewrajegovernment expenditures and GDP per
capita. Similarly, both inflation and populatiorogith are also correlated negatively with GDP per
capita growth. Nevertheless, the negative assoanidtetween inflation and GDP per capita growth
is largely determined by an extreme outlier, witohresponds to the hyperinflation in Zimbabwe.
When Zimbabwe is excluded from the sample, the thegassociation between inflation and GDP
per capita growth vanishes. However, there is @&ipesassociation between capital formation and
GDP per capita growth. As mentioned before, alwghoregressions have been estimated with
country and period fixed effects, as well as Whidbust standard errors in order to account for
heteroskedasticity and cross-sectional dependémaée following analysis the democracy index
and R&D have been excluded for reasons of robustridse first difference of the real effective
exchange rate appears to have a significant efie¢&DP per capita growth in the full panel least
squares estimation, however it is important to noéd the variable is not very robust due to many

missing data observations.

First, equation (3) has been estimated with thespkast squares estimation method. The model
contains all Kaufmann institutional quality indioeg in the regression. During the general-to-

specific approach total labor force participatiater trade and the population growth have been
excluded due to insignificance and the mode has beestimated each time. Furthermore 2 lagged
dependent variables have been included in ordeomtrol for serial correlation, which seemed to

be present as indicated by Durbin Watson testssitaitaking values quite far from 2, so that the
null hypothesis of no autocorrelation has beenctege In the presence of autocorrelation OLS is

still unbiased, however the estimates are inefiiciso that standard errors are smaller and fig R
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higher than in reality (Verbeek, 2012). In pandiadautocorrelation can exist between and within
panels. Thus 2 lags of GDP per capita have beduded following the lowest AIC model selection

criteria. The regression results of the full mockeh be found in Appendix 5 column 1.

There seems to be a highly significant positive@fbf voice and accountability on output growth,
which increases output by 6.269 per unit increasethie voice and accountability index.
Furthermore the rule of law, political stabilitggulatory quality and the control of corruptionexd
seem to positively influence GDP per capita grovetren though the effect is not significant. The
first difference of the real effective exchangeeratdex significantly increases GDP per capita
growth by 0.06. Moreover output growth is signifidlg reduced by general government
expenditures and inflation, as has been suggesteldebscatter plots in Appendix 4. Additionally,
the regression results suggest a large negatieetedf net FDI/GDP on output growth (-27.65),
which is significant at the 5% significance leviloreover, the log of the real interest rate, the
current account balance and the market seem tafisagrtly increase GDP per capita growth.
Furthermore also financial development, definec@®mmercial bank assets to total assets, has a
positive effect on output growth, which is only mificant at the 10% level. The Adjusted R
0.419, so that the full model explains only 41.9%tlwe variation in GDP per capita growth.
However the F-test suggests that the variablepargy significant and the Durbin Watson statistic

shows no autocorrelation.

Second, equation (3) has been estimated in thd [gast squares estimation model, which
regresses GDP per capita growth on the compositexinof institutional quality, which is the
equally weighted average of the Kaufmann indicatdr&overnance Quality and several control
variables. In this setting the first differencetloé real effective exchange rate appears insigmific
and has thus been excluded for reasons of robusstResthermore, net FDI relative to GDP has

been excluded due to insignificance. The regresgsults can be found in Table 2.

Most interestingly, the regression results sugdgest the coefficientt of equation (3) takes the
value 5.074 and is significant at the 5% level.tkemmore, several control variables as described in
section 3.1.2 have been added to the regressioneaunit increase in government expenditures
significantly decreases GDP per capita growth hy5®. This is in line with the intuition that

inefficiencies resulting from wasteful governmepésding decrease overall economic growth.

With respect to the findings of Klein (2005), wheports a significant effect of capital account

liberalization on economic growth in the presentdigh institutional quality, the current account
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balance has been included in the analysis. Theaenegative effect of the current account balance
on GDP per capita growth in the panel least squaséimation. A one unit increase in the current
account balance reduces the GDP per capita growth.68 and this effect is significant at the
10% significance level (Table 2). The current act@lhows the changes in the net foreign assets. A
current account surplus indicates that a counteyriget lender to the rest of the world. With respec
to the regression result a current account defesms to induce faster output growth. Additionally,
overall investment is associated positively wittorsamic growth, as described by Alfaed al.
(2008 for example. Thus portfolio investments relatiwseaDP and capital formation as percentage
of GDP are added as control variables. Capital &ion significantly increases output growth by
0.246 per unit increase in the capital investmewnell According to Rodrik (2000) there is a
positive effect of trade on growth, however, thifee is not observed in the panel least squares

estimation (Table 2).

With respect to previous literature by Dollar anc#y (2004) claiming that there is a positive joint
effect of institutional quality and trade. Howevhkere is no significant joint effect of institutiain

quality and trade on GDP per capita growth,

According to Burnside and Dollar (1997) foreigd agceived in the presence of high institutional
guality is more effective and increases output gnowherefore also the effect of the interaction
term between institutional quality and foreign aid economic growth has been tested. There is a
very negative and weakly significant joint effe€tloe composite institutional quality index and net
Official Development Assistance (ODA) received tietato GDP, which is significant at the 10%
significance level. Thus this finding contradicte tfindings of previous research, since this result
indicates a reduction of economic growth as resiuforeign aid received in the presence of high
institutional quality. The test statistics suggéstt 58.9 % of the variation in GDP per capita gfow

is explained by the model and there seems to lztazorrelation.
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Table 2 GDP Growth Regressions

Dependent VariabteGDP per capita growth (%, annual)

. 1.
Estimation Method Pand LS FE
Sample 2005-2012 (adj.), (unbalanced Panel) 61 countries
Constar -349.425
(188.862)
1Q Average 5.074 **
(2.461)
Financial Development (M2/GDP) -0.016
(0.039)
Government Expenditures (% of GDP) -0.457 **
(0.216)
Current Account Balance (% of GDP) -0.068 *
(0.035)
Capital Formation (% of GDP) 0.246 **
(0.082)
Net ODA received/GDP -17.516
(33.292)
Portfolio Investment/GDP -0.086
(0.449)
Inflation -0.234 **
(0.113)
Total Labor Force Participation Rate (% total papioh ages 15and older) 0.023
(0.041)
log Population size 21.925*
(11.630)
log Real Interest Rate (%) -0.025
(0.218)
Trade (% of GDP) -0.012
(0.030)
1Q Average*Trade -0.021
(0.025)
1Q Averge* Net ODA rec/GDP -48.133 *
(25.053)
GDP per capita growth (-1) -0.151
(0.126)
GDP per capita growth (-2) -0.185
(0.152)
No. obs. 250
Adj. R? 0.589
Durbin Watsol 2.351
F-statistic 5.309
(0.000

Notes: Sample data from 1996-2012. Robust standardsarar reported in parentheses, all estimationkidac

country and time fixed effects and are estimatdth White robust standard errors

Significance Levd: * (10%), ** (5%), *** (1%)
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As a second sensitivity test, the same model has lestimated with the panel two-stage least
squares estimation model, which allows to instrumestitutional quality in order to account for
possible underlying endogeneity in the model. \kétbpect to the valid instruments, tax revenue has
been excluded as an instrumental variables, sinsdikely that GDP per capita and tax revenue are
correlated. The regression results can be fourgppendix 5, column 2. Similar to the panel least
squares estimation above, the coefficient of trstitirtional quality average as explained by the
instruments still shows a positive effect on GDR papita (10.116), however its effect is
insignificant in the TSLS estimation. Furthermocapital formation significantly increases GDP
per capita growth by 0.257, which is significant tae 5% significance level. Government
expenditures and inflation again decrease GDP ggitec growth, however these effects are only
significant at the 10% significance level. Agdnere is no significant effect of the interactiome

on GDP per capita growth. Finally, 61% of the vimiain GDP per capita growth is explained by
the Panel TSLS model, which has an instrument r®, and a J-statistic probability of 0.069,

suggesting only a weakly significant valid modetafication.

All'in all one can say that previous research satigg a positive effect of institutional quality on
economic performance can only be supported in #melgeast squares estimation model regressing
GDP per capita growth on the equally weighted tastinal quality index (Table 2). However,
government expenditures and inflation seem to laasgnificant negative effect on GDP per capita

growth, while capital formation significantly in@ses output growth.

4.1.2 M acroeconomic Volatility Regressions

After having tested the effect of institutional §iyaon economic performance as measured by the
GDP per capita growth in equation (3), the analysiscontinue with the examination of the effect
of institutional quality on measures of macroecoiwowolatility, such as the inflation rate (equation
(4)) and the volatility of real output, as descdbey equation (5). In the following regressions
democracy, real effective exchange rate and researd development (R&D) have been excluded
from the analysis for reasons of robustness. Furtbee, as mentioned earlier all regressions are

estimated using country and period fixed effecgsyall as White robust standard errors.

Table 3presents the main results for equation (4) andwBjch will be discussed in more detail in

the following section.
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Table 3 Macroeconomic Volatility Regressions

Dependent Variabtel og I nflation

Dependent Variabli Output Volatility (GARCH
Variance Series)

1

Estimation Method Panel LSFE

2.
Panel TSLS!

Sampl: 2005-2012 (adj.)

(unbalanced Panel) 85 countries

Sample: 200-2012 (adj.)

(unbalanced Panel) 67 countries

Constant 24.160| Constant -0.113
(29.198) (0.017)
1Q Average -0.979 *** | |Q Average -0.002
(0.290) (0.001)
Financial Development (M2/GDP) -0.0002| Financial Development -0.000
(0.007) (0.000)
Government Expenditures (% of GDP) -0.044 **| Government Expenditures 0.0001 **
(0.019) (0.000)
Current Account Balance (% of GDP) 0.005| Current Account Balance 0.000
(0.005) (0.000)
Capital Formation (% of GDP) 0.015 **| Capital Formation 0.000 **
(0.007) (0.000)
Net ODA received/GDP 0.957| Net ODA received/GDP -0.003
(1.030) (0.003)
Net FDI/GDP 0.545** | Net FDI/GDP 0.001
(0.231) (0.001)
Portfolio Investment/GDP 0.229| Portfolio Investment/GDP 0.001 **
(0.168) (0.0005)
log Population -1.468| log Population 0.007 ***
(1.867) (0.001)
log Real Interest Rate -0.111 **| log Real Interest Rate 0.000
(0.036) (0.000)
Trade (% of GDP) 0.012 *** | Trade -0.000
(0.004) (0.000)
1Q Average*Trade 0.009** | IQ Average*Trade 0.000
(0.005) (0.000)
1Q Averge* Net ODA rec/GDP -1.745| IQ Averge* Net ODA rec/GDP 0.002
(3.392) (0.002)
No. obs 44¢ 85¢
Adj. R? 0.54¢ 0.62¢
Durbin Watson 2.426 1.80
F-statistic 6.17 8.042
(0.000) (0.000)

Instrument Rank 89
Prob (J-Statistic) (0.163)

i Instrumental Variables: Population Growth, Tax
Revenue, IQ average lagged by 1 period

Notes: Sample data from 1996-2012. Robust standardsarar reported in parentheses, all estimationkidac
country and time fixed effects and are estimateth White robust standard errors

Significance Levd: * (10%), ** (5%), *** (1%)
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Inflation
The first macroeconomic volatility variable thatllwbe tested is inflation. Column 1 presents the
regression result of equation (4), in which the &dgnflation has been regressed on the equally
weighted composite index of institutional qualitpnebining the six Kaufmann indicators (1Q
Average) and a number of control variables usirggghnel least squares estimation. One can see
that the coefficient for 1Q average, whicheisn equation (4), takes the value -0.979. Thus @& on
unit increase in 1Q average results in 97.9% deerea inflation. Hence as expected 1Q Average
significantly decreases inflation at the 1% sigrfice level, which is in line with previous
expectations, namely that higher institutional guatesults in lower macroeconomic volatility.
Furthermore government expenditures significantigrdase inflation, while there seems to be a
positive effect of capital formation on the logioflation, both at the 5% significance level. A one
unit increase in government expenditures resuls 404% decrease in inflation, whereas inflation
increases by 1.5% due to a one unit increase itat&mmation. Moreover, both net FDI relative to
GDP and trade have a positive effect on inflatishereas the effect of trade is only significant at
the 1% significance level. Additionally the logtbk real interest rate shows a negative effechen t
log of inflation, which is in line with the theoyf “leaning against the wind” as described by the
Taylor rule above: During an expansion, that is mvbetput or in this case inflation exceed their
potential, the central bank increases the sham-teterest rate in order to bring inflation backt®
full employment level. All else held equal the darént of the logarithm of the real interest rate
resembles the partial elasticity, so that a 1%eiase in the real interest rate leads to a 0.111%
decrease in inflation. Furthermore institutionablify and trade have a significant positive joint
effect on the logarithm of inflation. The panehd¢ squares regression of the log of inflation on
institutional quality has an adjusted R-square.6#5, meaning that 54.5% of the variation in the
response data are explained by the model presémtedlumn 1. Table 3. Furthermore, the F-
statistic suggests that the variables are joinifjhlly significant, and with a Durbin Watson test

statistic of 2.426, the null hypothesis of no aotoelation cannot be rejected.

In order to test the robustness of the estimatésults of equation (4) two more regressions have

been performed again as sensitivity tests.

Firstly, the log of inflation has also been regeessn the full set of Kaufmann indicators
and several control variables. The regression tesilthe panel least squares estimation can be
found in Appendix &olumn 1. However, only a few indicators appeahdwe significant effect on

the log of inflation. Namely government effectiveresignificantly decreases inflation at the 5%
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significance level. A one unit increase in the aé government effectiveness results in a 51.1%
decrease in inflation. Next to government effecatess only the rule of law index has the expected
negative sign, even though this effect is not siggut. Concerning the control variables in thd ful
panel least squares regression there is againaivegffect of the real interest rate, significant
the 1% level, and government expenditures ontiofiasignificant at 5%). In addition to that, the
results presented in Appendix 6 column 1 suggest tihe net official development assistance
(ODA) received relative to GDP significantly incees the log of inflation at the 5% significance
level. A one unit increase in the net ODA receivelhtive to GDP results in a 188.1% increase in
inflation. Moreover, trade again has a positiveeffon inflation, such that a one unit increasthé
level of trade leads to a 0.8% increase in inffatibhis effect is significant at the 5% significanc
level. The adjusted Rsuggests that 53.9% of the variation in the logbétion is explained by the
panel least squares regression containing all Kanfimindicators as regressors and the variables
have joint explanatory power, as suggested by thfistic. In addition to that, the Durbin Watson

test statistic is quite high (2.447), but still icates the absence of serial correlation.

Secondly, in order to account for endogeneity i@ ithstitutional quality variable, a two-
stage least squares (TSLS) regression has beemuatedd which is presented in Appendix 6
column 2.However there appears to besignificant effect of institutional quality explad by tax
revenue, population growth, the first differencedeimocracy and the lagged institutional quality
index on the logarithm of inflation. Unlike preddt, the 1Q Average coefficient in the instrumental
variable approach takes a positive value, indigatrat higher institutional quality is associated
with higher inflation. However a 0.451 J-statigti@bability suggests that the specification of the
model cannot be reject, so that the instrumentd asem to be valid. As seen before, government
expenditures significantly decrease inflation bywab5%. Moreover, a one unit increase in the
current account, which is the change in net forgigsets, results in a 3.2% decrease in inflation,
which is highly significant at the 1% level. Funthmore, the real interest rate still shows a negativ
effect on inflation, significant only at the 10%gsificance level, while trade still significantly
increases inflation by 1.1% at the 5% significateeel. Interestingly the total market size, as
measured by the log of the total population is mggnificant at the 10% level in the TSLS
regression, suggesting a 4.466% decrease in orlaue a 1% increase in the market size.
Additionally, compared to the previous regressios met ODA received relative to GDP, now also
has a significant negative effect on the log ofaidn at the 5% significance level. A one unit
increase in net ODA decreases inflation by 736.B%thermore also the interaction term between

the average of the Kaufmann institutional qualitgicators and the net ODA received relative to
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GDP has a very large significant negative effecttlom log of inflation. Thus foreign aid in the

presence of high institutional quality seems taisigantly reduce inflation.

Real output volatility
Having discussed the effect of institutional qualiin macroeconomic volatility as measured by
inflation, the regression results of equation ¢@ich regresses real output volatility measured by

the GARCH variance series on institutional quaditg a set of control variables are presented next.

The panel least squares estimation of equationg®jaining all Kaufmann indicators as regressors
is presented in Appendix 6 columnFom the regression results of the full model ome see that
government effectiveness significantly decreasaputwolatility. The voice and accountability,
rule of law, political stability control of corruijpih as well as regulatory quality variables hawe th
expected negative sign, however the effect thedieators is not significant. Nevertheless, general
government expenditures have a very small, but Wigignificant negative effect on output
volatility. In contrast to the effect on inflatiothe market size measured as measured by the log of
the total population size seems to increase thatility of output by 0.004, which is significant at
the 5% level. Furthermore Durbin Watson statistidicates the absence of autocorrelation and
64.126% of the variation in output volatility is@ained by the full model containing all indicators

and control variables, which appear to be joinidygicant.

Regressing output volatility on the composite indéinstitutional quality (IQ Average) and
the set of control variables, shows a positiveginisicant effect of 1Q average on output volatility
(Appendix 6 column 4). However, similar to the eggion results above, government expenditures
and the current account balance significantly desgeoutput volatility, whereas the log of
population again shows a small positive and sigaift effect on output volatility. However trade
and the interaction term between IQ Average and QA received relative to GDP seem to
decrease output volatility, which is significantyat the 10% significance level. Even though the
effect of 1Q Average on output volatility is posii and insignificant, the equally weighted index of
institutional quality and the control variabledistikplain 64.6% of the variation of output voldtil
and the variables are jointly significant. Additadly, the Durbin Watson statistic is very low, but

still high enough to indicate the absence of autedation.

The results above do not indicate a significanectffof institutional quality on output
volatility. However, controlling for endogeneity institutional quality shows a negative effect of

institutional quality on output volatility measurbg the GARCH variance of real output:
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Table 3 column 2 presents the regression resultheotwo-stage least squares regression using
population growth, tax revenue and IQ average lddgel period as instruments for the equally
weighted composite institutional quality index. Tl Average variable, which is explained by the
above mentioned instruments, shows the expectedtinegsign, which is in line with previous
research suggesting that higher institutional ¢yakems to decrease real output volatibiyt this
effect is not significant in the TSLS estimatiorurfRermore unlike in all the other regression,
government expenditures seems to increase outfaiilify in the instrumental variable approach.
Additionally also capital formation and portfoliaviestment relative to GDP have very small but
positive effects on output volatility, significaat the 5% significance level. Furthermore simitar t
the least squares estimation of equation (5) theofopopulation, our measure for the market size,
again appears to significantly increase outputtifiiaby 0.007. The Rof the models 0.623 and
the variables appear to be jointly significant. tharmore the instrument rank of 89 is quite high

and the probability of the J-statistic indicatesttthe model specification is valid.

To summarize, one can see that there seems to digniicant negative effect of the
composite institutional quality index on macroecmi® volatility, as measured by the log of
inflation in the panel least squares estimatiorbl@a, column 1). Moreover, institutional quality
seems to decrease macroeconomic volatility as meddawy output volatility only in the panel
TSLS estimation. However, this effect appears tmbggnificant (Table 3, column 2). Nevertheless,
the results of this analysis, which regresses thgpub volatility as measured by the GARCH
variance series of GDP growth on institutional gyainstrumented by population growth, tax
revenue and one lag of the institutional qualitgrage, support the findings of Barseghyan and
DiCecio (2008), who report a significant increasethe standard deviation of output due to
increases in institutional quality as instrumertigdarriers to entry costs. In contrast to thatrijbo
and de Haan (2009) find a negative effect of deamcion output volatility as measured by the
standard deviation of GDP per capita growth. Ndwadeiss, as mentioned before, this analysis finds
no strong evidence for a negative effect of adddloinstitutional quality indicators on output
volatility. Consequently, the effect of institutnquality on measures of macroeconomic volatility
largely depends on the estimation method, sinceethally weighted institutional quality index
shows a positive sign in the panel TSLS regressfanflation (Appendix 6, column 2) and in the
panel least squares estimation of output volatfitgpendix 6, column 4). With respect to the effect

of the separate Kaufmann indicators of institutlogaality on measures of macroeconomic
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volatility, government effectiveness seems to beeemlly important for the reduction of
macroeconomic volatility. Concerning the controlrighles one can say that government
expenditure and the market size seem to signifigcadécrease macroeconomic volatility as
measured by the log of inflation. In contrast twattthere is a positive effect of the market sige o
output volatility and the effect of government erditures on output volatility differs depending

on the estimation method.

4.1.3 Application to Latin American and OECD countries

According to previous literature, many scholarsinalahat institutional quality is especially
important for less developed countries. The analgsesented above is extended by having a closer
look at two subsamples of countries. The macroemdneolatility regression results are presented
for the subsamples of 41 Latin American and congbacethe regression results for 31 OECD
countries. In figure 3 one can see the mean of@haverage for the two subgroups of countries.
Even though the absolute scores of the institutiqnality average are still lower than the scores i
the OECD countries, there have been great impromtaria the level of institutional quality in

Latin America in recent years, whereas the scoeese@dsed in OECD countries after 2004.

Mean of 1Q avg OECD Mean of IQ avg Latin America
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Figure 3: Themean scoresof 1Q Average for Latin American and OECD countries

Comparing the simple regression results of the lgguaeighted institutional quality index on the
logarithm of inflation and output volatility of th subsamples presented in Table 4 with the ones of

the full sample in Table 2 one can see that thermoi significant effect of institutional quality

40|Page



41 | 4. Discussion of Main Results

inflation in Latin American and OECD countries, ewbough the effect is still negative. In contrast
to that while the full sample indicated a weaklgrsficant negative effect of institutional qualiby
output volatility, the results of the two subsanspiedicate an insignificant positive effect, which

contradicts the prediction of a negative effeansfitutional quality on output volatility.

Table4: TheEffect of IQ_Average on Inflation and Output Volatility- Subsamples

Estimation MethodPanel Least squares

o @) ©)

Dependent Variable: Log Inflation Output Variance (GARCH)

Latin America OECD Latin America OECD
Constant 1.564 1.113 0.001 0.000
(0.015 (0.344 (0.000 (0.001
Institutional Quality -0.187 -0.242 0.001 0.0003
(0.330) (0.266) (0.001) (0.001)
No. obs. 399 401 429 403
Adj. R? 0.51 0.444 0.277 0.263
Durbin Watson 1.398 1.439 1.918 2.044
F-statistic 10.20: 8.241 4.56¢ 4.32¢
(0.000) (0.000) (0.000) (0.000)

Notes: Sample data from 1996-2012. Robust standardsarar reported in parentheses, all estimationkidac
country and time fixed effects and are estimatdth White robust standard errors

Significance Levd: * (10%), ** (5%), *** (1%)

As seen before, there is a highly significant €f{e@.979) of IQ average on the log of inflation in
the full sample panel least squares estimationlewthere is a negative but insignificant effect of

the IQ Average output volatility in the two-stagast squares regression (Table 3).

Table 5 presents the regression results of equdtiprand (5) for Latin American and OECD
countries. One can see that there is no signifieliact of institutional quality on inflation indtin

America or OECD countries according to the parettequares estimation.

Interestingly, there seems to be a weakly significeegative effect of institutional quality on outp

volatility in Latin America, while the effect is nsignificant in the OECD sample (Table 5, column
2). Also in the TSLS regression, in which IQ Avezdtas been instrumented by population growth,
tax revenue and a one period lagged value of 1Qayge there is a weakly significant negative

effect of IQ Average on the output volatility of imAmerican countries (Appendix 7, column 4).

Similar to the full sample there is a significaeiative effect of government expenditures on Latin
American inflation (Table 5, column 1). Furthermdhe market size in Latin America seems to
play a very important role in decreasing inflatiione percent increase in the market size result i
a 34.648% decrease. Moreover, trade seems to seciba level of inflation in Latin America,
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which is in line with the result found for the fghmple. A one unit increase in trade leads t&%6.

increase in inflation in Latin America. Additionglthe interaction effect between institutional
guality and net ODA received relative to GDP sigpaifitly increases inflation in Latin America.
With respect to output volatility, the regressiesults in Table 5 indicate, that capital formath@s

a weakly significant small positive effect on Latmerican output volatility. This result is the
same in the TSLS estimation, presented in Appeidizolumn 4, which contradicts the intuition
that higher investment levels reduce output vatatil

The full regression including all Kaufmann World v&@onance Indicators can be found in Appendix
7. Similar to the full sample results governmerie@fveness significantly decreases inflation in
Latin America (Appendix 7, column 1).

With respect to the macroeconomic volatility regiess of OECD countries, net ODA
received relative to GDP has been excluded dueissimg data observations. The results of the
effect of institutional quality on inflation and tpwt volatility of OECD countries seem less
significant as presented in Table 5 and Appendiith respect to output volatility one can find a

negative but insignificant effect of 1Q Average,iethis in line with the result of the full sample.
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Table 5 Macroeconomic Volatility Regressions- Subsamples

Dependent Variablelog I nflation

Dependent VariableQutput Volatility
(GARCH Variance series)

Estimation Method Pan ellL SFE Pan eIZL SFE
Sample 2005-2012 (adj.), Latin Ameri(_:a 21OCESr?tries Latin Am_eri(;a 21(2:55r?tries
(unbalanced Panel) 26 countries incl. incl. 27 countries incl incl.
Constant 516.769 -30.054 -0.015 -0.036
(103.818) (93.701) (0.038) (0.150)
1Q Average -2.491 0.598 -0.002 * -0.0002
(3.339) (1.427) (0.001; (0.0C4)
Financial Development (M2/GDP) -0.029 0.004 0.000 0.000
(0.038) (0.005) (0.000) (0.000)
Government Expenditures (% of GDI -0.405 ** -0.116 * -0.000 0.000
(0.160) (0.068) (0.000) (0.000)
Current Account Balance (% of GDP 0.031 -0.020 0.000 0.000
(0.061) (0.026) (0.000) (0.000)
Capital Formation (% of GDP) 0.020 0.013 0.0001** -0.000
(0.039) (0.033) (0.000) (0.000)
Net FDI/GDP 5.486 0.702 -0.001 -0.000
(4.814) (0.817) (0.003) (0.002)
Portfolio Investment/GDP 4.592 0.875 ** -0.000 -0.000
(5.266) (0.339) (0.002) (0.001)
log Population -34.648*** 1.854 0.001 -0.002
(7.097) (5.611) (0.003) (0.009)
log Real Interest Rate -0.224 -0.052 0.000 0.000
(0.202) (0.098) (0.000) (0.000)
Trade (% of GDP 0.065 *** 0.0(6 -0.00C -0.000
(0.019) (0.017) (0.000) (0.000)
Net ODA received/GDP -20.268 -0.002
(13.688) (0.006)
1Q Average*Trade 0.045 0.007 0.000 * 0.000
(0.037) (0.010) (0.000) (0.000)
1Q Averge* Net ODA rec/GDP 44.670 ** 0.001
(18.646) (0.007)
No. obs. 157 107 163 120
Adj. R? 0.763 0.703 0.591 0.353
Durbin Watson 2.296 2.432 1.803 2.688
F-statistic 12.188 7.593 6.089 2.705
(0.000) (0.000) (0.000) (0.000)

Notes: Sample data from 1996-2012. Robust standardsarar reported in parentheses, all estimationkidac

country and time fixed effects and are estimatdth White robust standard errors

Significance Level: * (10%), ** (5%), *** (1%)
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4.2 Policy implications

With respect to the empirical findings of this stuthere are several policy implications that can b
drawn from the results:

For policy makers the results presented indicagertiportance of strategies focused on decreasing
government expenditures and inflation, while insmeg the capital formation in order to achieve
higher levels of economic growth. Furthermorefthdings support the view that high institutional
guality is an important determinant of lower levefamacroeconomic volatility as measured by the
level of inflation. With respect to the indicatas$ institutional quality especially the government
effectiveness indicator seems to play an importalg in decreasing macroeconomic volatility.
Hence, higher quality of public and civil servicethe quality of policy formulation and
implementation as well as a higher degree of inddeece from political pressures have a

significant negative effect on macroeconomic vbtgti

Concerning the ongoing debate about the effects®ioé foreign aid, there is no clear conclusion
that can be made from the analysis, since the teffe¢he net official development assistance
changes depending on the measurement of instidtigonality. However, with respect to the
interaction term of institutional quality and fageiaid the findings do suggest, that foreign aisl ha
a very negative weakly significant effect on GDR papita growth, even in the presence of
institutional quality. Thus, this result seems tpport the view of Easterly, who claims that foreig

aid destroys incentives in the receiving countegding to lower levels of growth.

4.3 Limitations

This last section will shortly address the limivas of the analysis presented. With respect to the
results mentioned above one has to keep in minditiséitutional quality is highly likely to be
endogenous due to measurement errors and omittebles. The relatively low Rindicates the
difficulties in reliably predicting institutionalwglity. Thus, the possibility that institutional ajity

is not exogenous but endogenous has been testhé inwo-stage least squares estimation. With
respect to the robustness tests the effect otutistal quality on macroeconomic volatility difser
depending on the measurements of institutionalityuahd the estimation method, even though
Dollar and Kraay (2004) do not find significantfdifences in the effect of institutional quality on
economic performance due to changes in the measateaf institutional quality. Hence, more

research has to be conducted on the isolated effespecific indicators in order to learn more
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about the exact effect of institutional quality icetors on economic growth and macroeconomic

volatility.

Another limitation of this study is the fact thaetfixed estimator eliminates all the time invatian
information, so that the explanatory power thersofot included (Verbeek, 2012). In contrast to
that, the random effects estimator offers the pa#yi to capture the short and long run impacts,

because both the between and within dimensioneofittia can be exploited (Verbeek, 2012).

Unfortunately there are many data observationsingse the democracy ranking, so that this
variable has been excluded most of the times irrotd ensure the robustness of the results.
Furthermore, even though the Kaufmann indicatorgsltitutional quality are available for 1996-
2012, the regression results mostly cover onlypérgod from 2005-2012. Especially the regression
results of the two subsamples of countries are vesy robust, due to many missing data
observation. Contrary to most previous studies gotetl on the impact of institutional quality on
output volatility, other measures of output volgitihave been used. With respect to the two-stage
least squares estimations the possibility of reverausality is eliminated and the sign of the
coefficient of the equally weighed institutional aity index shows differs depending on the
subsamples. Moreover the analysis results canrdifbenpared to previous research due to the
differences in the measurement of institutional liyaas well as output volatility. Also the
instruments used in the TSLS estimation of thislyama differ to the ones included in previous
research. In addition to that, many studies onr#lationship between institutional quality and
macroeconomic volatility used the Generalized MdtbbMoments (GMM) method to estimate the
model.

5. Conclusions

The relationship between institutional quality aedonomic growth has long been a focus of
numerous studies. Taking everything into considenathis study on the full set of 214 countries
finds a weakly significant positive effect of theually weighted average of the Kaufmann
institutional quality indicators on economic perf@nce as measured by the GDP per capita growth
in the panel least squares estimation. Thus, thdings support previous studies by Acemoglu,
Johnson, Robinson (2001), Hall and Jones (1999 etisas Knack and Keefer (1995) for instance,

which state that higher institutional quality hapasitive influence on economic growth. Therefore
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the first hypothesis, namely that there is a pasitffect of institutional quality on economic

growth, is not rejected.

This paper pays special attention to the role sfitutional quality on macroeconomic volatility,
estimating panel least squares as well as two-$t@age squares models of the effect on institutiona
quality on different measures of macroeconomic tldla With respect to the main hypothesis of
the effect of institutional quality on macroeconomolatility, this study concludes, that there seem
to be a significant negative effect of the averageinstitutional quality on macroeconomic
volatility, as measured by the log of inflationtire panel least squares estimation. Hence the decon

hypothesis cannot be rejected when macroecononatilitg is measured by the level of inflation.

Despite many studies indicating a negative effettoaitput volatility, the empirical findings
presented in this paper do not show a significéfieiceof the average of institutional quality on

macroeconomic volatility as measured by the GAR@Hance series of real GDP growth.

With respect to the macroeconomic volatility regies results of Latin American and OECD

countries one can conclude that institutional dquatioes indeed play an important role in
stabilizing output volatility in Latin America. Thesgression results show a weakly significant
negative effect of institutional quality on Latim#erican output volatility in the panel least sqgare
estimation, as well as the TSLS regression, acauyimbr endogeneity in institutional quality. This

result supports the study by Klomp and de Haan9R06ho find a negative effect of democracy on
output volatility, while this analysis includes atitthal institutional quality indicators. In constto

that the results are less significant in OECD coest

This analysis contributes to the limited empiristidies investigating the effect of institutional
quality on macroeconomic volatility by measuringpmu volatility not as the standard deviation of
output but by the GARCH variance of real GDP graviththat way, this study offers some insights
into the effects of institutional quality on maccoaomic volatility, as measured either by inflation

or the GARCH variance of real output growth.

To summarize, institutions do seem to play a vempdrtant role in determining economic

outcomes, however, the effect on output volatiligs to be investigated further theoretically, as
well as empirically. With respect to the findingsegented, it is not clear through which channels
weak institutions decrease macroeconomic volatikty said before, it seems that government
effectiveness plays an important role in decreasiagroeconomic volatility. The isolated effects of

specific indicators of institutional quality, howeay have to be researched in more detail.
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Appendix 1: Valid Instruments
Dependent VariabteComposite Index Institutional Quality
Final Model(3):104 countries, (adj.) 2005-20{@nbalanced panel)

. (1) (2 (3)
Panel Least squaress: Full Model Restricted Model Final Model
Constant -2.141 -0.133 -1.53
(5.381) (1.844) (0.0.001)
Log(Population) 0.227 0.014 0.011
(0.314) (0.096) (0.104)
Tax Revenue 0.003 0.004 *** 0.004***
(0.005) (0.001) (0.001)
Population Growth -0.041 0.027*** 0.027 ***
(0.034) (0.008) (0.008)
1Q Average (-1) 0.482 *** 0.541%** 0.540 ***
(0.123) (0.085) (0.086)
D-Democracy -0.002 ** -0.001** -0.0004**
(0.001) (0.001) (0.0002)
Life Expectancy -0.026 -0.001 b
(0.011 (0.005
GINI Index 0.003 a
(0.008)
No. obs. 153 610 610
Adj. R? 0.991 0.996 0.996
Durbin Watsol 2.40¢ 1.99¢ 1.99¢
F-statistic 229.737 1278.708 1292.346
(0.000) (0.000) (0.000)

a: excluded for reasons of robustness
b: excluded for reasons of insignificance

Notes: Sample data from 1996-2012. Robust standardsarar reported in parentheses, all estimationkidac
country and time fixed effects and are estimatdth White robust standard errors
Significance Levd: * (10%), ** (5%), *** (1%)

Appendix 2 Panel unit root test

GDP growth per capita Real interest rate

Levin, Lin Chu t* Prob. 0.000 | Levin, Lin Chu t* Prob. 0.000
no. obs. 3075 no. obs. 2251

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 3072 no. obs. 2248

Inflation Total Labor Force Participation

Levin, Lin Chu t* prob. 0.000 | Levin, Lin Chu t* Prob. 0.000
no. obs. 2698 no. obs. 1345

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 2692 no. obs. 1333

Official Exchange Rate D(Official Exchange Rate)

Levin, Lin Chu t* prob. 0.091 | Levin, Lin Chu t* prob. 0.000
no. obs. 2521 no. obs. 2366

Im, Pesaran, Shin W-stat Prob. 1.000 | Im, Pesaran, Shin W-stat Prob. 0.029
no. obs. 2489 no. obs. 2357
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Real effective ER I ndex

D(Real effective ER Index)

Levin, Lin Chu t* prob. 0.140 | Levin, Lin Chu t* Prob. 0.000
no. obs. 1502 no. obs. 1408

Im, Pesaran, Shin W-stat Prob. 0.997 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 1502 no. obs. 1408

Loginitial GDP per capita GINI

Levin, Lin Chu t* prob. 0.615 | Levin, Lin Chu t* prob. 0.000
no. obs. 16 no. obs. 287

Im, Pesaran, Shin W-stat Prob. Im, Pesaran, Shin W-stat Prob. 0.027
no. obs. no. obs. 281

Total Population L og(Population)

Levin, Lin Chu t* Prob. 1.000 | Levin, Lin Chu t* prob. 0.000
no. obs. 3420 no. obs. 3420

Im, Pesaran, Shin W-stat Prob. 1.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 3420 no. obs. 3420

Population Growth Life Expecancy

Levin, Lin Chu t* prob. 0.000 | Levin, Lin Chu t* prob. 0.000
no. obs. 3411 no. obs. 3186

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 3411 no. obs. 3183

Real output volatility (SD) D(Real output volatility (SD))

Levin, Lin Chu t* prob. 1.000 | Levin, Lin Chu t* Prob. 0.000
no. obs. 2668 no. obs. 2471

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 2668 no. obs. 2471

Real output volatility (Variance) Institutional Quality Avg.

Levin, Lin Chu t* Prob. 0.000 | Levin, Lin Chu t* Prob. 0.000
no. obs. 2667 no. obs. 2007

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 2667 no. obs. 2004

Voice and Accountability Govenanment Effectiveness

Levin, Lin Chu t* Prob. 0.000 | Levin, Lin Chu t* Prob. 0.000
no. obs. 2015 no. obs. 1982

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 2012 no. obs. 1979

Political Stability Control of Corruption

Levin, Lin Chu t* prob. 0.000 | Levin, Lin Chu t* prob. 0.000
no. obs. 1998 no. obs. 1987

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 1995 no. obs. 1984

Regulatory Quality Rule of Law

Levin, Lin Chu t* prob. 0.000 | Levin, Lin Chu t* Prob. 0.000
no. obs. 1981 no. obs. 2013

Im, Pesaran, Shin W-stat Prob. 0.000 | Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 1978 no. obs. 2010

Democracy D(Democr acy)

Levin, Lin Chu t* prob. 0.999 | Levin, Lin Chu t* Prob. 0.000
no. obs. 817 no. obs. 601

Im, Pesaran, Shin W-stat Prob. 1.000 | Im, Pesaran, Shin W-stat Prob. 0.190
no. obs. 817 no. obs. 601

Battle related Deaths

Levin, Lin Chu t* prob. 0.000
no. obs. 336

Im, Pesaran, Shin W-stat Prob. 0.000
no. obs. 321
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Appendix 3: The Evolution of Institutional Quality Indicatorsand Dependent Variables
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Appendix 4: Growth Deter minants -Scatter Plots
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Appendix 5 : Economic Growth Regressions

Dependent VariableGDP per capita growth (% annual)

Estimation Method PandlLSFE Panelz'.rSLS'
(unbalanced panel) 42 counties | R e pane) 44 counties
Constant -360.217| Constant -487.708
(140.656) (330.482)
Voice and Accountability 6.269 ** | |Q Average 10.116
(1.603) (16.904)
Rule of Law 1.351| Financial Developme (M2/GDP; -0.062
(1.986) (0.056)
Palitical Stability 0.975| Government Expenditures (% of GDP) -0.505 *
(1.112) (0.266)
Government Effectiveness -2.091| Current Account Balance (% of GDP) -0.081
(3.539) (0.063)
Regulatory Quality 0.945| Capital Formation (% of GDP) 0.257 **
(2.193) (0.127)
Control of Corruption 0.980| Net ODA received/GDP -25.644
(2.316) (67.829)
D(real effective Exchange Rate) 0.060 * | Portfolio Investment/GDP -0.609
(0.029) (1.506)
General Government Expenditures (% of GDP) -0 .383 = | Inflation -0.157 *
(0.139) (0.084)
log(Real Interest Rate) 0.753 *| Total Labor Force Participation Rate 0.012
(0.372) (0.049)
Current Account Balance (% of GDP) 0.141 * | log Population 30.406
(0.069) (20.450)
Capital Formatio (% of GDP. 0.079| log Real Interest Ra -0.127
(0.140) (0.283)
Net ODA received/GDP 10.386| Trade (% of GDP) -0.042
(16.154) (0.041)
Portfolio Investment/GDP 5.108| IQ Average*Trade -0.035
(7.802) (0.068)
Inflation -0.156 ** | IQ Averge* Net ODA rec/GD -125.382
(0.048) (141.921)
Log Populatiol 23.751 * | GDP per capita growtf-1) -0.087
(9.104) (0.167)
Financial Development (M2/GDP) 0.036 | GDP per capita growth (-2) -0.362
(0.021) (0.193)
Net FDI/GDP -27.650 **
(10.107)
GDP per capita (-1) 0.056
(0..087)
GDP per capita (-2) -0.073
(0.116)
No. obs. 237 184
Adj. R? 0.419 0.610
Durbin Watson 2.163 2.42
F-statistic 3.541 5.3
(0.000) (0.000)
Instrument Rank 69
Prob (J-Statistic) (0.068)

! Instrumental Variables: Population Growth, D(Daemacy), 1 period Lagged IQ Average

Notes: Sample data from 1996-2012 . Robust standardseare reported in parentheses, all estimatioskide country and time fixed effects and are esgoha

with White robust standard errors
Significance Level: * (10%), ** (5%), *** (1%)
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Appendix 6 : Macroeconomic Volatility Regressions

Dependent Variabtel og I nflation

Dependent VariabteOutput Volatility (GARCH Variance Series)

(@) @) (©) @
Estimation Method Pand LS Panel Pand LS Pandl LSFE
FE TSLS! FE
. Sample 2005-2012 Sample: 2005-2012 .
Sample 2005-2012 (ad;.), . . - . .| Sample: 2005-2012 (adj.), .
(unbalanced Panel) 85 countries| (adj.), 42 countrieq (adj.), 86 countries (unbalanced Panel) 86 countries
(unbalanced Panel) (unbalanced Panel)
Constant 23.433| Constant 76.607| Constant -0.059| Constant -0.064
(30.379) (39.104) (0.018) (0.019)
. s Voiceand
ezl eveanizally 0.315 | 1Q Average 0.469 | Accountability -0.000 | 1Q Average 0.0003
(0.304) (1.008) (0.000) (0.001)
Financial
Rule of Law -0.148 | Development 0.004| Rule of Law -0.000 | Financial Development 0.000
(0.199) (0.665) (0.000) (0.000)
Government
Political Stability 0.002 | Expenditures -0.048 ** | Palitical Stability -0.000 | Government Expenditure -0.0001 ****
(0.128) (0.023) (0.000) (0.000)
Government Current Account Government
Effectiveness -0.511 ** | Balance -0.032 *** | Effectiveness -0.001 ** | Current Account Balance -0.000 *
(0.258) (0.008) (0.000) (0.000)
Regulatory Quality 0.162 | Capital Formation -0.013| Regulatory Quality -0.000 | Capital Formation 0.000 *
(0.139) (0.016) (0.000) (0.000)
Net ODA Control of
Control of Corruption 0.124 | received/GDP -7.364 **| Corruption -0.000 | Net ODA received/GDP 0.001
(0.181) (3.480) (0.000) (0.001)
Financial
Financial Development 0.000| Net FDI/GDP 0.631| Development -0.000| Net FDI/GDP 0.001
(0.007) (0.391) (0.000) (0.001)
Portfolio Government
Government Expenditures ~ -0.045 ** | Investment/GDP 0.311| Expenditures -0.000*** | Portfolio Investment/GDF 0.000
(0.022) (0.414) (0.000) (0.001)
Log(real interest rate) -0.104*** | log Population -4.466 *| Net FDI/GDP 0.001| log Population 0.004 ***
(0.030) (2.369) (0.001) (0.001)
log Real Interest Current Account
Current Account Balance 0.005| Rate -0.079 *| Balance - 0.000| log Real Interest Rate 0.000
(0.005) (0.040) (0.000) (0.000)
Capital Formation 0.013 *| Trade 0.011 ** | Capital Formation 0.000* | Trade -0.000 *
(0.007) (0.005) (0.000) (0.000)
Net ODA
Net ODA received/GDP 1.887 ** | 1Q Average*Trade 0.005| received/GDP 0.003| IQ Average*Trade -0.000
(0.714) (0.008) (0.002) (0.000)
1Q Averge* Net Portfolio 1Q Averge* Net ODA
Net FDI/GDP 0.487 *| ODA rec/GDP -11.507 **| Investment/GDP 0.000( rec/GDP -0.004*
(0.278) (4.309) (0.001) (0.002)
Portfolio Investment/GDP 0.153 log(Population) 0.004 **
(0.187) (0.001)
Log Real Interest
log(Population) -1.406 Rate 0.000
(1.946) (0.000)
Trade 0.008** Trade -0.000
(0.003) (0.000)
No. obs. 448 198 479 479
Adj. R? 0.539 0.634 0.641 0.646
Durbin Watson 2.447 2.205 1.515 1.536
F-statistic 5.843 6.805 8.912 9.314
(0.000) (0.000) (0.000) (0.000)
Instrument Rank 65
Prob (J-Statistic) (0.451)

! Instrumental Variables: Tax Revenue, Populatioom@h, D(democracy), 1 period lagged IQ Average

Notes: Sample data from 1996-2012 . Robust standardseare reported in parentheses, all estimationide country and time fixed effects and are edéaha
with White robust standard erro&gnificance L evel: * (10%), ** (5%), *** (1%)
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Appendix 7 : Macroeconomic Volatility Regressions. Subsamples

Dependent Variabtel og | nflation

Dependent VariabteOutput Volatility (GARCH Variance

Series)
Estimation 2. 3. 4.
Method Panel LSFE Panel TSLS' Pand LSFE Panel TSLSH
ggﬂpg;o)o& LA  OECD ggﬂpé;o)%' LA  OECD ggﬂp(lgajz)oo& LA OECD ggﬂp(lgajz)oo& LA  OECD
o 26CS 21Cs s 11CS 20CSs o 27CS 21Cs o 21Cs. 21CS
Constant 46.292 -73.821| Constant 112.78 -31.551| Constant -0.008 0.051| Constant 0.023 0.005
(44.328) (93.449) (77.436) (51.641) (0.050) (0.139) (0.050)  (0.003)
Voiceand Voiceand
Accountability  0.641*  -1.692 | IQ Average 1.876 2.648 | Accountability  -0.001  0.002 | IQ Average -0.007 * 0.001
(0.386) (1.188) (2.822) (8.988) (0.001) (0.002) (0.005)  (0.001)
Financial -0.001 Financial
Rule of Law 0.173 2.660** | Development -0.009 0.000| Rule of Law * -0.002 | Development -0.000 -0.000
(0.402)  (0.900) (0.030)  (0.008) (0.000) (0.001) (0.000)  (0.000)
Poalitical Government Political Government
Stability 0.149 -0.500 | Expenditures -0.087 -0.067| Stability -0.000 0.001 | Expenditures -0.000 -0.000
(0.611) (0.438) (0.164)  (0.074) (0.000) (0.001) (0.000)  (0.000)
Government -0.863 Current Account Gover nment Current Account
Effectiveness ** 0.394 | Balance -0.060 * 0.015| Effectiveness 0.000 0.001 | Balance 0.000 ** 0.000
(0.343)  (0.395) (0.029)  (0.026) (0.001) (0.002) (0.000)  (0.000)
Regulatory Capital Regulatory 0.002 | Capital
Quality 0.253 -0.490 | Formation -0.047 0.073 **| Quality 0.000 * [ Formation 0.0001** -0.000
(0.430) (0.639) (0.044)  (0.032) (0.000) (0.001) 0.000 (0.000)
Control of Control of
Corruption -0.216 0.329 | Net FDI/GDP 0.921 2.935 **| Corruption -0.001 -0.002 | Net FDI/GDP -0.002 -0.001
(0.243)  (0.505) (5.316)  (1.109) (0.000) (0.001) (0.003)  (0.002)
Financial Portfolio Financial Portfolio
Development -0.015 0.006 *| Investment/GDF  1.138 3.208 ** | Development 0.000 -0.000| Investment/GDF  -0.001 -0.001
(0.012) (0.004) (3.825)  (1.028) (0.000) (0.000) (0.002)  (0.001)
Government -0.157 Government
Expenditures -0.086 * ** | log Population -6.534 1.678| Expenditures 0.000 0.000| log Population -0.002 -0.0002 *
(0.046) (0.072) (4.715)  (3.581) (0.000) (0.000) (0.003) (0.0001)
Log(real interest log Real Interest log Real Interest
rate) -0.108 -0.072| Rate -0.201 -0.079| Net FDI/GDP -0.001 -0.001| Rate 0.0001 0.000
(0.113) (0.127) (0.260)  (0.106) (0.002) (0.002) (0.000) (0.000)
Current Account  0.036 Current Account 0.000
Balance * -0.005| Trade 0.005 0.011| Balance 0.000 * | Trade 0.000 0.000
(0.016) (0.025) (0.014)  (0.044) (0.000) (0.000) (0.000) (0.000)
Capital 1Q Capital 1Q
Formation 0.027 0.021| Average*Trade  -0.021 -0.002| Formation 0.000** -0.000| Average*Trade 0.0001 * -0.000
(0.022) (0.020) (0.019)  (0.045) (0.000) (0.000) (0.000)  (0.000)
Net ODA Portfolio -0.001| Net ODA
Net FDI/GDP 1.262 0.748| received/GDP 33.944 Investment/GDF  -0.000 * | received/GDP -0.004
(1.259) (0.946) (44.336) (0.002) (0.001) (0.008)
Portfolio 1Q Averge* Net 1Q Averge* Net
Investment/GDF ~ 3.816 0.946 ** | ODA rec/GDP 73.381 log(Population) 0.001 -0.003| ODA rec/GDP 0.002
(2.441) (0.400) (70.017) (0.003) (0.008) (0.008)
-0.000
log(Population)  -2.910 4.505 Trade -0.000 *
(3.0154) (5.681) (0.000) (0.000)
log Real Interest
Trade 0.001 0.014 Rate 0.001* 0.000
(0.012) (0.009) (0.000) (0.000)
Net ODA Net ODA
received/GDP -1.428 received/GDP -0.001
(8.301) (0.005)
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No. obs. 152 107 56 92 163 120 125 118
Adj. R? 0.49 0.741 0.461 0.712 0.583 0.351 0.376 0.097
Durbin Watson 3.08 2.708 2.296 2.679 1.807 2.696 2.135 1.692
F-statistic 4.024 8.048 2.627 7.261 5.620 2.535 3.836 2.212
(0.000) (0.000) (0.000)  (0.000) (0.000) (0.000) (0.000 (0.024)
Instrument Rank 34 41 Instrument Rank 43 14
Prob (J- Prob (J-
Statistic) (0.928)  (0.082) Statistic) (0.387)  (0.026)
! Instrumental Variables: Tax Revenye, i Instrumental Variables: Population
Population Growth, Ddemocracy, 1 Growth, Tax Revenue, 1Q average
period Lagged IQ Average lagged by 1 period

Notes: Sample data from 1996-2012 . Robust standardseare reported in parentheses, all estimatioskide country and time fixed effects and are eggoha
with White robust standard errors. CS refers tssisections (countries) included.

Significance Level: * (10%), ** (5%), *** (1%)

Appendix 8: Descriptive Data

List of countries

Full Sample:

Afghanistan Congo, Dem. Rep. India Montenegro Séditica

Albania Congo, Rep. Indonesia Morocco South Sudan
Algeria Costa Rica Iran, Islamic Rep. Mozambique aisp

American Samoa Cote d'lvoire Iraq Myanmar Sri Lanka
Andorra Croatia Ireland Namibia St. Kitts and Nevis
Angola Cuba Isle of Man Nepal St. Lucia

Antigua and Barbuda Curacao Israel Netherlands M8&ttin (French part)
Argentina Cyprus Italy New Caledonia gtr'e\r/ggiigtsand the
Armenia Czech Republic Jamaica New Zealand Sudan

Aruba Denmark Japan Nicaragua Suriname
Australia Djibouti Jordan Niger Swaziland

Austria Dominica Kazakhstan Nigeria Sweden
Azerbaijan Dominican Republic Kenya :\slgggjzm Mariana Switzerland
Bahamas, The Ecuador Kiribati Norway Syrian Aralpi#ic
Bahrain Egypt, Arab Rep. Korea, Dem. Rep. Oman Kisin
Bangladesh El Salvador Korea, Rep. Pakistan Taazani
Barbados Equatorial Guinea Kosovo Palau Thailand
Belarus Eritrea Kuwait Panama Timor-Leste
Belgium Estonia Kyrgyz Republic Papua New Guinea gdo

Belize Ethiopia Lao PDR Paraguay Tonga

Benin Faeroe Islands Latvia Peru Trinidad and Tobag
Bermuda Fiji Lebanon Philippines Tunisia

Bhutan Finland Lesotho Poland Turkey

Bolivia France Liberia Portugal Turkmenistan
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Bosnia and Herzegovina French Polynesia Libya BuURiItO Turks and Caicos Islands
Botswana Gabon Liechtenstein Qatar Tuvalu
Brazil Gambia, The Lithuania Romania Uganda
Brunei Darussalam Georgia Luxembourg Russian Fadera Ukraine
Bulgaria Germany Macao SAR, China Rwanda UnitecbAEmnirates
Burkina Faso Ghana Macedonia, FYR Samoa United dany
Burundi Greece Madagascar San Marino United States
Cabo Verde Greenland Malawi Sao Tome and Principe rugliay
Cambodia Grenada Malaysia Saudi Arabia Uzbekistan
Cameroon Guam Maldives Senegal Vanuatu
Canada Guatemala Mali Serbia Venezuela, RB
Cayman Islands Guinea Malta Seychelles Vietnam
Central African Republic Guinea-Bissau Marshakiels Sierra Leone Virgin Islands (U.S.)
Chad Guyana Mauritius Singapore West Bank and Gaza
Channel Islands Haiti Mexico Sint Maarten (Dutchtpa Yemen, Rep.
Chile Honduras Micronesia, Fed. Sts. Slovak Republi Zambia
China Hong Kong SAR, China Moldova Slovenia Zimbabw
Colombia Hungary Monaco Solomon Islands
Comoros Iceland Mongolia Somalia

Latin America: OECD:

Antigua and Barbuda  Haiti Australia Norway

Argentina Honduras Austria Poland

Aruba Jamaica Belgium Portugal

Bahamas, The Mexico Canada Slovak Republic

Barbados Nicaragua Chile Slovenia

Belize Panama Czech Republic  Spain

Bolivia Paraguay Denmark Sweden

Brazil Peru Estonia Switzerland

Cayman Islands Puerto Rico Finland United Kingdom

Chile Sint Maarten (Dutch part) France United State

Colombia St. Kitts and Nevis Germany

Costa Rica St. Lucia Greece

Cuba St. Martin (French part) Iceland

Curacao St. Vincent and the Grenadings  Ireland

Dominica Suriname Israel

Dominican Republic  Trinidad and Tobago Italy

Ecuador Turks and Caicos Islands Japan

El Salvador Uruguay Korea, Rep.

Grenada Venezuela, RB Luxembourg

Guatemala Virgin Islands (U.S.) Netherlands

Guyana New Zealand
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