
Are female investors driven differently by
sentiments than male investors?

Suzanne C. Wetstein
Department of Behavioral Economics,

Bachelor of Science in Economics and Business,
Erasmus University Rotterdam

August 3, 2014



Abstract

In this study we will look at gender differences in sentiment driven investing.
It extends a study by Kaplanski et al. [15] on the influence of sentiment on
risk and return expectations and future trading plans. The gender differences
in risk and return expectations and trading plans are researched, as well as the
gender differences in sentiment and sentiment-creating factors. Lastly, we have also
researched the influence of a sentiment index, consisting of a linear combination of
the sentiment-creating variables, on the risk and return expectations and trading
plans for men and women separately. We find that men expect higher returns and
a lower volatility than women and that men trade more. We also find that men and
women have no difference in their general feeling and weather perception. They
do however differ in the fact that men have a favorite sports team more often than
women and that men suffer less from Seasonal Affective Disorder (SAD) than
women. When examining the relationship between sentiment and investing for
men and women with the sentiment index, we find no significant relation between
sentiment and expected risk and return. We do find gender differences in sentiment
driven trading plans, more positive sentiment directs women more towards buying
instead of selling than men.

1



Contents

1 Introduction 4

2 Related literature 6
2.1 Gender differences in investor trading behavior . . . . . . . . . . . . 6
2.2 Gender differences in sentiment . . . . . . . . . . . . . . . . . . . . 8
2.3 The influence of sentiment on investment . . . . . . . . . . . . . . . 8

3 Data and sample 10

4 Hypotheses 15
4.1 Descriptive analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.1.1 Return expectation hypothesis . . . . . . . . . . . . . . . . . 15
4.1.2 Risk expectation hypothesis . . . . . . . . . . . . . . . . . . 16
4.1.3 Trading activity hypothesis . . . . . . . . . . . . . . . . . . 16
4.1.4 General sentiment effect hypothesis . . . . . . . . . . . . . . 16
4.1.5 Sports sentiment effect hypothesis . . . . . . . . . . . . . . . 16
4.1.6 Weather sentiment effect hypothesis . . . . . . . . . . . . . . 17
4.1.7 SAD sentiment effect hypothesis . . . . . . . . . . . . . . . . 17

4.2 Econometric analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2.1 Overall sentiment effect hypothesis . . . . . . . . . . . . . . 17
4.2.2 Overall sentiment effect on trading plans hypothesis . . . . . 18

5 Methods 19
5.1 Descriptive analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.2 Econometric analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 21

6 Results and discussion 24
6.1 Descriptive analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

6.1.1 Return expectation hypothesis . . . . . . . . . . . . . . . . . 24
6.1.2 Risk expectation hypothesis . . . . . . . . . . . . . . . . . . 28
6.1.3 Trading activity hypothesis . . . . . . . . . . . . . . . . . . 31

2



6.1.4 General sentiment effect hypothesis . . . . . . . . . . . . . . 33
6.1.5 Sports sentiment effect hypothesis . . . . . . . . . . . . . . . 33
6.1.6 Weather sentiment effect hypothesis . . . . . . . . . . . . . . 33
6.1.7 SAD sentiment effect hypothesis . . . . . . . . . . . . . . . . 34

6.2 Econometric analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.2.1 Creating the ISI . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.2.2 Overall sentiment effect hypothesis . . . . . . . . . . . . . . 36
6.2.3 Overall sentiment effect on trading plans hypothesis . . . . . 52

7 Conclusion 56

A Data 61
A.1 Questionnaire, source:[15] . . . . . . . . . . . . . . . . . . . . . . . 61

B Descriptive analysis tests - November 66

C Descriptive analysis tests - February 83

D Descriptive analysis tests - June 100

E Descriptive analysis tests - total dataset 117

3



Chapter 1

Introduction

The main objective of this research is to extent the study of Kaplanski et al.
[15] with a gender aspect. Several authors have studied influences of investors’
feelings on their risk and return expectations but, in this study, we will look at
how different investors are influenced differently by these feelings. With different
investors we here mean male and female investors.

In the study of Kaplanski et al. [15] the influences of sentiment on investors’
return and risk expectations where studied. They analyzed sentiment using five
proxies: the individual’s contemporaneous feeling, recent results of their favorite
soccer team, perception of the contemporaneous weather and whether the indi-
vidual is ”a spring person” in general and suffers from Winter Blues. They find
that sentiment-creating factors systematically affect return and risk expectations,
where the return effect is more profound. The happier the subject, the more opti-
mistic he is with regard to the stock market and that the better the general mood
of the individual the better the perceived weather, and the better the perceived
results of the individual’s favorite soccer team. Our study relies on the data gath-
ered in this study and the data comes from the Longitudinal Internet Studies for
the Social Sciences (LISS) panel of CentER data at Tilburg University.

In this study we research what influence gender has on how investors are af-
fected by sentiment. First, we look at the difference between males and females
in investing and in sentiment. According to previous literature [10],[4] and [22]
women are more driven by sentiments than men. From the Kaplanski et al. study
we know that sentiment influences investors’ risk and return preferences. There
has not been a lot of research into the sentiment-gender interaction combined
with investment decisions. Therefore we want to study how males and females let
sentiment-creating factors influence their subjective market judgment regarding
expected risk and return differently.

This study is divided into two parts. A descriptive and an econometric analy-
sis. In the descriptive analysis we study the gender differences in risk and return
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expectations and in sentiment-creating factors separately. In the econometric anal-
ysis part, we study the influence of a sentiment index (created from the sentiment-
creating factors) on the risk and return expectations of men and women separately,
and compare these results.

We hypothesize that men expect higher returns than women and we find that
this is consistent with our results. Our hypothesis that men expect a lower volatil-
ity than women is not consistent with our results. We find no difference in the risk
expectations of men and women. Consistent with our hypothesis men do trade
more than women, but men and women are not differently directed towards buying
or selling more stock. Based on our literature study, we hypothesized that men
would report a better general feeling than women, but we found no difference in
the general feeling of men and women. Our hypothesis that men have a favorite
sports team more often than women and that the distribution between good and
bad performances of sports teams (as judged by the individual) is the same for
men and women is consistent with our results. We expected that men would have
a more positive weather perception than women, but our results show no gender
difference in weather perception. Our expectation that men suffer less from Sea-
sonal Affective Disorder (SAD) than women was confirmed by our results. In the
econometric analysis part we hypothesized that sentiment would have a smaller
influence on expected return and risk for men than for women. We found that
this is not true, because sentiment has in most cases no influence on expected risk
and return. In this part we also hypothesized that sentiment of men would have a
larger influence on their investment plans than that of women. We found that sen-
timent does not have a significant influence on trading plans. We did however find
that sentiment has a more towards buying (instead of selling) directed influence
on trading plans for women than for men.

The remainder of this paper is organized as follows. Section 2 reports on liter-
ature about the difference in investor trading behavior between men and women.
Section 3 presents the data and the sample. Section 4 explains our hypotheses
and the variables used to test them and section 5 reports our testing methods. In
section 6 we will present our results and discuss them. Finally, in section 7 we will
conclude.
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Chapter 2

Related literature

In this chapter an overview of present literature on the subject of gender differences
in sentiment and investor trading behavior will be given. In our research we study
the link between gender, sentiments and investment, but since this combination
has not been studied much we here look at the link’s between each of these. We
first look at the gender differences in investing, then at the gender differences in
sentiment and finally at the influences of sentiment on investing.

2.1 Gender differences in investor trading be-

havior

A number of studies examine gender differences in investor trading behavior. Ac-
cording to many studies, women are more risk averse than men in investment
decisions. For example Hinz, McCarthy and Turner [13] find that women appear
to invest their pension assets more conservatively than men. They tested this
using a survey of participants in the federal government’s Thrift Savings Plan.
A large percentage of women invested in the minimum-risk portfolio available to
them. Even after controlling for economic and demographic variables this result
persisted. In another study Powell and Ansic [19] examine whether gender differ-
ences in risk propensity and strategy in financial decision-making can be viewed
as general traits, or whether they arise because of context factors. They find that
females are less risk seeking than males irrespective of familiarity and framing,
costs or ambiguity. Jianakoplos and Bernasek [14] even wanna go as far as to say
that greater financial risk aversion may provide an explanation for women’s lower
levels of wealth compared to men’s. They said this after examining household
holdings of risky assets, where they found that as wealth increases, the proportion
of wealth held as risky assets is estimated to increase by a larger amount for single
men than for single women.
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That women appear to be less risk tolerant is closely related to the finding that
women are less self confident in their abilities. A study by Beyer [3] found that
on a masculine task females underestimated their performance, were less well cal-
ibrated, and showed a more conservative response bias than males. However, for
feminine and neutral tasks no gender differences in perception were found. This
could all be due to the fact that females were more likely than males to recall their
mistakes even with performance and accuracy of self-evaluations controlled. Speci-
fying this finding to investing: since women appear to be less risk tolerant investors,
are women also less confident in their investment decision-making? Studies have
found a lower degree of self confidence amongst women in their ability to make
decisions about investment options and in the outcome of these decisions. Estes
and Hosseini [7] find that gender is the most important explanatory factor affect-
ing confidence in investment decisions. Females were significantly less confident
about their decisions, even after controlling for factors such as age, experience,
education, knowledge, and asset holdings. Theoretical models predict that over-
confident investors trade excessively. Barber and Odean [2] test this prediction
by partitioning investors on gender. They hypothesize that men will trade more
excessively than women, since according to psychological research men are more
overconfident than women in areas such as finance. Barber and Odean find that
men indeed trade more excessively than women, they even trade 45 percent more.
They also find that married couples inuence one anothers investment decisions,
thereby reducing the effects of gender differences in overconfidence.

According to the same paper by Barber and Odean [2] women’s tendency to put
more thought into investment decisions results in a higher rate of return, because
of the lower trade rate. However, Graham et al. [11] argue that women’s tendency
to take less investment risk leads to lower investment returns. They refer to past
research regarding gender differences in investment strategies which pointed to two
results: female investors appear to be more risk averse and to have less confidence
in their investment decisions than men. They propose that gender differences
in information processing styles may account for the lower risk-taking tendencies
among female investors as well as the tendency towards lower confidence levels.

Other studies found that gender was not a critical determinant of investment
choice. Embrey and Fox [6] found that women were more likely to hold risky assets
if expecting an inheritance, when employed and when holding higher net worth.
Men, on the other hand, were more likely to invest in risky assets of they were risk
seekers, were divorced, were older or were college educated. In this study gender
was not the critical determinant of investment choice. Dwyer et al. [5] find that
women do exhibit less risk-taking in their most recent, largest and riskiest mutual
fund investment decisions than men. However, they also find that the impact of
gender on risk taking is significantly weakened when using investor knowledge of
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financial markets and investments as a control variable in the regression. So the
gender difference is weak for men and women with the same amount of knowledge
about investing.

There are a lot of studies done on gender differences in investor trading behav-
ior. There however are not a lot of studies on combinations of gender, sentiment
and investing. We have found one study which combines gender, optimism and
investment. Felton et al. [8] examine the role of gender and optimism on the risk-
iness of investment choices of students. The data suggest that males make more
risky investment choices than females, but also that this difference was primarily
due to the riskier choices of optimistic males. Therefore their results suggest that
the gender difference in investment strategies of men and women may be due to
a specific subgroup of males (optimists). Our extension of the study of Kaplanski
et al. also takes this optimist subgroup into account.

2.2 Gender differences in sentiment

We now know that many studies find that women are more risk-averse and less self
confident in their abilities than men. In this study we are interested in whether
this could be due to sentiments. Are women, for example, more prone to the
impact of sentiment-creating factors? And are women more inclined to let their
judgments be influenced by feelings?

Several studies show that women experience emotions more intensely than men.
A study by George [10] using positron emission tomography (PET) scans shows
that when male and female individuals are asked to recall their saddest memory,
brain activity increases significantly more in female brain than in the male brain.
Female subjects are also significantly more confident in expressing fear and sadness
than male individuals according to Blier and Blier-Wilson [4]. However a study by
Simon and Nath [22] suggests that men report positive feelings significantly more
often than women. The emotions of fear and sadness in the other papers are also
rectified here: women report negative feelings significantly more often than men.
This might be the cause of optimism among men and risk intolerance of women.
It implies that men might positively estimate their expected return and women
might expect a higher than average risk when investing.

2.3 The influence of sentiment on investment

The study which is extended in this paper, by Kaplanski et al., researches the
influence of sentiment on investment. They have found that sports results, gen-
eral feelings and Seasonal Affective Disorder (SAD) significantly affect predictions

8



about the stock market. The return effect is most pronounced, but also risk expec-
tations and investment plans are influenced. To generalize their sentiment results
Kaplanski et al. replace the various sentiment-creating factors by an Investor Sen-
timent Index (ISI). This index was constructed from the first principal components
of the correlation matrix of the sports results, general feeling and SAD variables,
found to have a significant effect on expected return. They find that the higher
the ISI (and thus the more positive the sentiment), the higher the return expecta-
tions and that a higher ISI tends to lower risk expectations, but this last result is
not significant. They also find that more positive sentiment increases individuals’
intentions to buy rather than to sell stocks. Loewenstein et al. [17] propose a
risk-as-feelings hypothesis, which highlights the role of affect experienced at the
moment of decision making. Using other psychological studies they show that emo-
tional reactions to risky situations do not correspond with cognitive assessment
of those risks. When this happens emotional reactions drive behavior. A study
by Fisher and Statman [9] shows a negative relationship between sentiment and
future stock returns, which is statistically significant for Wall Street strategists
and individual investors.

Summarizing the studied literature we find that there are gender differences in
investor trading behavior and gender differences in sentiment and that sentiment
influences investment. Combining these findings, it could be that gender differences
in trading behavior are explained by their differences in sentiment or that sentiment
influences men into other investment decisions than women. These links will be
studied further in this paper.
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Chapter 3

Data and sample

Our dataset is the same as the one used in the study of Kaplanski et al. [15], since
we want to extent this study. The data is collected from the LISS panel (Longi-
tudinal Internet Studies for the Social sciences). The LISS panel is a randomly
drawn sample of people living in the Netherlands. In order to focus on individuals
who actually invest, 7428 members of the panel were asked whether they invested
in stocks. Only the 929 individuals that did invest were approached with ques-
tionnaires for this study. These individuals were approached with questionnaires
in three waves, in November 2010, February 2011 and June 2011. 808 individuals
submitted a complete questionnaire in at least one of these waves. Next to the
questionnaire answers we also have access to demographic characteristics of the
participants, like age category, gender and education. In Table 3.1 the sample
characteristics can be found. The table reports the sample size, number of com-
pleted questionnaires and number of people of which the gender is known, which
leads to our total usable sample size. From the 808 individuals that filled in the
questionnaire at least once, there are 510 males and 298 females. So there are
enough subjects in both categories to be able to perform this gender study. Infor-
mation about the demographic characteristics of the individuals can be found in
3.2. Here we report characteristics of the 770 people that have completed at least
one questionnaire and have filled in all questions about their personal characteris-
tics.
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Table 3.1: This table reports the descriptive statistics of the sample population. The number
of individuals approached, and the number that filled in the questionnaire in each round is
shown. Of the 808 unique individuals that completed the questionnaires 510 are male and 298
are female. This table is based on a table from [15].

11



The subjects were approached in waves, with three times the same question-
naire. This questionnaire consisted of three parts. Subjects were asked questions
about their past and future investment plans, about their expectations of return
and volatility in two stock-market indexes and about the sentiment-creating fac-
tors. Table 3.3 reports the descriptive statistics of these variables. In panel A the
expectations of the subjects with regard to the stock market and their past and
future investment plans can be found. Panel B reports descriptive statistics of the
sentiment-creating factors. In the past and future investment plan part subjects
were asked about their past and planned investments, however, as can be seen in
Table 3.3, in any given month most of the subjects did not trade at all. In the
expectations about stock markets part subjects were asked questions about future
volatility and return. Their expectations regarding the next month (short term)
and next year (long term) volatility and return were asked for both the Amsterdam
Exchange index (AEX) and the U.S. S&P500 index. In the sentiment-creating fac-
tors part subjects were asked about their contemporaneous general feeling, their
perception of the weather over the last three days, whether they generally suf-
fer from Season Affective Disorder (SAD, or Winter Blues), whether they prefer
Spring or Autumn and about their favorite sports team’s performance. Since the
questionnaire was taken in three different moments of the year we can look at sea-
sonal biases. An English version of the questionnaire questions (the questionnaire
was taken in Dutch) can be found in Appendix A.1. The multiple choice questions
included a wide range of options centered around a neutral option to avoid biases.
Some questions also included a ’Don’t know/no opinion’-option.
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Table 3.2: This table reports the demographic characteristics of the sample pop-
ulation. The sample is composed of 770 individuals who have held stocks in their
portfolio, submitted at least one complete questionnaire and of which we have
complete personal data. This table is based on a table from [15].
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Table 3.3: This table reports the descriptive statistics of the main variables (financial and emotional)
used in this study. The total number of observations from all three rounds is 2058 questionnaires,
complete with gender information, which were filled in by 808 individuals. This table is based on a
table from [15].

(a) Panel A. Subjective expecta-
tions and trading activity

(b) Panel B. Sentiment-
creating factors
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Chapter 4

Hypotheses

As in the methods chapter, this chapter is also split up into a descriptive and
an econometric analysis part. In the descriptive analysis part hypotheses are
made about gender differences in all variables. In the econometric analysis part
hypotheses are made about how male investors are driven differently by sentiments
than female investors.

4.1 Descriptive analysis

We employ sixteen variables to study gender differences in risk and return ex-
pectations and sentiment-creating variables. The first three groups of variables
represents the subjective expectations and trading activity. The first group ex-
plores the return expectations, the second group the risk expectations and the
third group the trading activity. The following groups represent the sentiment-
creating variables: general feeling, sport team’s performance, weather, SAD and
optimism.

4.1.1 Return expectation hypothesis

In section 2.1 many studies are stated which have found that women are more
risk-averse and are less self-confident in their investment decisions. On the basis
of these findings we think that women are less confident about their returns and
will expect indexes to have lower expected returns in the future. We think this
effect will be larger for less known indexes and for larger time spans.

H1: Men expect higher returns than women, especially for less known indexes
and larger time spans.
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4.1.2 Risk expectation hypothesis

As for the above hypothesis, we use the findings from our literature study. Women
are found to be more risk-averse, and we think that they will therefore expect
higher risks on the indexes in the future than men. This effect will be larger for
less known indexes and for larger time spans.

H2: Men expect a lower volatility than women, especially for less known indexes
and larger time spans.

4.1.3 Trading activity hypothesis

Due the more risk-averse attitude and the less self-confidence in investment deci-
sions of women, we think that women will trade less than men. Barber and Odean
[2] found in their study that women have a lower trade rate. We think that men
will tend more to buying new stocks and women will tend to selling more stocks
they own, because men are more risk-seeking than men.

H3: Men trade more, and are more directed towards buying new stock instead
of selling stock they own.

4.1.4 General sentiment effect hypothesis

In section 2.2 we found that other literature suggests that women experience their
negative emotions more than men and that men report their positive feelings more
often. We therefore think that men will report their general feeling as better than
women.

H4: The average man will report a better general feeling than the average
woman.

4.1.5 Sports sentiment effect hypothesis

Sargent et al. [21] find that male and female sports spectators enjoy different types
of sports. Males mostly like watching sports with athletic confrontations that
emphasize combative coordination like football, ice hockey and soccer. Females
like watching sports in which stylish movements and gracefulness are shown, like
gymnastics, skiing and figure skating. As the ’male’ sports are shown on television
more often, and there are more of them, we think that males will more often have
a favorite athlete or sports team than females. We think that the distribution
of good and bad performances, as judged by the individuals, over the last three
days of favorite sports team’s will be the same for men and women. This because
winning and losing is just a matter of chance and winning will be judged as positive
by the individuals, whereas losing will always be seen as a bad performance.
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H5: Men have a favorite sports team (person) more often than women. The
distribution between good and bad performances (as judged by the individuals) will
be equal for men and women.

4.1.6 Weather sentiment effect hypothesis

A study on thermal comfort by Karjalainen [16] shows significant gender differ-
ences in comfort and temperature preference. Men are more satisfied with room
temperatures then women, prefer a lower room temperature than women and feel
both uncomfortably warm and uncomfortably cold less than women. This shows
that women are more critical of their thermal environments, which is why we think
that men will have a more positive weather perception than women.

H6: Men have a more positive weather perception than women.

4.1.7 SAD sentiment effect hypothesis

In a study on Seasonal Affective Disorder in the Netherlands by Mersch et al. [18]
it was that shown that SAD is found more often in young women than in men of
all ages and older women. We therefore think that in our study women will report
to suffer more from SAD.

H7: Men suffer less from SAD than women.

4.2 Econometric analysis

In all of the above hypotheses we studied the gender difference in each of the vari-
ables separately. Even when the differences in each variable are small it is possible
that the effect in gender difference of all factors together is substantial. To in-
vestigate this we create the Individual Sentiment Index (ISI) for men and women
separately, and study its influence on expected return, volatility and trading be-
havior. The ISI employs all significant sentiment-creating factors to construct the
single sentiment index.

4.2.1 Overall sentiment effect hypothesis

Now we can test whether the overall sentiment of men has a different influence on
their expected returns than women’s overall sentiment. In on our literature study,
we found that sentiment influences investment and also that women are affected
differently by sentiment. This is why we expect women’s overall sentiment to have
a different effect on investment expectations than men’s. According to the study
by Simon and Nath [22] men report positive feelings more often and women report
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negative feelings more often, but in total women report their feelings more often.
We therefore think that the ISI of women will have a greater influence on their
expected return and volatility.

H8: The ISI of men has a smaller influence on their expected return and volatil-
ity than that of women.

4.2.2 Overall sentiment effect on trading plans hypothesis

We also analyze the past and future trading plans and their relation to sentiment.
Since we found in our literature study that women are less self confident about
their trading decisions, we think that men would let their own sentiment influence
their trading plans faster. That is why we expect that the ISI of men has a larger
influence on their trading behavior than that of women.

H9: The ISI of men has a larger influence on their future investment plans
than that of women.
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Chapter 5

Methods

In this thesis two types of analysis are done to research the gender differences. De-
scriptive analysis is done in order to examine the gender differences in all variables
(financial and emotional) separately. Econometric analysis is done to be able to
see if there are gender differences in sentiment driven investing.

5.1 Descriptive analysis

Gender differences are examined for sixteen different variables. These variables
include two variables for past and future trading, four variables for return ex-
pectations on stock markets, four variables for volatility expectations on stock
markets and six sentiment-creating variables. Tests are done on all three waves of
questionnaires separately and on the total set.

We wanted to examine whether the groups of males and females responded to
the questions in the same way. For comparing the means of the two groups it would
be best to use a parametric test. Parametric methods make more assumptions than
non-parametric methods, but if those extra assumptions are fulfilled, parametric
methods produce more accurate and precise estimates.

The parametric test used here is the independent samples t-test. This test
compares the means of two unrelated groups on the same dependent variable.
There are six assumptions underlying this t-test:

1. The dependent variable should be measured on a continuous scale (interval
or ratio level).

2. The independent variable should consist of two categorical, independent
groups.

3. There should be independence of observations. This means that there should
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be no relationship between the groups and between the observations in each
group.

4. There should be no significant outliers.

5. The dependent variable should be approximately normally distributed for
each group of the independent variable.

6. There needs to be homogeneity of variances.

Regarding the first assumption, our variables are all measured on an ordinal scale,
but since there are a lot of categories (for some variables up to 9 categories)
we treat our data as ’approximately interval scale.’ The robustness of the t-test
when using ordinal scaled data is researched in [12], were even for small samples
the test turned out to perform well. The second and third assumption are in
agreement with our data. We have two independent, categorical groups: men and
women. There is no relationship between these groups or between the observations
in each group. The fourth assumption is fulfilled because of our ordinal scaled
data. This does not allow any significant outliers. The fifth assumption is part
of an ongoing debate in the social sciences. The independent t-test requires only
approximately normally distributed data because it is quite robust, meaning that
the statistic has been shown to yield useful results even when the assumption
is violated. And, since our sample size is quite large, even with an unknown
population distribution, we know that the sampling distribution of the mean will
be approximately normally distributed, as proven by the central limit theorem
[23]. Regarding the last assumption, when there is homogeneity of variances this
specific t-test can be used, but in cases of unequal variances between the two
groups a similar t-test, called Welch’s t-test can be used. In this t-test the two
population variances are estimated separately.

To test if the assumptions of homogeneity of variances and normal distribution
are fulfilled we use other statistic tests. For homogeneity of variances the test used
is called Levene’s test, in which we specifically look at the mean for this study, and
if the variances turn out to be unequal we use Welch’s t-test. For testing normality
we use the Shapiro-Wilk test because it is the most powerful normality test [20].
The normality is tested for both groups and if in one of the two groups or both
the data is not normally distributed we still perform the t-test but also some other
tests. We compare the t-test results with the other tests to check the robustness of
the t-test. The other tests used here, only in case of non-normality, are two non-
parametric tests, which therefore do not need the assumption of normality to give
valid results. We use the Kolmogorov-Smirnov test and the Mann-Whitney U test.
The Kolmogorov-Smirnov test is a common method for comparing two samples, as
it is sensitive to differences in location, but also shape of the distribution functions
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of the two samples. The Mann-Whitney U test tests whether the two medians of
the two groups are equal. Because the Kolmogorov-Smirnov test tests for more
deviations from the null hypothesis of identical distributions than does the Mann-
Whitney U test, it has less power to detect a shift in the median, but it has more
power than the Mann-Whitney U test in detecting changes in the shape of the
distributions.

5.2 Econometric analysis

Gender differences in sentiment driven investing are examined by creating an In-
vestor Sentiment Index (ISI), for men and women separately, and testing its influ-
ence on expected return. The ISI is a comprehensive measure for sentiment. It is
constructed, for men and women separately, as follows:

1. First we regress expected return on the sentiment-creating variables to see
which variables have a significant influence.

2. Take those variables that have a significant influence on the expected return
and create a correlation matrix with those variables.

3. The ISI now consists of the first principle components of the correlation
matrix for these variables.

To examine the effect of the separate sentiment-creating variables on the return
expectations of individuals, we run the following ordered probit regression as based
on the regression from Kaplanski et al. [15]

E(Rt+1,i) = β0 +
∑
j

βjSENTj,i +
∑
k

βkCONTROLSk,i + εi, (5.1)

where E(Rt+1,i) is the individuals expected return on the AEX index in the next
month, SENTj,i are the sentiment-creating variables and CONTROLSk,i are the
control variables. We run this regression for men and women separately. An or-
dered probit regression is used because the dependent variable is ordinal in nature.
In this regression actual values taken on by the dependent variable are irrelevant,
but larger values are assumed to correspond to higher outcomes.

The dependent variable in equation (5.1) is the individuals expected return
on the AEX index in the coming month, ranging from very low to very high
expectations (1-6). If individuals selected option 7 (don’t know/ no opinion), they
were excluded from the regression to avoid biases.

The sentiment-creating variables implemented here are general feeling, the per-
ceived weather, sport results and SAD. Since we are interested in the influence of
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SAD as a function of the year, this variable is divided into three variables: SAD
reported in the autumn (November 2010), winter (February 2011) and spring-
summer wave (June 2011). The separate SAD variables are here regarded as
a characteristic of the individual (autumn type, winter type and spring-summer
type).

The control variables can be divided into three groups. First, we have the
day-of-the-week dummy variables, to control for any effect occurring across the
days of the week. Second, we have the individual control variables, which control
for certain characteristics of individuals that may significantly affect their expec-
tations about the stock market. The variables age, nett monthly income, urban
character of place of residence, partner and children control for biases related to
socioeconomic factors. Here partner and children are dummy variables which are 1
if individuals have a partner or children, respectively. The variable education con-
trols, at least partially, for individual financial expertise. To control for individuals
that are always optimistic, as to not get the same problem as in the study by Felton
et al. [8] described in the related literature section, the pessimistic-optimistic vari-
able keeps in mind individuals general pessimism-optimism tendencies. Finally, to
control for exogenous events bias affecting the expectations of all individuals in
one wave, we include a fixed effect variable across time. This is needed because
we have panel data, and have three observations for each individual in our data.
Here we added two dummy variables for the questionnaire waves, allowing for a
different threshold at each wave.

Lastly, we accounted for heteroskedasticity due to the possible difference be-
tween the variance of error terms across the cluster of observations from individual
subjects. A cluster of observations (we have three waves, and therefore three obser-
vations for each individual) can be assumed as independent across each other and
homoskedastic within the cluster. Here we used cluster robust standard errors,
which relaxes the assumptions that error terms are independent and identically
distributed.

When having run the ordered probit regression and having found the sentiment-
creating variables that have a significant influence on expected return, we can now
use principal component analysis to construct the ISI variables. Principal compo-
nents analysis is a mathematical procedure that reduces a large set of variables to a
small set that still contains most of the information in the large set. The principal
component analysis is performed on the correlation matrix of the significant vari-
ables. The leading eigenvectors from the eigen decomposition of the correlation
matrix describe a series of uncorrelated linear combinations of the variables that
contain most of the variance [1]. The ISI variables, for men and women separately,
are constructed from the first principal components, which account for as much of
the variability in the data as possible.
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To examine whether general sentiment influences men and women differently
in their return and volatility expectations and trading plans, we again run ordered
probit regressions. The three different models tested here can be seen in equation
(5.2), (5.3) and (5.4).

E(Rt+1,i) = β0 + β1ISI1,i +
∑
k

βkCONTROLSk,i + εi, (5.2)

E(Rt+1,i) = β0 + β1ISI1,i + β2GENDER2,i +
∑
k

βkCONTROLSk,i + εi, (5.3)

E(Rt+1,i) = β0+β1ISI1,i+β2GENDER2,i+β3ISI∗GENDER3,i+
∑
k

βkCONTROLSk,i+εi,

(5.4)
Here ISI1,i is the Investor Sentiment Index, GENDER2,i is a gender dummy

variable and ISI ∗ GENDER3,i is a variable describing the interaction between
the ISI and gender. If we find an interaction effect, this means that the ISI has
a different influence on the dependent variable, depending on the gender of the
individual. Mathematically this can be seen as the partial derivative of the de-
pendent variable to the ISI: ∂E(R)

∂ISI
= β1 + β3GENDER, which is still dependent

on gender. In regression 5.4 the coefficients for ISI and gender have a different
meaning than in the other two regressions. Here the coefficient for ISI only means
something when gender is zero, since gender can be 1 (for males) or 2 (for females)
it has no meaning. The coefficient for gender only means something when the ISI
is zero, which is not possible since all coefficients in the ISI are positive and the
variables in the ISI can only have positive values. Therefore the coefficients for
the ISI and gender have no meaning in the third regression. We run all of these
regressions with the expected return and volatility on the AEX and S&P500 index
in the coming month and year and the past and future trading plans as dependent
variables.
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Chapter 6

Results and discussion

In this chapter the results of our analyses will be presented. The structure of
this chapter will be the same as the hypotheses chapter, so that it is clear for
all our hypothesis if they were true or not. Descriptive analysis results will show
us the gender differences in the variables (financial and emotional) separately.
Econometric analysis will tell us if there are gender differences in sentiment driven
investing.

6.1 Descriptive analysis

We employed sixteen variables to study gender differences in risk and return ex-
pectations and sentiment-creating variables. Summarized results from all tests
done on these sixteen variables can be found in table ??. The full results for all
tests on the data from the questionnaires in November, February, June and on
the total dataset can be found in Appendices B, C, D and E, respectively. For
all sentiment-creating variables the multiple choice answers were sorted from good
mood to bad mood. This means that the lower the assigned score by the indi-
vidual, the better the mood. The hypotheses regarding these variable groups are
reported again below and we will see if our results support these hypotheses.

6.1.1 Return expectation hypothesis

In table 6.1 we find the results of the statistical tests for expected return differences
between men and women. We can see that the next month return expectations
on the AEX index do not differ between men and women for the questionnaires
in November and June. In February however there is a difference in expectations
according to the T-test, the Kolmogorov-Smirnov test and the Mann-Whitney U
test, which means that the means, the overall distribution and the medians here
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differ with gender. From the T-test we can see than the mean return expectation
of men is higher than that of women. Looking at the total dataset for next month
return expectations on the AEX index we see that the three comparison tests
do not give the same results. According to the T-test there is a difference in
return expectations, it shows that men have a higher mean return expectation than
women. The Mann-Whitney U test finds a different median return expectation
for men and women. However, the Kolmogorov-Smirnov test finds no difference in
the population distributions of men and women. This could be because this test
tests for more deviations from the null hypotheses of equal groups than the T-test
and the Mann-Whitney U test, and therefore has less power to detect a shift in
the mean or median than the T-test and Mann-Whitney U test, respectively. We
conclude that there is a difference in next month return expectations for the AEX
index. Men expect higher returns than women.

When analyzing the results for the next year return expectations on the AEX
index, we see that almost all results show a difference between men and women.
Only, the Kolmogorov-Smirnov test and Mann-Whitney U test for return expec-
tations in June show no difference in gender. Here it could be the case that the
T-test result is not correct because we have used two groups with not approxi-
mately normally distributed return expectations and we therefore did not fulfill
the assumptions of the T-test. For the questionnaires in November and February,
and for the total dataset the return expectations were different for men and women
according to all tests. The T-test results tell us that the mean return expectations
of men where higher than those of women. We therefore conclude that there is a
difference in next year return expectations for the AEX index. This difference is
more clear than for the next month return expectations, and men expect higher
returns than women.

The results for the next month return expectations for the S&P500 index show
different results for the different questionnaire months. In November there seems
to be no difference in return expectations for men and women. In February the
T-test and Mann-Whitney U test, show a difference in the mean and median
return expectations, respectively. However, the Kolmogorov-Smirnov test finds no
difference. This can again be due to the fact that this test has less power to detect
a shift in the mean or median than the other tests. The results from the June
questionnaire are normally distributed for men and women so the T-test is very
reliable and we do not need the results from the other tests. The T-test shows a
difference in return expectations, men have a higher mean return expectation than
women. When looking at the total dataset for the next month return expectations
on the S&P500 index we find that there is a difference in return expectations. Men
expect higher returns than women.

The results for the next year return expectations on the S&P500 index show

25



a difference in return expectations between men and women in all months, and
in the total dataset. Only the Kolmogorov-Smirnov test finds no difference in the
dataset in November and June, but this will again be due to the less power in
detecting shifts in the mean and median by this test. We conclude that there is
a difference in next year return expectations on the S&P500 index between men
and women. This difference is more clear than for the next month expectations
for this index, and men expect higher returns than women.

Our hypothesis on gender differences in return expectations was as follows:
H1: Men expect higher returns than women, especially for less known indexes and
larger time spans. We have found that men indeed expect higher returns than
women, especially for larger time spans. We, however, can not conclude from our
tests that the difference in expectations by men and women is even larger for less
known indexes.
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Figure 6.1: Representation of the output of the statistical tests done on the expected return
on the AEX and S&P500 index for next month and next year. In this table the P-value and
conclusion for each test in each month and for the total dataset is given. If the data was
normally distributed for men and women, only the t-test was performed and ’x’ is filled in for
the other tests. *Here we found homoscedasticity (heteroscedasticity) in the mean, but there
is heteroscedasticity (homoscedasticity) in the median.
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6.1.2 Risk expectation hypothesis

In tabel 6.2 the summarized results on the risk expectations can be found. For
the next month risk expectations on the AEX index, we find that in November
there is a difference: men expect a lower risk then women. In February we find
no difference between the risk expectations of men and women. In June we again
find a difference, but here we find that women expect a lower mean risk than men.
The results on the total dataset show no difference in risk expectations between
men and women. This is probably due to the fact that the differences in risk
expectations in November and June compensate each other. We conclude that
whether there is a difference in next month risk expectations on the AEX index is
dependent on the month of the year.

The results for the next year risk expectations on the AEX index show a dif-
ference between men and women in every month of the questionnaire and in the
total dataset. Only the Mann-Whitney U test shows no difference between the risk
expectations of men and women in the total dataset. This can be due to the fact
that the medians are the same, whilst the means and the distribution differ for
men and women. A strange finding is that in November, February and in the total
dataset men expect a lower risk then women, but in June women expect a lower
risk than men. This could be due to the influence of SAD, which we hypothesized
to have a stronger influence on women. Here we can not draw a conclusion because
we do find a significant difference in the risk expectations of men and women in
each month, but it is unclear whether men or women predict a higher risk.

When analyzing the results for the next month risk expectations on the S&P500
index, we find no difference between men and women for November, February and
the total dataset. We do find a difference in June, here women expect a lower
risk than men, but this difference is so small that it was not detected by the
Kolmogorov-Smirnov test. We conclude that there is no gender difference in next
month risk expectations on the S&P500 index.

The results for the next year risk expectations on the S&P500 index show no
difference between men and women in November. The results from the Febru-
ary questionnaire differ between the tests. The T-test shows a difference but
the Kolmogorov-Smirnov test and the Mann-Whitney U test do not. Here it
could again be the case that the T-test result is not correct because we have used
two groups with not approximately normally distributed risk expectations and we
therefore did not fulfill the assumptions of the T-test. In June we find a difference
in risk expectations, women expect a lower risk than men. The results from the
total dataset show no difference between men and women in risk expectations on
the S&P500 index.

When comparing the risk expectation results for different forecast periods and
different indexes, we find that in June there is always a difference in risk expec-
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tations between men and women. In this month women expect a lower risk than
men on both indexes and for next month and next year predictions. In the other
months there is no difference, or men expect lower risks.

Our hypothesis on gender differences in risk expectations was as follows: H2:
Men expect a lower volatility than women, especially for less known indexes and
larger time spans. We have not found that men expect a lower volatility than
women. For the AEX index our results are unclear, but for the S&P500 index we
have found that there is no difference in the risk expectations of men and women.
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Figure 6.2: Representation of the output of the statistical tests done on the expected volatility
on the AEX and S&P500 index for next month and next year. In this table the P-value and
conclusion for each test in each month and for the total dataset is given. If the data was
normally distributed for men and women, only the t-test was performed and ’x’ is filled in for
the other tests. *Here we found homoscedasticity (heteroscedasticity) in the mean, but there
is heteroscedasticity (homoscedasticity) in the median.
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6.1.3 Trading activity hypothesis

In tabel 6.3 the statistical test results for gender differences in trading activity
are shown. What stands out in the results on trading activity is that only few
individuals have traded in the past and are planning to trade in the future. About
a quarter of the people in our study are actively trading. We can also see that
men trade more than women because in the total dataset 64% of the individuals
are male, but the of the individuals that traded in the past 76% is male and of the
individuals that plan to trade in the future 80% is male.

The results for trading in the past show that there is no difference in the
buying-selling behavior of men and women. This means that men and women are
not differently directed to buying more or selling more stock. We have found this
result for each month and for the total dataset. The results for trading plans in the
future show similar results. There is no difference in the intended buying-selling
behavior of men and women.

Our hypothesis on gender differences in trading activity was as follows: H3:
Men trade more, and are more directed towards buying new stock instead of selling
stock they own. We have found that men trade more than women, but men are
not more directed towards buying new stock instead of selling stock than women.
Men and women are not differently directed toward buying more or selling more
stock.
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Figure 6.3: Representation of the output of the statistical tests done past an future trading on
the AEX and S&P500 index and on spring-autumn preference and optimism. In this table the
P-value and conclusion for each test in each month and for the total dataset is given. If the
data was normally distributed for men and women, only the t-test was performed and ’x’ is
filled in for the other tests. *Here we found homoscedasticity (heteroscedasticity) in the mean,
but there is heteroscedasticity (homoscedasticity) in the median.
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6.1.4 General sentiment effect hypothesis

The results for the ’currently feeling’ variable in table 6.1 show no difference in
the mood of men and women, for all months and for the total dataset.

Our hypothesis on gender differences in general sentiment was as follows: H4:
The average man will report a better general feeling than the average woman. We
have found that this is not true. Our results show no difference in the reported
current feeling of men and women.

6.1.5 Sports sentiment effect hypothesis

Not many individuals have a favorite sports team, as can be seen in table 6.1.
Only 509 men and 127 women reported to have a favorite sports team (or person),
which means that 80% of individuals with a favorite sports team are male. Since
in the total sample 64% of the individuals was male, we find that males more often
have a favorite sports team than women. The tests where done with even less men
and women because not all sports teams (persons) had to play a match in the
three days before filling in the questionnaire.

In November men reported a significantly worse performance of there favorite
sports teams than women and in February and June there was no difference in
the judgment between men’s and women’s favorite sports teams. The results on
the total dataset show different results for the different tests. The T-test shows
a difference but the Kolmogorov-Smirnov test and the Mann-Whitney U test do
not. Here it could again be the case that the T-test result is not correct because
we have used two groups with not approximately normally distributed data and
we therefore did not fulfill the assumptions of the T-test. We conclude that there
is no significant difference in the individual judgment of the performance of men
and women’s favorite sports teams.

Our hypothesis on gender differences in sports sentiment was as follows: H5:
Men have a favorite sports team (person) more often than women. The distribution
between good and bad performances (as judged by the individuals) will be equal for
men and women. This is hypothesis is consistent with our results.

6.1.6 Weather sentiment effect hypothesis

The results for the current weather perception of men and women only show a
gender difference in June. In June the T-test and the Mann-Whitney U test find
a difference in mean and median. However this difference is so small that it is
not detected by the Kolmogorov-Smirnov test. In the other months and in the
total dataset we find no difference in the weather perception between men and
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women. We conclude that there is no difference in the weather perception of men
and women.

Our hypothesis on gender differences in weather sentiment was as follows: H6:
Men have a more positive weather perception than women. We have found that
this is not true. Our results show no difference in the weather perception of men
and women.

6.1.7 SAD sentiment effect hypothesis

When asking individuals in November whether they suffer from winter blues, we
find that women report to suffer significantly more than men. In February there is
no difference between men and women, but in June women again report to suffer
more from SAD. In the total dataset we find that women suffer more from winter
blues than men

Our hypothesis on gender differences in SAD sentiment was as follows: H7:
Men suffer less from SAD than women. We have found that our results are con-
sistent with this hypothesis.
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Table 6.1: Representation of the output of the statistical tests done on the sentiment-creating
variables sports teams performance, weather perception, SAD and general feeling. In this table
the P-value and conclusion for each test in each month and for the total dataset is given. If
the data was normally distributed for men and women, only the t-test was performed and ’x’ is
filled in for the other tests. *Here we found homoscedasticity (heteroscedasticity) in the mean,
but there is heteroscedasticity (homoscedasticity) in the median.
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6.2 Econometric analysis

6.2.1 Creating the ISI

To create the Investor Sentiment Index, we first ran ordered probit regressions
to see which sentiment-creating variables have a significant influence on expected
return. The results of these regressions can be found in table 6.2. When using
a significance level of 10%, the sentiment-creating variables that have an impact
on the expected return of men are general feeling and SAD in the spring-summer.
For women the significant variables are also general feeling and SAD in the spring-
summer. We will now use general feeling and all SAD variables in creating the ISI.
By using principal component analysis on the correlation matrix of the significant
variables for men, we find the following ISI:

ISImen = 0.2928 · general feeling + 0.5519 · SAD in the autumn

+ 0.5552 · SAD in the winter + 0.5490 · SAD in the spring-summer.
(6.1)

Doing the same for women we find:

ISIwomen = 0.1792 · general feeling + 0.5674 · SAD in the autumn

+ 0.5984 · SAD in the winter + 0.5366 · SAD in the spring-summer.
(6.2)

For creating the ISImen (ISIwomen) only the observations of the sentiment-creating
variables for men (women) are used.

6.2.2 Overall sentiment effect hypothesis

The results of the regression from equation (5.2) with as dependent variables ex-
pected AEX return, expected S&P500 return, expected AEX volatility and ex-
pected S&P500 volatility can be found in table 6.3, 6.4, 6.5 and 6.6, respectively.
As we can see from table 6.3 the ISI for men does not have a significant influence
on the AEX return expectations for the next month and year. We can also see that
the ISI for women has no significant influence on the AEX return expectations of
women for next month and next year. In table 6.4 the results from the regres-
sion with the expected return on the S&P500 index are portrayed. We find no
significant influence from the ISI for men on the return expectations, next month
and next year. For women we find that the ISI has a significant influence (when
using a 10% significance level) on the return expectations in the next month. The
coefficient here is -0,11, which means that when the score for sentiment is higher
(and therefore the sentiment is more negative, worse mood) the expected return is
lower, as we would expect. The ISI for women does not have a significant influence
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Table 6.2: This table reports the following ordered probit regression results
E(Rt+1,i) = β0 +

∑
j βjSENTj,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is

the individuals expected return on the AEX index in the next month, SENTj,i are
the sentiment-creating variables and CONTROLSk,i are the control variables. We
ran this regression for men and women separately. Valid observations incorporate
the total number of complete questionnaires, less individuals who have selected a
non-quantitative choice (don’t know/ no opinion).
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on the next year return expectations on the S&P500 index. From table 6.5 we can
see that the ISI for men and women both do not have a significant influence on the
next month and next year risk expectations on the AEX index. From table 6.6 we
can also see that the ISI for men and women does not have a significant influence
on the next month and next year risk expectations on the S&P500 index.

The results of the regression from equation (5.3) with as dependent variables
expected AEX return, expected S&P500 return, expected AEX volatility and ex-
pected S&P500 volatility can be found in table 6.7, 6.8, 6.9 and 6.10, respectively.
As we can see from table 6.7 the ISI for men does not have a significant influence
on the AEX return expectations for the next month and year. We can also see that
the ISI for women has no significant influence on the AEX return expectations of
women for next month and next year. In all cases gender does have a significant
influence on the AEX return expectations. The coefficient for gender is negative,
meaning that females expect a lower return then males, as we also found in section
6.1.1. In table 6.8 the results from the regression with the expected return on the
S&P500 index are portrayed. We find no significant influence from the ISI for
men or women on the return expectations, next month and next year. Again we
find that gender does have a significant influence on the expected return and that
females expect lower returns than males. From table 6.9 we can see that the ISI
for men and women both do not have a significant influence on the next month
and next year risk expectations on the AEX index. However, the risk expectations
for the next year are quite close to our significance level of 10%. In this model the
gender dummy variable does not have a significant influence on the risk expecta-
tions on the AEX index. From table 6.10 we can also see that the ISI for men
and women does not have a significant influence on the next month and next year
risk expectations on the S&P500 index. Here the gender variable does not have a
significant influence on the risk expectations either.

The results of the regression from equation (5.4) with as dependent variables
expected AEX return, expected S&P500 return, expected AEX volatility and ex-
pected S&P500 volatility can be found in table 6.11, 6.12, 6.13 and 6.14, respec-
tively. Here we only look at the significance and coefficient for the interaction
effect, because as discussed in the methods chapter, the coefficients for the ISI and
gender have no clear meaning here. As we can see from table 6.11 we can in no case
speak of an interaction effect between ISI and gender for the expected return on
the AEX index. In table 6.12 we see the regression results for the expected return
on the S&P500 index. For the next month return expectations we can speak of an
interaction effect. This interaction effect is in both cases negative, meaning that
the ISI has a more positive (or less negative) influence on the return expectations
for females than for males. For the next year return expectations we have not
found an interaction effect. From table 6.13 we do not see a significant interaction
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effect for men or women for the expected volatility on the AEX index. From table
6.14 we see no influence from an interaction between the ISI and gender on the
risk expectations for the S&P500 index.

The hypothesis on overall sentiment effects on risk and return was as follows:
H8: The ISI of men has a smaller influence on their expected return and volatility
than that of women. We have found that this is not true because the ISI has, in
almost all cases, no influence on the expected risk and return of men and women.
Only in the case of next month return expectations on the S&P500 index for
women we find that the ISI for women has a significant influence. We found that
the interaction effect between gender and the ISI was only significant for the next
month return expectations on the S&P500 index. Here the ISI has a more positive
(or less negative) influence on the return expectations for females than for males.
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Table 6.3: This table reports the following ordered probit regression results E(Rt+1,i) =
β0 + β1ISI1,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals expected re-

turn on the AEX index in the next month or year, ISI1,i is the Investor Sentiment Index
and CONTROLSk,i are the control variables. We ran this regression for men and women
separately. Valid observations incorporate the total number of complete questionnaires, less
individuals who have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.4: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals expected return on

the S&P500 index in the next month or year, ISI1,i is the Investor Sentiment Index and
CONTROLSk,i are the control variables. We ran this regression for men and women separately.
Valid observations incorporate the total number of complete questionnaires, less individuals who
have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.5: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals expected volatility

on the AEX index in the next month or year, ISI1,i is the Investor Sentiment Index and
CONTROLSk,i are the control variables. We ran this regression for men and women separately.
Valid observations incorporate the total number of complete questionnaires, less individuals who
have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.6: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals expected volatility

on the S&P500 index in the next month or year, ISI1,i is the Investor Sentiment Index and
CONTROLSk,i are the control variables. We ran this regression for men and women separately.
Valid observations incorporate the total number of complete questionnaires, less individuals who
have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.7: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i + β2GENDER2,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals

expected return on the AEX index in the next month or year, ISI1,i is the Investor Sentiment
Index, GENDER2,i is a gender dummy variable and CONTROLSk,i are the control variables.
We ran this regression for the ISI for men and ISI for women separately. Valid observations
incorporate the total number of complete questionnaires, less individuals who have selected a
non-quantitative choice (don’t know/ no opinion).
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Table 6.8: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i + β2GENDER2,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals

expected return on the S&P500 index in the next month or year, ISI1,i is the Investor Sentiment
Index, GENDER2,i is a gender dummy variable and CONTROLSk,i are the control variables.
We ran this regression for the ISI for men and ISI for women separately. Valid observations
incorporate the total number of complete questionnaires, less individuals who have selected a
non-quantitative choice (don’t know/ no opinion).
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Table 6.9: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i + β2GENDER2,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals

expected volatility on the AEX index in the next month or year, ISI1,i is the Investor Sentiment
Index, GENDER2,i is a gender dummy variable and CONTROLSk,i are the control variables.
We ran this regression for the ISI for men and ISI for women separately. Valid observations
incorporate the total number of complete questionnaires, less individuals who have selected a
non-quantitative choice (don’t know/ no opinion).
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Table 6.10: This table reports the following ordered probit regression results E(Rt+1,i) =
β0 +β1ISI1,i +β2GENDER2,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i) is the individuals

expected volatility on the S&P500 index in the next month or year, ISI1,i is the Investor
Sentiment Index, GENDER2,i is a gender dummy variable and CONTROLSk,i are the control
variables. We ran this regression for the ISI for men and ISI for women separately. Valid
observations incorporate the total number of complete questionnaires, less individuals who
have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.11: This table reports the following ordered probit regression results E(Rt+1,i) =
β0 + β1ISI1,i + β2GENDER2,i + β3ISI ∗ GENDER3,i +

∑
k βkCONTROLSk,i + εi, where

E(Rt+1,i) is the individuals expected return on the AEX index in the next month or year, ISI1,i
is the Investor Sentiment Index, GENDER2,i is a gender dummy variable, ISI ∗GENDER3,i

is a variable describing the interaction between the ISI and gender and CONTROLSk,i are
the control variables. We ran this regression for the ISI for men and ISI for women separately.
Valid observations incorporate the total number of complete questionnaires, less individuals
who have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.12: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i+β2GENDER2,i+β3ISI ∗GENDER3,i+

∑
k βkCONTROLSk,i+εi, where E(Rt+1,i)

is the individuals expected return on the S&P500 index in the next month or year, GENDER2,i

is a gender dummy variableISI1,i is the Investor Sentiment Index, ISI ∗GENDER3,i is a vari-
able describing the interaction between the ISI, and CONTROLSk,i are the control variables.
We ran this regression for the ISI for men and ISI for women separately. Valid observations
incorporate the total number of complete questionnaires, less individuals who have selected a
non-quantitative choice (don’t know/ no opinion).
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Table 6.13: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i+β2GENDER2,i+β3ISI ∗GENDER3,i+

∑
k βkCONTROLSk,i+εi, where E(Rt+1,i)

is the individuals expected volatility on the AEX index in the next month or year, ISI1,i is
the Investor Sentiment Index, GENDER2,i is a gender dummy variable, ISI ∗ GENDER3,i

is a variable describing the interaction between the ISI and CONTROLSk,i are the control
variables. We ran this regression for the ISI for men and ISI for women separately. Valid
observations incorporate the total number of complete questionnaires, less individuals who
have selected a non-quantitative choice (don’t know/ no opinion).
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Table 6.14: This table reports the following ordered probit regression results E(Rt+1,i) = β0 +
β1ISI1,i+β2GENDER2,i+β3ISI ∗GENDER3,i+

∑
k βkCONTROLSk,i+εi, where E(Rt+1,i)

is the individuals expected volatility on the S&P500 index in the next month or year, ISI1,i is
the Investor Sentiment Index, GENDER2,i is a gender dummy variable, ISI ∗ GENDER3,i

is a variable describing the interaction between the ISI and CONTROLSk,i are the control
variables. We ran this regression for the ISI for men and ISI for women separately. Valid
observations incorporate the total number of complete questionnaires, less individuals who
have selected a non-quantitative choice (don’t know/ no opinion).
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6.2.3 Overall sentiment effect on trading plans hypothesis

In table 6.15 we find the results from our ordered probit regression in equation
(5.2), with future trading plans as the dependent variable. Here we have also added
a recent trading control variable. We can see that the ISI for men and women has
no significant influence on their future trading plans. What we can also see is
that for men their past trading has a significant influence on their future trading.
When men have bought more in the past they will also buy more in the future and
when individuals were used to selling more in the past, they will also sell more in
the future. For women this relationship between past and future trading is not
significant. Since for this regression their were only 29 observations for women,
the results for women are debatable.

In table 6.16 we find the results from our ordered probit regression in equation
(5.3), with future trading plans as the dependent variable. Here we have also
added a recent trading control variable. We can see that the ISI for men and
women has no significant influence on their future trading plans. Gender does
have a significant influence on the trading plans, males generally are more directed
towards selling than women. What we can also see is that for men and women their
past trading has a significant influence on their future trading. When individuals
have bought more in the past they will also buy more in the future and when
individuals were used to selling more in the past, they will also sell more in the
future.

In table 6.17 we find the results from our ordered probit regression in equation
(5.4), with future trading plans as the dependent variable. Here we have also
added a recent trading control variable. Here the interaction effect is significant,
and has a negative coefficient. This means that the ISI has a more towards buying
directed influence on the trading plans for females than for males. What we can
also see is that for men and women their past trading has a significant influence
on their future trading. When individuals have bought more in the past they will
also buy more in the future and when individuals were used to selling more in the
past, they will also sell more in the future.

The hypothesis on overall sentiment effect on future trading was as follows:
H9: The ISI of men has a larger influence on their future investment plans than
that of women. We have not found that this is true. The ISI of both men and
women have no significant influence on their future trading plans. What we did
find is an interaction effect between gender and the ISI. We found that the ISI has
a more towards buying directed influence on the trading plans of women than of
men.
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Table 6.15: This table reports the following ordered probit regression results
E(Rt+1,i) = β0 + β1ISI1,i + β2PT2,i +

∑
k βkCONTROLSk,i + εi, where E(Rt+1,i)

represents the individuals future trading plans regarding the balance of buying and
selling, ISI1,i is the Investor Sentiment Index, PT2,i is a recent trading control vari-
able and CONTROLSk,i are the other control variables. We ran this regression
for men and women separately. Valid observations incorporate the total number
of complete questionnaires, less individuals who have selected a non-quantitative
choice (don’t know/ no opinion).
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Table 6.16: This table reports the following ordered probit regression results
E(Rt+1,i) = β0 +β1ISI1,i +β2GENDER2,i +β3PT3,i +

∑
k βkCONTROLSk,i +εi,

where E(Rt+1,i) represents the individuals future trading plans regarding the bal-
ance of buying and selling, ISI1,i is the Investor Sentiment Index, GENDER2,i

is a gender dummy variable, PT3,i is a recent trading control variable and
CONTROLSk,i are the other control variables. We ran this regression for the
ISI for men and ISI for women separately. Valid observations incorporate the
total number of complete questionnaires, less individuals who have selected a non-
quantitative choice (don’t know/ no opinion).
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Table 6.17: This table reports the following ordered probit regression results
E(Rt+1,i) = β0 + β1ISI1,i + β2GENDER2,i + β3ISI ∗ GENDER3,i + β4PT4,i +∑

k βkCONTROLSk,i +εi, where E(Rt+1,i) represents the individuals future trad-
ing plans regarding the balance of buying and selling, ISI1,i is the Investor Sen-
timent Index, GENDER2,i is a gender dummy variable, ISI ∗ GENDER3,i is
a variable describing the interaction between the ISI, PT4,i is a recent trading
control variable and CONTROLSk,i are the other control variables. We ran this
regression for the ISI for men and ISI for women separately. Valid observations
incorporate the total number of complete questionnaires, less individuals who have
selected a non-quantitative choice (don’t know/ no opinion).
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Chapter 7

Conclusion

In this study, we have tested the relation between various sentiment-creating fac-
tors, gender and risk and return expectations, as well as future trading plans of
individuals that invest in the stock market. The statistical analyses are based on
2058 questionnaires completed by 808 individuals, who are a representative sample
of the population of the Netherlands. The questionnaire has been taken in three
waves, in November, February and June, allowing us to test the effect of SAD for
men and women on risk and return expectations in different seasons. The risk and
return expectations of the individuals are asked for a local index, the AEX index
and a U.S. index, the S&P500 index.

In our descriptive analysis we have tested on gender differences in risk and
return expectations and in sentiment-creating variables. We find that men expect
higher returns and a lower volatility than women, especially for larger time spans.
We have also found that men tend to trade more than women. When testing gender
differences in the sentiment-creating variables, we find that there is no difference
in the reported general feeling of men and women. We also find that men have
a favorite sports team more often than women and that there is no difference in
weather perception between men and women. Lastly, we found that men suffer
less from SAD than women.

We have combined the separate sentiment-creating variables into one sentiment
index (ISI), for men and women separately. We have found that this sentiment
index has no influence on the expected risk and return for men and for women on
both the AEX and the S&P500 index. We did find an interaction effect between
the sentiment index and gender for future trading plans. The ISI has a more
towards buying directed influence on trading plans for women than for men.

It could be that we find no gender differences in influence of sentiment on
expected risk and return because of selection bias. Selection bias means an error
in choosing the individuals to take part in our study. We have only selected
individuals that invested in the stock market. Not many women invest in the
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stock market, and it could be that the women that do are less risk averse than
other women. This would influence our results to not finding a gender difference
in investor sentiment where there actually is one.

Concluding, we find no differences in risk and return expectations men and
women due to sentiment-creating factors. We do find gender differences in risk
and return expectations, but these do not seem to be correlated to the gender
differences in sentiment. We do find a different influence of sentiment on trading
plans for men and women.
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Appendix A

Data

A.1 Questionnaire, source:[15]
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Appendix B

Descriptive analysis tests -
November
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.1: Results of all statistical tests done on the variable ’past trading’, for the questionnaire filled in in
November. 67



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure B.2: Results of all statistical tests done on the variable ’future trading’, for the questionnaire filled in in
November.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.3: Results of all statistical tests done on the variable ’next month return expectations AEX’, for the
questionnaire filled in in November. 69



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.4: Results of all statistical tests done on the variable ’next year return expectations AEX’, for the
questionnaire filled in in November. 70



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.5: Results of all statistical tests done on the variable ’next month return expectations S&P 500’, for the
questionnaire filled in in November. 71



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.6: Results of all statistical tests done on the variable ’next year return expectations S&P 500’, for the
questionnaire filled in in November. 72



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.7: Results of all statistical tests done on the variable ’next month risk expectations AEX’, for the
questionnaire filled in in November. 73



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure B.8: Results of all statistical tests done on the variable ’next year risk expectations AEX’, for the question-
naire filled in in November.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure B.9: Results of all statistical tests done on the variable ’next month risk expectations S&P 500’, for the
questionnaire filled in in November.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.10: Results of all statistical tests done on the variable ’next year risk expectations S&P 500’, for the
questionnaire filled in in November. 76



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure B.11: Results of all statistical tests done on the variable ’Favorite sports team’s performance’, for the
questionnaire filled in in November.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure B.12: Results of all statistical tests done on the variable ’Current weather perception’, for the questionnaire
filled in in November.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.13: Results of all statistical tests done on the variable ’spring-autumn preference’, for the questionnaire
filled in in November. 79



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.14: Results of all statistical tests done on the variable ’suffering from winter blues’, for the questionnaire
filled in in November. 80



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.15: Results of all statistical tests done on the variable ’currently feeling (mood)’, for the questionnaire
filled in in November. 81



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure B.16: Results of all statistical tests done on the variable ’general feeling: optimistic-pessimistic’, for the
questionnaire filled in in November. 82



Appendix C

Descriptive analysis tests -
February
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.1: Results of all statistical tests done on the variable ’past trading’, for the questionnaire filled in in
February.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.2: Results of all statistical tests done on the variable ’future trading’, for the questionnaire filled in in
February. 85



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.3: Results of all statistical tests done on the variable ’next month return expectations AEX’, for the
questionnaire filled in in February. 86



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.4: Results of all statistical tests done on the variable ’next year return expectations AEX’, for the
questionnaire filled in in February. 87



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.5: Results of all statistical tests done on the variable ’next month return expectations S&P 500’, for the
questionnaire filled in in February. 88



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.6: Results of all statistical tests done on the variable ’next year return expectations S&P 500’, for the
questionnaire filled in in February. 89



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure C.7: Results of all statistical tests done on the variable ’next month risk expectations AEX’, for the
questionnaire filled in in February.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.8: Results of all statistical tests done on the variable ’next year risk expectations AEX’, for the ques-
tionnaire filled in in February. 91



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure C.9: Results of all statistical tests done on the variable ’next month risk expectations S&P 500’, for the
questionnaire filled in in February.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.10: Results of all statistical tests done on the variable ’next year risk expectations S&P 500’, for the
questionnaire filled in in February. 93



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.11: Results of all statistical tests done on the variable ’Favorite sports team’s performance’, for the
questionnaire filled in in February. 94



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure C.12: Results of all statistical tests done on the variable ’Current weather perception’, for the questionnaire
filled in in February.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.13: Results of all statistical tests done on the variable ’spring-autumn preference’, for the questionnaire
filled in in February. 96



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.14: Results of all statistical tests done on the variable ’suffering from winter blues’, for the questionnaire
filled in in February. 97



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure C.15: Results of all statistical tests done on the variable ’currently feeling (mood)’, for the questionnaire
filled in in February. 98



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure C.16: Results of all statistical tests done on the variable ’general feeling: optimistic-pessimistic’, for the
questionnaire filled in in February.
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Appendix D

Descriptive analysis tests - June
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.1: Results of all statistical tests done on the variable ’past trading’, for the questionnaire filled in in June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure D.2: Results of all statistical tests done on the variable ’future trading’, for the questionnaire filled in in
June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.3: Results of all statistical tests done on the variable ’next month return expectations AEX’, for the
questionnaire filled in in June. 103



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.4: Results of all statistical tests done on the variable ’next year return expectations AEX’, for the
questionnaire filled in in June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure D.5: Results of all statistical tests done on the variable ’next month return expectations S&P 500’, for the
questionnaire filled in in June.

105



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.6: Results of all statistical tests done on the variable ’next year return expectations S&P 500’, for the
questionnaire filled in in June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure D.7: Results of all statistical tests done on the variable ’next month risk expectations AEX’, for the
questionnaire filled in in June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure D.8: Results of all statistical tests done on the variable ’next year risk expectations AEX’, for the ques-
tionnaire filled in in June.

108



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.9: Results of all statistical tests done on the variable ’next month risk expectations S&P 500’, for the
questionnaire filled in in June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure D.10: Results of all statistical tests done on the variable ’next year risk expectations S&P 500’, for the
questionnaire filled in in June.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.11: Results of all statistical tests done on the variable ’Favorite sports team’s performance’, for the
questionnaire filled in in June. 111



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.12: Results of all statistical tests done on the variable ’Current weather perception’, for the questionnaire
filled in in June. 112



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.13: Results of all statistical tests done on the variable ’spring-autumn preference’, for the questionnaire
filled in in June. 113



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.14: Results of all statistical tests done on the variable ’suffering from winter blues’, for the questionnaire
filled in in June. 114



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure D.15: Results of all statistical tests done on the variable ’currently feeling (mood)’, for the questionnaire
filled in in June. 115



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure D.16: Results of all statistical tests done on the variable ’general feeling: optimistic-pessimistic’, for the
questionnaire filled in in June.
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Appendix E

Descriptive analysis tests - total
dataset
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.1: Results of all statistical tests done on the variable ’past trading’, for the total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.2: Results of all statistical tests done on the variable ’future trading’, for the total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.3: Results of all statistical tests done on the variable ’next month return expectations AEX’, for the total
dataset. 120



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.4: Results of all statistical tests done on the variable ’next year return expectations AEX’, for the total
dataset. 121



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.5: Results of all statistical tests done on the variable ’next month return expectations S&P 500’, for the
total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.6: Results of all statistical tests done on the variable ’next year return expectations S&P 500’, for the
total dataset. 123



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure E.7: Results of all statistical tests done on the variable ’next month risk expectations AEX’, for the total
dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.8: Results of all statistical tests done on the variable ’next year risk expectations AEX’, for the total
dataset. 125



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure E.9: Results of all statistical tests done on the variable ’next month risk expectations S&P 500’, for the
total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.10: Results of all statistical tests done on the variable ’next year risk expectations S&P 500’, for the total
dataset. 127



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.11: Results of all statistical tests done on the variable ’Favorite sports team’s performance’, for the total
dataset. 128



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test

(d) T-test

Figure E.12: Results of all statistical tests done on the variable ’Current weather perception’, for the total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.13: Results of all statistical tests done on the variable ’spring-autumn preference’, for the total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.14: Results of all statistical tests done on the variable ’suffering from winter blues’, for the total dataset.

131



(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.15: Results of all statistical tests done on the variable ’currently feeling (mood)’, for the total dataset.
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(a) Shapiro-Wilk test on men (b) Shapiro-Wilk test on women

(c) Levene’s test (d) Mann-Whitney U test

(e) T-test

(f) Kolmogorov-Smirnov test

Figure E.16: Results of all statistical tests done on the variable ’general feeling: optimistic-pessimistic’, for the
total dataset. 133


