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1. [bookmark: _Toc421783229]INTRODUCTION
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All over the world, education is considered essential for human and economic development. In developed countries like the Netherlands, governments invest large parts of their budget in science and education to boost economic growth and keep industries innovating. In the Netherlands the ministry of Education, Culture and Science spends over 10 percent of the government budget; 32.9 of the total 259 billion Euros government spending in 2013 (Tweede Kamer der Staten-Generaal, 2015). Prime Minister Mark Rutte, in a speech about the Dutch economy, talked about the importance of the “knowledge economy” for the Netherlands (www.elsevier.nl, 2013). He mentioned the leading role of the Netherlands when it comes to food technology and water management, as well  as the fact that “Eindhoven is the most innovative city in the world”. A high level of overall schooling and specialized universities plays a big role in this. This high level of education is one of the factors that play a role in the success of the Dutch economy; the Netherlands is ranked 8th in the World Economic Forum ranking of competitive economies (www.weforum.org, 2015).
Governments of developed countries acknowledge the importance of a high level of human capital and invest to keep the education level within their country high. On the other hand, efforts are being made to increase education in developing countries. Probably the best-known example of this aim are the “millennium development goals”. The United Nations set these goals during the Millennium Summit of 2000. Goal number one of this list is to “eradicate extreme poverty and hunger”, the second goal is to “achieve universal primary education” (www.un.org, 2015). These goals were to be achieved by 2015. Sadly, we are still far from achieving this goal; the UN reports there were still 58 million children of primary school age were out of school in 2012. However, the percentage of children receiving education in developing areas has risen from 82 per cent in 1999 to 90 percent in 2010. The percentage of children attending primary school has never in history been this high. This is achieved by the investment of parents, private investors, governments and development organizations like Unicef, who all want to invest in the future of children.  
So why is it exactly that a high level of education is considered so crucial for higher welfare? Of course, we all find it important that people can develop themselves. However, the main reason that in both economics and politics education is often discussed is that higher human capital is believed to be a factor that increases economic growth. Many economic growth models and studies have shown a positive effect of education on economic growth. From 1966 to 2006, economic output has increased by 3.5 percent per year while the productivity of labour increased by about 2.4 percent per year (Dickens et all., 2006). Thirteen to thirty percent of this increase in labour productivity is believed to be due to increasing education levels (Dickens et all., 2006). Education is thus believed to play a substantial role in economic growth. There are a number of reasons why educated people are believed to be more productive. For instance the fact that they usually are more adaptable and mobile, quickly learn how to use new technology and are fast in learning new tasks and skills. An educated labour force needs less supervision and guidance, and is usually more creative in solving problems within an organization. An important feature of benefits from education is that they tend to spill over. People learn from each other, skills induce more skills and firms adapt their level of technology and capital to the skill level of the available labour force. 
Therefore, the relationship between education and economic growth is a relevant topic for every country’s policy decisions. It is an equally or maybe even more important consideration for developing countries and world development organizations. If more and better education would lead to higher economic growth, it could be especially beneficial to invest in education in developing countries. Different development organizations like Oxfam Novib invest in projects to improve education, building schools, and stimulating parent to send their children to school. But will this have the desired effect? Does investment in education have the same effect in different circumstances?
The type of government and institutions that are present in a country can also have a substantial effect on the economy. When we look back in history, it is clear how much influence  governments can have on the economic situation within a country. It can even affect several countries or an entire continent. Think for instance about the effect that feudalism had on the welfare of the average citizen during the middle ages. More recent history also proves the effect of governments on the economy, when communist governments in eastern Europe left their economies in ruins. Robert Barro (1994) analyzed the effect of institutions on economic growth, and found that factors like rule of law, free markets and small government consumption have a positive effect on economic growth. These aspects can more often be found in democratic governments rather than in autocratic governments. 
All institutions in place in a country can affect the economic situation. These institutions include factors like political freedom, freedom of speech and economic freedom. This includes for instance the freedom to start up your own company. When highly educated people are not restricted in their ambitions to start up successful businesses, chances are they will contribute to the economy more than when restrictive regulation refrains them from doing this. The same holds for education; if the institutional climate of a country obstructs educated people to be innovative and effectively implement necessary changes, the payoff of investing in education will probably not be very high. Such circumstances might lead to a “brain drain”, a flight of human capital to places where human capital is valued higher. Because this interplay of different elements can all affect the result of investment in human capital, it is important to realize that investment in education may not always have the same outcome. Therefore, this paper will research whether the effect of education on growth differs between countries with different government types. The research question of this paper is: Does the polity of a country affect the economic payoff of education?
The effect of government type on overall economic growth is a controversial subject in economic theory. Economists have different views on this topic. One of the theories regarding this topic was introduced by the well-known twentieth century economist Milton Friedman, who believed that political freedom and economic freedom are mutually reinforcing (Friedman, 1962). His argument is that economic freedom is necessary for political freedom and the other way around. A high level of political freedom stimulates growth of economic freedom. In the liberal economic theory, economic freedom fosters economic growth. Friedman believed that either one cannot exist without the other. When applying this theory to the topic of this paper, the payoff of education, this implies that the payoff of education will be higher in a country with more political freedom. These factors are more likely to be present in a democratic state. The first hypothesis therefore is: Democratic countries will have a higher return to education than more autocratic countries. 
Authoritarian regimes, however, can also have a liberal economy with economic freedom and protection for private property. Not all authoritarian regimes involve central planning, some autocratic regimes have actually increased economic freedoms. Example from the last century where the Pinochet government in Chile and the Shah’s government in Iran. China nowadays is a good example of an economy that has an autocratic regime and booming economic growth. Economist Paul Collier has therefore argued that authoritarianism can in fact stimulate growth (Collier, 2007). He argues that this can especially be the case in an ethnically homogenous society. There are also some features of democratic governments that are impediments to growth, which autocratic governments may be able to avoid. For instance the influence of pressure and interest groups in political decision-making, and the redistribution of income from rich to poor. Therefore, the second hypothesis will be: Autocratic countries will have a higher return to education than more democratic countries. 



2. [bookmark: _Toc421783230]LITERATURE REVIEW
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This section will give a brief overview of the relevant existing literature. The first section will summarize some of the main theories and empirical findings on the relationship between education and economic growth. This be followed by a discussion of the relevant literature and empirical result of research on the relationship between the effect of government type on economic growth.  
2.1. [bookmark: _Toc421783231]THE RELATIONSHIP BETWEEN EDUCATION AND GROWTH
Economists have long researched the relationship between education and economic growth. Many of them emphasized the importance of human capital in the development of a country and its economy. Analysing the effect of education is a difficult field of research because in many countries data on education is lacking. Even if data is available, it is still questionable what variables to use: primary education, secondary education, total years of education, or is some qualitative measure instead of a quantitative measure required? Some of the relevant results will be discussed in the following section. 
2.1.1. [bookmark: _Toc421783232]Growth Models
In 1956 Nobel Prize winner Robert Solow published his article “A contribution to the Theory of Economic growth”; the growth theory presented in this article became one of the most influential growth models in modern economics. The “Solow growth model”, also called “neoclassical growth model”, breaks economic growth down in three main factors: capital accumulation, labour growth and technological progress. Economic output will increase with any of these factors. However, Solow argues that economies eventually will reach a “steady state”, in which output increases only with the rate of technological progress (Solow, 1956). Eventually, technological progress is what keeps output growing in the long term. Solow noted that higher levels of education contributed to the growth of technological progress. Therefore, technological progress is likely to be higher when investment in human capital and research is high.
Paul M. Romer (1990) introduced his own growth model, in which economic growth is driven by technological change. Romer’s model is similar to the Solow model: it is a neoclassical growth model that puts technological progress at the heart of economic growth. He argues that technological change leads to continued capital accumulation, because capital needs to keep up with the changes in technology, and this mechanism of increasing capital stock accounts for a large part of the growth in labor productivity. Whereas technological change is exogenous in the Solow model, Romer’s model is augmented with endogenous technological change. He incorporates the fact that a majority of the changes in technology come about by intentional actions of individuals moved by market incentives. One of the main outcomes of this model is that economies that have a larger total stock of human capital will grow faster (Romer, 1990).  
Paul Romer also commented that the Solow model could not explain the high correlation between the growth of output and the growth of capital stocks, and also the fact that sometimes a negative correlation between economic growth and labour force growth existed. Gregory Mankiw, David Romer and David Weil came up with an answer to this. They performed empirical research to see whether the Solow model would fit the real-life data. They found that when the Solow framework was extended to incorporate human capital and physical capital as separate factors of production, that this “augmented” Solow model provided a good fit for the used cross-country data (Mankiw, et al., 1992). They also showed that the negative relationship between population growth and economic growth, happened to be the case in countries that had relatively little growth of human capital. According to their research, the augmented Solow model was able to describe a lot of the differences in output and growth rates between the different countries in the sample. Incorporating human capital stock in the model increased the fit of the model with the data. Human capital stock may therefore be an important factor in economic growth. 
An earlier model that incorporated the effect of human capital in a growth model, was designed by Hirofumi Uzawa (1965). He did not incorporate human capital in his model as a separate factor of production, but assumed that “various activities in the form of education, health, construction and maintenance of public goods … result in an improvement in labour efficiency” (Uzawa, 1965). He represented the state of technological knowledge in his model by the efficiency of labour and referred to this factor as the “educational sector”. He assumed that the impact of activities within this sector was uniformly distributed over the whole economy. With these propositions he was one of the first economists to include human capital in an economic growth model. In Uzawa’s model, an increase in human capital per worker causes an increase in the effective supply of labour. This increase will lead to an effect on the final output that is equal to the labour’s share of income, research has often estimated this to be around two-thirds of total income. This would mean that a one percent increase in human capital per worker will lead to a two-thirds of a percent increase of output. However, some economists have argued that the effect is greater due the fact that human capital can have increasing returns to scale (Uzawa, 1965).
A much debated issue in the studies of economic growth theories, is that of endogenous versus exogenous growth. Endogenous growth models go by the assumption that growth is influenced by parameters that can be influenced within the model itself. A model that assumes that investment in education improves efficiency and therefore contributes to economic growth, is endogenous because investment in education can be increased and decreased by men. A model that assumes that growth is determined by an external factor that cannot be changed or explained by the model is an exogenous model. An example of this kind of a model is the Solow model discussed above, in which economic growth settles at the exogenously determined rate of scientific progress. The debate whether an exogenous or endogenous model is a better explanation of economic reality, is still going on. The fact that human capital contributes some way or another to economic growth however, is generally accepted by economists.  
2.1.2. [bookmark: _Toc421783233]Empirical Results
In 1991, Robert J. Barro analysed a cross-section of 98 countries from 1960 to 1985, using school enrolment rates as a proxy for human capital. He found that “the growth rate of real per capita GDP is positively related to initial human capital”. Together with Jong-Wha Lee, Barro composed a dataset which contains information on years of schooling from 1950 until 2010 for 146 countries. The countries considered in this dataset can be broadly divided into two groups: 122 developing and 24 advanced countries. With this data they performed several statistical tests to discover if there was a relationship between years of schooling and economic growth. They found that years of schooling has a significant and positive effect on economic output. They also estimated the rate of return to education, and found that it is within the range of 5 to 12%. (Barro, 2010)
Psacharopoulos and Patrinos summarize the different results of research concerning returns to investment in human capital. What they found is that the average rate of return to schooling for an additional year of schooling is ten percent. Another important result is that they find that the highest returns to education are found in low and middle income countries. This confirms the pattern earlier research has found, there are falling returns to education when economic development increases and the level of education increases (Psacharopoulus & Patrinos, 2002). In other words: returns to education are generally higher in developing countries than in highly developed countries.
Hanushek and Woessman also found proof of a positive effect of human capital on growth. Their results showed a statistically and economically significant relationship between cognitive skills and economic growth. They found that countries that had increasing cognitive skills levels over time, also experienced a relative increase in economic growth (Hanushek & Woessman, 2009).
2.2. [bookmark: _Toc421783234]THE RELATIONSHIP BETWEEN GOVERNMENT TYPE AND GROWTH
2.2.1. [bookmark: _Toc421783235]Theory
One of the key figures in 20th century economics is Nobel prize winner Milton Friedman. In his book “Capitalism and Freedom” (1962), he explains his vision on the relation between economic freedom and political freedom. He argues that politics and economics cannot be considered separate from each other. According to Friedman the way the economic system is arranged plays two key roles in promoting a free society. Economic freedom itself is a part of the broader concept freedom, thus economic freedom is a goal to strive for in itself. Secondly, economic freedom is vital for achieving the goal of political freedom because of the way economic arrangements affect  the concentration or distribution of power. 
As Adam Smith famously pointed out in his book “On the Wealth of Nations” (…) trade increases the  specialization of labour. This specialization increases the output of the economic process and this increased output is again traded on markets in mutually beneficial transactions. As long as there is effective freedom of exchange, this will to a large extent prevent individuals from coercion by other individuals. For instance, if a person depends on his employer for his only income, the employer can misuse his position of power by making his employee work eighty hours a week. If there are many employers however, the employee is less dependent on this one employer and is not, or at least to a lesser extent sensitive to coercion of  his employer. The employee can quit his job and start working for another employer who only demands 40 hours of work per week. The same goes for any other good than labor. If there is, for example, only one farmer in the area who supplies a small village with food, this one farmer will be very powerful. He can exercise power over the people of the village because he can deny them of one of their necessities of life. If there were five farmers near the village, not one of the farmers individually holds this power over the villagers. If one of the farmers tries to exercise power over other individuals, they will buy their food from another farmer. These examples explain why more specialization and increased trade, will lead to more freedom on markets. The more buyers and sellers there are, the more options and the less power one buyer or seller can exercise. The great aspect about markets is that they arrange all of this without centralized authority. Yet, this does not mean that we do not need any central government. As Friedman says, we need a government for determining “the rules of the game”. Free markets do reduce the amount of issues that need to be settled by the government. Free economic markets settle issues while promoting diversity; everyone can “vote” with their money by choosing whatever they want to spend it on. Political decision-making however, usually requires or promotes uniformity.  
Friedman defines political freedom as the absence of coercion of a person by another person. When the economic system functions as a free market with only limited government intervention, the power to coerce through the economic system is taken away from the political system. If this is achieved, economic power can be a check on political power, instead of a reinforcement of political power. If the economic system is being controlled by the political system, this concentration of power is likely to lead to economic and political totalitarianism. When looking back in history, it is clear that political freedom came along with economic freedom in the nineteenth and early twentieth century in the Western world, and totalitarian regimes came often came along with economic exploitation of citizens. Friedman argues that governments should stick to defining the rules of the game. Among the tasks of the government he considers maintaining the rule of law, maintaining order, defining and enforcing property rights and provide a monetary framework. When a government sticks to arranging the issues that cannot be left to the market to solve, and let the market do its work in the other areas, political freedom and economic freedom for citizens will mutually reinforce each other and stimulate economic growth. These aspects of the political and economic system can often be found in democratic states. Therefore, according to the theory of Friedman, we expect democracies overall to have a higher economic growth than autocracies. 
2.2.2. [bookmark: _Toc421783236]Empirical Results
Adam Przeworski does research in the field of political economics, and has researched the relation between economic regimes and economic development. He found that the political regime of a country does not significantly influence the investment rate or the growth of total income. He did find however, that population tends to grow faster in countries that are more autocratic, so that in the end, the per capita income increases faster in democratic countries (Przeworski, 2004). 
Another paper concerning this topic is written by Barro (1994), in which he analyses the relationship between growth and indexes of political freedom. He found that factors like maintenance of rule of law, small government consumption, high human capital and free markets have a positive effect on economic growth. When accounted for these variables, democracy itself was found to have a slightly negative effect on growth. Another result he posed was that there might be a nonlinear relationship between democracy and growth, where democracy has a positive effect on growth in a country with low level of political freedom, and slows down growth in countries where a moderate level of freedom has been established. 
Gerring, Bond and Brandt analyse the relationship between polity and economic growth from a different perspective, leading to a different outcome. In their analysis they consider democracy as a stock instead of a level variable. A country’s democracy stock is determined by incorporating past and current indicators of democracy indicators into one variable. They find a robust and statistically significant positive relationship between democracy stock and economic growth. They indeed find, as did previously mentioned research, that the level of democracy in a country of a certain year does not strongly affect its economic growth in that same or the subsequent year. However, more experience with democracy over the years does lead to higher economic growth. They conclude that “democracy stock” does significantly affect growth over the years (Gerring, et al., 2005). 
2.3. [bookmark: _Toc421783237]DISCUSSION OF THE LITERATURE
The above-discussed literature suggests a positive relationship between education and economic growth. Many of the economic growth models consider education or human capital -which is affected by education- as a factor that stimulates economic growth. Empirical research seems to prove this effect, even though it is difficult to get good data on education, and to decide what variables to use. 

Growth models usually do not take government type of a country into account. However the theory of Friedman about political and economic freedom suggests that economic freedom and political freedom are inseparable and mutually reinforce each other. Regarding both economic freedom and political freedom as essential factors for economic growth, this theory suggests that countries with a democratic government will have higher economic growth due to the fact that these countries more often fulfil the conditions stated by Friedman. The evidence Barro gathered (Barro,1994) seems to confirm this, he indeed finds that rule of law and free markets have a positive effect on economic growth. These results seem to suggest that it is not democracy itself, but the institutions that often accompany democracies that are favourable for economic growth. 


3. [bookmark: _Toc421783238]DATA
[image: ]
For the statistical analysis in this paper a balanced panel dataset will be composed. This balanced panel contains data for multiple countries over a certain time period. This empirical data is necessary to test the model that will be used in this paper. The variables that will be used are: gross domestic product (GDP), physical capital stock (CS),  total factor productivity (TFP), a measure of the “level of democracy” (PLT)  and a variable that indicates the level of education (EDU). 
3.1. LEVEL OF EDUCATION
The data that is used for the level of education is taken from the dataset on years of schooling composed by Barro and Lee, as mentioned earlier in this paper (Barro & Lee, 2013). Their database contains information about years of education of the total population, measured in 146 countries for the years 1950 until 2010 with five year intervals. The data is divided into subgroups like age groups and levels of schooling (primary, secondary and tertiary). From this database, the “average years of total schooling” over the population aged 15 and over is used. This variable will be referred to as “EDU” in the proceedings of this paper. 
3.2. GDP AND CAPITAL STOCK
For the data on GDP and physical capital stock, the Penn World Table 8.0 is used (Feenstra, et al., 2013). This is a database that covers 167 countries over a time period of over 60 years, from 1950 until 2011. It contains -amongst others variables- data on GDP, employment and population levels, capital stock, total factor productivity, and many other indicators. The variables that are used from this database are “rkna” which is capital stock, “ rgdpna” which is real GDP, and “ rtfpna” which stands for total factor productivity. All variables are measured at constant 2005 national prices in US dollars. Total factor productivity, which will be referred to as “TFP”, is an index number that measures   
In order to compare different countries in the model used, a measure of GDP per capita and capital stock per capita is necessary. The PWT does not provide these measures, however, it does provide data on the population per year for a large part of the sample. Dividing the data for GDP and capital stock by the population, creates the measures for GDP per capita and capital stock per capita. These variables will from now on be referred to as “GDP” respectively “CS”. When taking the natural logs of these variables, which will be discussed in chapter 4, these variables will be refered to as “tfp”, “gdp” and “cs” respectively. 
3.3. POLITY VARIABLE
The level of democracy will be drawn from the database “Polity IV Annual Time-series, 1800-2013” (Center for Systemic Peace, 2013). The Polity IV project codes authority characteristics of countries to facilitate comparative quantitative analysis. Different variables have been measured to indicate the level of both institutionalized democracy (DEMOC) and autocracy (AUTOC) because many polities contain characteristics of both authority patterns. These indicators have a value from 0-10, where 0 indicates a low level of democracy respectively autocracy, and 10 a high level. From this database the variable polity 2 will be used, which will be named “PLT” in the rest of the paper. This indicator is the measure of polity that will be used for the analysis in this paper. POLITY is derived from DEMOC and AUTOC, where the latter is subtracted from the former to create an inclusive measure the level of democracy in a country. 
3.4. COMPOSITION OF THE DATABASE
From these three databases, a dataset is composed that includes all the variables mentioned above. Because the Penn World Table and the Polity IV databases are both not complete for the whole time period for all of the countries, and not all three datasets include the same countries, a selection of countries had to be made for which all of the required data over a certain time period was available. This leads to the decision of choosing two time periods to investigate, with both a different group of countries, depending on the availability of the data. The model will be tested for two datasets with a different set of countries over a different time period. Dataset 1 includes 70 countries over the years 1970 until 2010, and dataset 2 concerns 93 countries and the years 1990 until 2010. Appendix table 9.1 and 9.2 contain a list of all the countries included in both datasets. 
After composing these databases, some adjustments had to be made to the data. For instance, the earlier mentioned GDP per capita and capital stock per capita had to be created by dividing GDP and capital stock by the population of a country. Another adaptation that had to be made was adding data points for “years of education”. Because this data is  measured with five year intervals, and all the other variables have data points for each year, data points are added for  years of education in order to not lose any data. This was done by filling in the missing years of data with a linear trend between two data points. The last adjustment to the data was to create “mean-centered” variables for the interaction terms in the model, which are years of schooling and the polity variable. Mean centering is creating a new variable from the original one, by subtracting the mean of the variable from every single data point, such that you get . In section 4.3 the reasons for this adjustment to the data will be explained. 

4. [bookmark: _Toc421783239]METHODOLOGY
[image: ]
4.1. [bookmark: _Toc421783240]THE MODEL
In order to analyse the data statistically, the model of Barro and Lee will be used and elaborated on to include the extra variable PLT (Barro & Lee, 2010). The final multiple regression equation relates differences between countries over time to differences in: years of schooling, factor inputs, total factor productivity and polity. 

To arrive at the final model, we start off with a Cobb-Douglas production function, which is often used in combination with the Solow growth model. GDP is in this model dependent on the overall productivity, the physical capital stock and human capital stock. 
Equation 1          
In this standard economic equation, Y stands for output (GDP), K is physical capital stock, H is the human capital stock, and A is the measure of total factor productivity. Total factor productivity is a measure of the proportion of total output that cannot be explained by the inputs used in production, it often measured as the Solow residual explained in paragraph 2.1.1. (Comin, 2006). Differences in total factor productivity can for instance come about by differences in technological progress, and how efficient and intensely inputs are put to use. The measure of total factor productivity that is used in this paper accounts for differences in human capital (Feenstra et al, 2013). This means that TFP should not incorporate the factor in human capital. In other words, this should not influence the measurement of the human capital in the regression. However, there are some features of TFP that might be influenced indirectly by higher levels of human capital, such as efficient use of labour and technological progress. This should be taken into account when interpreting the results. 
In order to include both the quantity and quality of labour, we now write human capital as a function of the number of workers (L) and the human capital stock per worker (h): H=hL. 
Equation 2 	
The next step is to express this function in per capita terms. Thus we divide everything by the number of workers L. In addition to this, we take the natural logarithm of the function, so that the equation becomes:
Equation 3	
We use the letters y, k and h to represent the per capita variables, so that we get:
Equation 4	
Next, Barro and Lee assume the relationship capital per worker and number of years of schooling as follows:
Equation 5	
Where is the efficiency of  a unit of labour, with s years being relative to no education at all. When we assume that is linear, and include equation 5 into equation 4, the result is the following equation:
Equation 6	
In order to measure the relationship between output and human capital measured by years of schooling, the equation that Barro and Lee use is:
Equation 7	
Up until here the model is identical to the one used in the paper of Barro and Lee, aside from the fact that they use a dummy variable for different periods, representing the total factor productivity. The reason they did not include a variable for total factor productivity in the regression and used a dummy instead is simply that the version of the Penn World Table they used, version 6.3 from 2009, did not contain a measure for total factor productivity. Because the version used in this paper does contain a variable for total factor productivity, this variable will be included in the model.  In addition to this adjustment, the variable representing the polity of a country needs to be incorporated into the equation as well. Therefore, the equation used to measure this relationship should also include an indicator for polity, and an indicator for the combined effect of polity and education. This will look like the following equation:
Equation 8	
Where  is the interaction term, which will be the part of the model that is most important in finding the effect of polity in the payoff of education. 
This model will be tested with both datasets discussed in the previous chapter. The model presented in equation 8 will be estimated and tested using the statistical program Eviews 8. The estimation method of the model will be the ordinary least squares (OLS) estimation, the conditions that have to be met in order to use this method will be discussed below. Because the data concerns many different countries, it is likely that there are specific characteristics not included in the model that might influence the outcome. Factors that could influence GDP are for instance the fertility of agricultural soil or the presence of oil reserves. These circumstances which affect GDP should be accounted for in the regression, such that they do not influence the results of the parameters in the model. To account for these country specific differences a fixed effects model will be used. Using fixed effect in a regression means that the model will be estimated for the entire balanced panel with the same variables, yet the intercept is calculated for every country separately. The fixed effect, which accounts for specific features of a country, thus takes the form of a different intercept for every country. Additionally, it is also likely that the values of different countries over a year are correlated. For instance, the GDP of a lot of countries around the world was significantly lower in 2009 than it was in 2007 before the financial crisis. This correlation in changes of certain variables, such as GDP, over a period between different countries in the sample, can be accounted for by including time fixed effects in the model. 
4.2. [bookmark: _Toc421783241]ASSUMPTIONS FOR ORDINARY LEAST SQUARES
The OLS method of estimating a linear regression model requires that the model fulfils five assumptions. If these assumptions are met, the OLS method is the best linear unbiased estimator (BLUE). These five assumptions are the following (Woolridge, 2002):  
1. The population model of the study is a correct model, which is linear in its parameters. Also important for this condition is:   
Which means that the error terms are uncorrelated with the regressors of the model, when this is the case, there could be important variables that influence the outcome omitted from the model.
2.  
This is the zero conditional mean assumption, it means that the error has to have a mean of zero. This condition is met as long as there is an intercept included in the model. 
3.    
This assumptions concerns the homoscedasticity of the variance. This means that the variance for each observation are equal. When this is not the case, the variance of the errors is heteroskedastic. 
4.    
This is the condition of no correlation in the error term. In the case of a balanced panel, there should be no correlation in the errors over time (no autocorrelation), and no correlated errors over the different cross-sections (section-correlation).
5. Regressors are not a deterministic functions of each other. In other words, correlation between two variables should not be too close to 1. If this is the case, the regressors contain a lot of the same information. When two regressors are perfectly correlated this is called multicollinearity. Multicollinearity is a serious problem in estimating a model.
The first assumption has to be met by using a correct model to describe the data, and cannot be formally tested. If the model is based on a consistent theory, this assumption will usually be met. Assumption number 2 will be met as well, as there will be an intercept included in the model. The other assumptions have to be checked or tested statistically. A disadvantage of working with Eviews is that there are fewer options for testing a model that consists of balanced panel data, such that other ways of testing or accounting for the OLS assumptions have to be used, which will be discussed below. 
Heteroscedasticity of the errors can be present in cross-section data and time series data. Since a balanced panel consists of both, the possible presence of heteroscedasticity in the models has to be checked. If the model is indeed heteroskedastic, the OLS as it is, is no longer BLUE, which means that there are better estimations of the model possible. Formally testing for heteroscedasticity is not possible in Eviews for balanced panel data. To solve the possible problem of heteroscedasticity in the model, the “White diagonal variance” is used to estimate the model in Eviews. 
Assumption number four concerns the correlation between errors. Eviews unfortunately does not provide a formal way of testing for this when it comes to balanced panel data. As mentioned before, there can be two kinds of correlation of the error term in a model of balanced panel data: cross-sectional correlation in the errors and autocorrelation. Cross-sectional correlation exists when the errors of the countries in a year are correlated. Autocorrelation exists when the errors of a country over time are correlated. Autocorrelation is often present in time series data, because the values of a certain month or year often depend on earlier values. To account for these problems, different estimation methods provided by Eviews are used to estimate the model. To account for the existence of heteroscedasticity and section-correlation of the error terms at the same time, the cross-section fixed effects method can be used. To take into account the existence of heteroscedasticity and autocorrelation, the period fixed effects will be used for estimation. 
The fifth assumption of OLS can be tested by examining at a table of correlation, or corellogram. This matrix shows the correlation coefficients between the different variables in the model. If the correlation between two explanatory variables in the model is close to one, this might be problematic for the model. This could mean that the model does not contain enough information, since the explanatory variables contain the same information. Perfect collinearity exists when a explanatory variable is perfectly correlated (correlation of 1 or -1) with one or more other predictors. Multicollinearity may be a serious problem for a regression when the correlation between predictors is greater than 0.8 (Field, 2009). 
4.3. [bookmark: _Toc421783242]INTERACTION TERM
Because the model used in this paper involves an interaction term, interpretation of the parameters in the estimated model is not as straightforward as a standard linear model without interaction terms. The paper “Understanding Interaction Models: Improving Empirical Analyses” (Brambor, et al., 2005) researches scientific political journals, and concludes that the execution of many of the interaction models used are flawed and often contain inferential errors. Because of this problem, a checklist of “do’s and don’ts” for working with multiplicative interaction models is presented. This checklist consists of four main points:
1. Use an interaction model when the hypothesis you want to test is conditional in nature.
2. Use all constitutive terms in interaction model specifications.
3. Do not interpret constitutive terms as if they are unconditional marginal effects. 
4. Calculate substantively meaningful marginal effects and standard errors. 
The first condition is met in the model that is being tested in this paper, the returns to education is hypothesized to be conditional on the polity of a country and thus the hypothesis being tested is conditional in nature. The second condition is met by including all the terms that constitute the interaction term as separate variables as well. EDU and PLT thus have to be included in the model as separate variables and as interaction term, which is the case in the equation 8 in paragraph 4.1. 
The last two conditions concern the interpretation of the model. The third condition states that the constitutive terms, which in this model are education and polity, cannot be interpreted as unconditional marginal effects as in a normal linear model. This can be explained with the following example. Assume the following model without an interaction term:
· 
The marginal effect of an independent variable X on the dependent variable Y is , the value of its coefficient in the model. However, when an interaction term X*Z is included in the model, it can no longer be interpreted the same way.
· 
The marginal effect of X on Y, also has to include the effect of the interaction term. The marginal effect of X on Y in this interaction model is:
· 
It is clear from this example that in an interaction model, the coefficient of one separate parameter included in the interaction term does not contain enough information. It is the above explained interpretation of the effect of X on Y that should be interpreted. A problem in this kind of a model is that the results tables that are usually produced when estimating such models only show the marginal effect of X on Y when the other interaction term, Z, equals zero.
In the model used in this paper it would mean that the results in the table will only capture the effect of education on GDP when polity equals zero. The same goes for the constitutive variable polity, the coefficient on this variable measures the effect of polity on GDP when education is zero. It is thus not possible to interpret the coefficient of the constitutive terms as a separate unconditional or average effect on the outcome variable. This gives rise to an interpretation problem, because a polity of zero is not a value that occurs often in the dataset, and average years of education is not equal to zero for any of the data points. Therefore it might be useful to centre both of these variables around the mean, as described before in the data section. If the variables education and polity are centred around their mean, the effect of education on GDP is no longer conditional on the polity variable measured as zero.
Since the typical result tables represented in papers do not convey enough relevant information for the right interpretation of an interaction model, it is necessary to go one step beyond the standard result table. A useful way of depicting the interaction term is by producing an interaction plot. This plot displays the dependent variable on the y-axis, and one of the interaction variables on the x-axis, while displaying the other interaction variable as a line in the plot. The interaction effect can be interpreted from this graph more straightforward than interpreting the results from a table. In order for this plot to depict an answer to the question, GDP per capita should be shown on the y-axis, PLT on the x-axis and the resulting graph will show the payoff of education.  If the graph were to show a straight line, this would imply polity does not affect the payoff of education. An upward sloping line implies increasing returns to education for higher levels of democracy, and vice versa for a downward sloping line. 
5. [bookmark: _Toc421783243]RESULTS
[image: ]
Before analysing the data, it is useful to take a look at some descriptive statistics concerning the variables included in the model. Table 1 gives the descriptive statistics for the dataset from 1970 until 2010. This table gives the data for polity and schooling before mean-centering, because for this use it is more informative to look at the original data. Mean-centering does not affect the distribution of the variable, so the histograms representing the original variable will also hold for the mean-centred variable. This is not the case for the variables GDP and capital stock; when taking the natural logarithm of a variable, the distribution of the variable will be affected. This is why the descriptive statistics do include both the original values and those after taking the natural logarithm for these two variables.

5.1. [bookmark: _Toc421783244]DESCRIPTIVE STATISTICS

	Table 1: Descriptive statistics for dataset 1 (1970-2010)

	
	GDP
	gdp
	TFP
	CS
	cs
	PLT
	EDU

	Mean
	14543.99
	9.029262
	1.007171
	40346.53
	9.980794
	 3.655040
	7.180746

	Median
	8614.32
	9.061182
	0.981303
	23352.48
	10.05846
	 8.000000
	7.322000

	Maximum
	136493.9
	11.82404
	5.315258
	347416.2
	12.75828
	 10.00000
	13.09000

	Minimum
	443.73
	6.095219
	0.358868
	745.5039
	6.614060
	-10.00000
	0.440000

	Std. Dev.
	16223.91
	1.133656
	0.287735
	43690.73
	1.234453
	 7.345093
	2.660032

	Observations
	2867
	2867
	2867
	2867
	2867
	2867
	2867



When observing the statistics for GDP in table 1, it is clear from the minimum and maximum value that there is a large difference in the per capita GDP between the countries in the sample. The mean is greater than the median, which means that this data is skewed to the right, as can be seen in the histogram (appendix 9.3.1). When observing the histogram, it is visible that most observations have a GDP per capita between 500 to 40,000 dollars per year. However, there are a few observations that lie between 40,000 and 140,000 dollars per capita. These outliers should not be deleted from the dataset, because they can contain valuable information about economic growth variables. Instead of using the original GDP per capita data, the logarithm of GDP will be used for the regression. When looking at the histogram of gdp (Appendix 9.3.2.), it is clear that this variable is less skewed and looks more like a normal distribution than the former. The same can be said about the data on capital stock. The distributions of this data is also skewed to the right (appendix 9.3.4.). The logarithm of capital stock, “cs”, will be used in the regressions. The natural logarithm of capital stock is less skewed as can be seen in the histogram (appendix 9.3.5.). The mean and median for the variable polity are both positive, indicating that a majority of the observations are more democratic than autocratic. 

The histogram for EDU (appendix 9.3.6.) shows that a large share of the observations have a democratic score of 10. The mean and median for the data on schooling are centred around 7, the histogram in the appendix shows that the distribution is slightly skewed. As mentioned earlier, mean-centering will not affected the skewedness of the distribution, it will only move the distribution to the left on the x-axis. The mean and median of the variable years of schooling are relatively close, indicating that the variable might have a distribution close to a normal distribution. When looking at the histogram (appendix 9.3.7.) it is visible that its distribution resembles a normal one, only slightly skewed to the right. Furthermore, we can see that the differences between the observations are relatively big, the minimum observation is less than a year of average schooling, whilst the maximum of average years of schooling is more than 13 years. The variable TFP is an index number with 2005 as base year. As can be seen by observing the descriptive statistics and the histogram, most observations are around 1. Indicating that the total factor productivity, for most observations, did not change much over the years. There are however, some observations for which it did change with respect to 2005, with values up to 5. 

	Table 2: Descriptive statistics for dataset 2 (1990-2010)

	
	GDP
	gdp
	TFP
	CS
	Cs
	PLT
	EDU

	Mean
	13676.82
	8.875102
	0.975333
	40695.27
	9.920996
	4.828880
	7.707107

	Median
	7648.115
	8.942213
	0.983493
	23219.22
	10.05274
	8.000000
	8.074000

	Maximum
	104546.3
	11.55739
	1.920151
	281816.7
	12.54901
	10.00000
	13.09000

	Minimum
	304.8620
	5.719859
	0.550877
	745.5039
	6.614060
	-10.00000
	0.920000

	Std. Dev.
	15001.69
	1.256350
	0.125941
	43226.24
	1.339297
	6.288931
	2.584081

	Observations
	1946
	1946
	1946
	1946
	1946
	1946
	1946




The descriptive statistics and histograms (appendix 9.4) for the dataset 1970-2010 and 1990-2010 are quite similar. Especially the distribution of the variables, as can be checked by comparing the histograms (appendix 9.3 and 9.4) are similar. Some differences that can be mentioned are that the mean and the median of GDP in dataset 1 is higher than in dataset 2. This is probably due to the incorporation of more developing countries in dataset 2. Another difference is the maximum value of total factor productivity, which has a maximum value of 5 in dataset 1, whereas this is only just under 2 for dataset 2. This is because the value of TFP of Kuwait was very high in the 1970’s, a period that is not included in dataset 2. These high values for total factor productivity in Kuwait for the 1970’s could be due to the high oil prices caused by a growing demand for oil and the oil embargo imposed by the OPEC (Merza, 2004). It is important to note that the values of TFP can only be compared within a country, and not between countries. It only gives information about the value of TFP for a specific country relative to its 2005 value. Furthermore, it can be mentioned that both polity and schooling have higher values in dataset 2. This can point towards an overall positive trend in these variables, but it can also be due to the difference in the sample. 

5.2. [bookmark: _Toc421783245]CORRELATIONS
To assess the possible problem of multicollinearity, a basic correllogram of the variables in the regression can be consulted. As mentioned in the previous chapter, a correlation higher than 0.8 between two predictors in a regression can be problematic. When looking at table 3, it is visible that none of the predictor variables are mutually correlated with each other with a correlation higher than 0.65. This is a high correlation value, however, not problematic. The high correlation between the predictor variables and the variable gdp is not a problem, it merely shows that the independent variable might be a good predictor for the dependent variable. Considering this, it is visible that the variable TFP has a very low correlation with the dependent variable. This might indicate that it does not add any valuable information to the model. However, this should be determined by assessing its statistical significance in the model. Any variables that have no statistical significance within the model should be deleted from the model, for which a 5 percent significance level will be maintained. 

	Table 3: Correlogram dataset 1 (1970-2000)

	
	gdp
	TFP
	cs
	EDU
	PLT

	gdp
	 1.000000
	 0.035916
	 0.920665
	 0.673795
	 0.361900

	TFP
	 0.035916
	 1.000000
	-0.131681
	-0.288348
	-0.255878

	cs
	 0.920665
	-0.131681
	 1.000000
	 0.650187
	 0.373723

	EDU
	 0.673795
	-0.288348
	 0.650187
	 1.000000
	 0.588583

	PLT
	 0.361900
	-0.255878
	 0.373723
	 0.588583
	 1.000000



When looking at the correllogram for dataset 2 (table 4), we can see that it is quite similar to that of dataset 1. A noticeable difference is that the correlation between schooling and the natural logarithm of capital stock is even greater. It is however, not above the 0.8 level. In this correllogram, as well in the former, the correlation between the dependent variable and TFP is very low. 

	Table 4: Correlogram dataset 2 (1990-2000)

	
	gdp
			TFP
	cs
	EDU
	PLT

	gdp
	1.000000
	-0.047156
	0.942555
	0.766902
	0.340980

	TFP
	-0.047156
	1.000000
	-0.179099
	-0.127539
	-0.107818

	cs
	0.942555
	-0.179099
	1.000000
	0.735213
	0.329233

	EDU
	0.766902
	-0.127539
	0.735213
	1.000000
	0.498953

	PLT
	0.340980
	-0.107818
	0.329233
	0.498953
	1.000000




5.3. [bookmark: _Toc421783246]ESTIMATION RESULTS
5.3.1. [bookmark: _Toc421783247]Simple model with Schooling and Polity
This section will present the estimation results for a very simple model that only incorporates the EDU and PLT respectively. This is done to see if these models will repeat an outcome that is on average consistent with the theory and empirics discussed in the first chapter. At first, a very simple model of the dependent variable regressed on the variable EDU will be presented, and a model of the dependent variable regressed on the variable PLT. The results are presented in table 5. The estimation results for the effect of EDU on gdp around 5 percent and 2.7 percent for dataset 1 and 2 respectively. The estimation result for dataset 1, model 1, roughly corresponds with the values found by Barro (2010). The estimation result for model 3 indicates a lower effect of schooling on GDP than found by the earlier mentioned research, it is however still a positive effect. 
The next model regresses PLT on gdp. In both model 2 and 4, for dataset 1 and 2 respectively, the effect of Polity on GDP is a small negative effect of below 1 percent. This also corresponds with some earlier empirical studies mentioned earlier in chapter 2 (Barro, 1994). 
	Table 5: Estimation Results Simple Model

	Dependent variable: LNGDP

	
	Dataset 1 (1970-2000)
	Dataset 2 (1990-2000)

	
	Model 1
	Model 2
	Model 3
	Model 4

	EDU
	0.050643*** (0.010511)
	
	0.027230** (0.012128)
	

	PLT
	
	-0.001251** (0.001320)
	
	-0.005980** (0.001862)

	Constant
	8.667512***
(0.075638)
	9.033833*** (0.006307)
	8.665995*** (0.093189)
	8.903977*** (0.009880)

	Number of observations
	2870
	2867
	1953
	1946

	Adjusted R-squared
	0.960043
	0.959803
	0.9897777
	0.990277

	
	70 countries and 41 years are included.
	93 countries and 21 years are included

	*, ** and *** represent a significance level of 10, 5 and 1% respectively
All models are estimated using the white diagonal standard and covariance, using period and cross-section fixed effects.
Standard errors are given within parenthesis.



5.3.2. [bookmark: _Toc421783248]Estimation results of the full model
After confirming the results found in earlier studies regarding the effect of schooling and polity on GDP in a very basic model, we move on to the full model presented in chapter 4. This model includes the variables tfp, cs, EDU, PLT and the interaction term EDU*PLT. Table 6 presents the estimation results for the model for both datasets, model 5 and 6 respectively. All variables within the models are significant on a 1 percent significance level, hence no variables will be left out of the model. 
	Table 6: Estimation Full model

	Dependent variable: LNGDP

	
	Model 5
	Model 6

	tfp
	0.879687*** (0.009420)
	0.902136*** (0.013606)

	cs
	0.525560*** (0.005525)
	0.517909*** (0.009339)

	EDU
	0.059382*** (0.002314)
	0.034009*** (0.004099)

	PLT
	-0.002458*** (0.000347)
	-0.002592*** (0.000658)

	EDU* PLT
	-0.001555*** (0.000101)
	-0.000902*** (0.000150)

	Constant
	3.819932*** (0.054779)
	3.774332*** (0092344)

	Number of observations
	2870
	1953

	Adjusted R-squared
	0.997886
	0.999222

	
	70 countries and 41 years are included.
	93 countries and 21 years are included

	· *, ** and *** represent a significance level of 10, 5 and 1% respectively
· All models are estimated using the white diagonal standard and covariance, using period and cross-section fixed effects.
· Standard errors are given within parenthesis. 



When looking at the direction of the estimated effect of the variables, the results correspond with the results presented in the literature review and the results of the simple model presented in the previous paragraph. Total factor productivity has a positive effect on GDP, as does capital stock, with almost equal parameter results in both models. The parameter of schooling in these models is slightly higher than the results presented in the simple model, but still seem reasonable considering the results of earlier research. However, as mentioned in chapter 4, variables that are part of an interaction term should be interpreted with caution. The marginal effect of the variable EDU does not equal its own parameter, but includes the interaction effect as well. This is why, with the use of the Wald test in eviews, interaction plots will be constructed. The resulting graph will be presented below. 
As to the effect of Polity, the results presented earlier are repeated as well; democracy has a slight negative effect on GDP. The estimated parameters for polity are very close for model 5 and 6. The parameter differing most between the two models, is the schooling parameter. Again, we cannot just interpret the regression results by their parameters. It is necessary to examine the interaction plots constructed for both datasets, which are presented below.

Graph 1: Margins plot dataset 1 - 1970-2010

Graph 2: Margins plot dataset 2 - 1990-2010

The margin plots are constructed in Eviews using the Wald test. The x-axis of both graphs show the value for PLT, whereas the y-axis depicts the dependent variable gdp, such that the lines in the graph show the payoff of education. Looking at graph 1 and 2, it is clear that both graphs show a downward sloping line, meaning that the interaction term has a negative effect on GDP. This indicates that, the higher the polity variable, the lower the effect of schooling is on GDP. Payoff of schooling thus declines with increasing levels of democracy. It is important to note the scale on the y-axis of the graphs. Since the variable gdp is a natural logarithm of GDP per capita, we can interpret the changes on the y-axis as percentage changes in GPD per capita. This means that for both datasets, the payoff of schooling could decline with about 4 percentage points when going from -10 to 10 on the POLITY scale, taking into account the 1 percent confidence interval. So with a 99 percent certainty, the effect of polity for this selection of countries is within the range of an effect of 4 percent, when going from the bottom of the polity scale, which is full autocracy, to the top of the scale, democracy. The estimated regression lines show an effect of 3 percent for dataset 1 and about 2 percent for dataset 2. These outcomes show quite a substantial effect, especially when compared to the estimated effects of schooling described in paragraph 5.3.1. and paragraph 2.1.2.. 




6. [bookmark: _Toc421783249]DISCUSSION
When comparing the results of research by different economists presented in chapter 2 of this paper, the results presented in the previous chapter largely correspond with this. This especially holds for the direction of effects of the different variables on GDP. The results presented a positive effect of schooling on GDP between 2.5 and 6 percent, and a slightly negative effect of the degree of democracy of a country on GDP. 
Besides confirming results of earlier studies, new results are presented as well. The direction and size of the interaction effect of years of schooling and polity on the dependent variable GDP concerns the question posed in the introduction of this paper. The question that needs to be answered is: Does the polity of a country affect the economic payoff of education? Looking back at the results presented in the previous section to try and answer this question, the research results presented in this paper confirm that the government type of a country does indeed significantly affect the relationship between education and economic growth. The results presented in the estimation results of model 5 and 6 and in the graphs 1 and 2, provide significant proof of the effect of polity on the payoff of schooling. The more democratic a country is, the lower the payoff of years of schooling will be, according to these results. The size of the effect significant as well, the models point towards a negative effect on GDP of roughly between 2 and 4 percent when moving from a polity score from -10 (autocracy) to +10 (democracy. 
As is the case in any research, there are some limitations to this research and its results presented. The most obvious limitations regard the data used. Even though the dataset of Barro and Lee (2013) containing the years of education is very elaborate and contains carefully collected data, it also contains estimated values for the data points that were not available. And for the purpose of this research, data points were added for the missing years. These estimations might not always give the most accurate display of reality. Another issue regarding the data is the information that the variables contain, this concerns the issue of quantitative versus qualitative variables. Years of schooling does not necessarily give us any information about the quality of this schooling. As Hanushek and Woessman (2008) find in their research, cognitive skills influence individual earnings and economic growth positively and significantly. Since the years of schooling does not directly give a measure of cognitive skills, this effect cannot be assessed in this research. After all, a year of schooling in Lesotho might not result in the same level of cognitive skills learned as a year of schooling in the Netherlands.
Harbison and Myers (1965) beautifully phrase another issue that deserves attention: “education is both the seed and the flower of economic development”. This sentence refers to the problem of reverse causality. Not only does education have a positive effect on GDP, it is also the case that there often is a higher demand for education as income rises. Higher income often causes higher investment of parents and children themselves in education. This increasing demand for education when income rises might interfere with the results that were found in models like the one presented in this paper. This would mean that the actual effect of education on the growth of national income is smaller than represented in the model.  
Subsequently, omitted variable bias could potentially be a problem. Omitted variable bias is the problem of statistically under- or overestimating the parameter of a variable due to the fact that an important causal factor is missing from the model. In a lot of research regarding the payoff of education this is considered a problem (Bils & Klenow, 2000). An example of such an omitted variable could be the fact that many studies that focus on returns to education do not include a variable representing inherent ability. Two individuals can have the same level of education, but one has a higher IQ and better social skills, than the second person may be more likely to “make it” and has higher returns to his education.



7. [bookmark: _Toc421783250]CONCLUDING
This paper tried to find an answer to the question whether polity has an effect on the returns to education. The empirical analysis performed has led to the conclusion that higher levels of democracy have a slightly negative effect on the payoff of education. Given the small size of this effect, this does not necessarily have to be interpreted as bad news for democratic countries. These results are however, good news for developing countries and organizations involving in stimulating education in developing countries. According to these results, education has a positive effect regardless of the type of government, democratic or autocratic. The size of the effect of schooling may differ according to the polity value, but education nevertheless has a positive effect on the GDP of a country. These results even show a decreasing payoff of education with an increasing degree of democracy. The implication of these results is that investment in education is beneficial for the population of every country, autocratic or democratic. This is important information for organizations like UNICEF, investing large sums of money in education in developing countries around the world. Investment in education will not go lost, even in countries with a strict autocratic regime.

To account for the above-mentioned limitations in the research, further research needs to be done. Above all, more data about educational attainment over the world is necessary. Especially qualitative data on educational attainment of students. In addition, the use of methods that account for reverse causality might improve upon the results presented in this paper. If the results found will be repeated in further studies, the reasons for this effect need to be investigated. Because if this is the case, there might be some institutions of autocratic societies that are beneficial for growth and could possibly be implemented to a certain extent in democratic societies as well. 
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9.1 [bookmark: _Toc421783253] Countries in dataset 1:  1970-2010
	Argentina
	Cyprus
	Italy
	Niger
	Sri Lanka

	Australia
	Denmark
	Ivory Coast
	Norway
	Sweden

	Austria
	Dominican Republic
	Jamaica
	Panama
	Switzerland

	Bahrain
	Ecuador
	Japan
	Paraguay
	Taiwan

	Belgium
	Egypt
	Jordan
	Peru
	Tanzania

	Bolivia
	Finland
	Kenya
	Philippines
	Thailand

	Brazil
	France
	South Korea
	Poland
	Trinidad and Tobago

	Bulgaria
	Greece
	Kuwait
	Portugal
	Tunisia

	Cameroon
	Guatemala
	Luxembourg
	Qatar
	Turkey

	Canada
	Honduras
	Malaysia
	Saudi Arabia
	United Kingdom

	Chile
	Hungary
	Mexico
	Senegal
	United States

	China
	India
	Morocco
	Singapore
	Uruguay

	Colombia
	Ireland
	Netherlands
	South Africa
	Venezuela

	Costa Rica
	Israel 
	New Zealand 
	Spain
	Zimbabwe



9.2 [bookmark: _Toc421783254]Countries in dataset 2: 1990-2010

	Argentina
	Cyprus
	Japan
	Namibia
	Spain

	Australia
	Denmark
	Jordan
	Netherlands
	Sri Lanka

	Austria
	Dominican Rep
	Kazakhstan
	New Zealand
	Swaziland

	Bahrain
	Ecuador
	Kenya
	Niger
	Sweden

	Belgium
	Egypt
	Korea South
	Norway
	Switzerland

	Benin
	Fiji
	Kuwait
	Panama
	Taiwan

	Bolivia
	Finland
	Kyrgyzstan
	Paraguay
	Tanzania

	Botswana
	France
	Latvia
	Peru
	Thailand

	Brazil
	Gabon
	Lesotho
	Philippines
	Togo

	Bulgaria
	Greece
	Lithuania
	Poland
	Trinidad and Tobago

	Burundi
	Guatemala
	Luxembourg
	Portugal
	Tunisia

	Cameroon
	Honduras
	Malaysia
	Qatar
	Turkey

	Canada
	Hungary
	Mauritania
	Romania
	United Kingdom

	Central African Republic
	India
	Mauritius
	Rwanda
	United States

	Chile
	Ireland
	Mexico
	Saudi Arabia
	Uruguay

	China
	Israel
	Moldova
	Senegal
	Venezuela

	Colombia
	Italy
	Mongolia
	Sierra Leone
	Zimbabwe

	Costa Rica
	Ivory Coast
	Morocco
	Singapore
	

	Croatia
	Jamaica
	Mozambique
	South Africa
	



9.3 [bookmark: _Toc421783255]Histograms dataset 1: 1970-2010 
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9.4 [bookmark: _Toc421783263]Histograms dataset 2: 1990-2010
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9.4.7 [bookmark: _Toc421783270]Histogram EDU
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