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Abstract

A problem with consulting an adviser is that the decision maker lacks information about the preference
of the adviser. Advisers can be either good or bad, where the preferences of good advisers correspond
to the preferences of the decision maker. Several studies found that good (bad) advisers act less (more)
in line with the interests of the decision maker when they face reputational concerns. | show that these
results still hold when a decision maker consults multiple advisers instead of one adviser. However, both
advisers (good and bad) are inclined to act more in line with the interests of the decision makerin a
setting with multiple advisers than in a setting with one adviser.
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1. Introduction

The implications of many decisions are hard to forecast. Hence, a decision maker collects information
about a project before making a decision. He could collect this information by himself, but also by
consulting an adviser. As in many cases a decision maker lacks time and as an adviser has more
expertise, it might be beneficial for the decision maker to consult an adviser. However, it is often the
case that experts of a certain topic have particular interests in the outcome of a decision (Milgrom and
Roberts, 1986). The bias this brings about could be problematic as it might result in less information
transmission, i.e. the adviser does not always send his private information to the decision maker.
Several studies state that this problem should not be exaggerated when the advisers care about their
reputation (Kreps and Wilson, 1982; Milgrom and Roberts, 1986). The advisers might act more in line
with the interests of the decision maker because of reputational concerns. However, there are also
studies showing the opposite effect. For instance, Ely and Valimaki (2003), Morris (2001) and Wrasai and
Swank (2007) showed in their theoretical models that reputational concerns could be harmful. They
show that a good adviser might act less in line with the preferences of the decision maker when he cares

about his reputation than in the reverse situation of not caring about his reputation.

To illustrate the idea of the above mentioned studies, consider the following example based on an
example that Morris (2001) mentions. A policy maker has to make a decision about the implementation
of a policy adjustment that positively discriminates women. The policy maker consults a social scientist
that has more information about the consequences of this possible policy adjustment. The social
scientist could be a sexist that is biased towards the rejection of this policy adjustment. Consider the
case in which the social scientist is not a sexist (good/unbiased adviser), but that he found out that this
adjustment is unbeneficial to society. In that situation, he would recommend the policy maker to not
implement the policy adjustment when he does not care about his reputation. However, when the social
scientist cares enough about his reputation and also wants to be taken seriously in the future, he could
have an incentive to lie and tell the policy maker to adjust the policy. Morris (2001) calls this effect
political correctness. The reason for this is that he does not want to be considered a sexist. When he
recommends the policy maker to not implement the policy adjustment, the probability that he is a sexist
increases from the point of view of the policy maker. On the other hand, when the social scientist would
be a sexist (bad/biased adviser) and cares about his reputation, he could have an incentive to
recommend the policy maker to adjust the policy when he knows that this is a good idea for society.

Morris (2001) calls this the discipline effect.



The studies of Ely and Valimaki (2003), Morris (2001) and Wrasai and Swank (2007) are all based on a
theoretical model in which the decision maker was able to consult one adviser only. The opportunity to
consult multiple experts might affect the corresponding outcomes. The literature regarding multiple
advisers shows that the possibility of consulting multiple advisers tends to have a positive effect on the
extent to which information transmission is possible (Battaglini, 2002; Battaglini, 2004; Krishna and

Morgan, 2001; Ottaviani and Sorensen, 2001).

In this thesis, | investigate what the effect is on the outcomes of Morris (2001) when | allow the decision
maker to consult multiple advisers. | examine whether both good and bad advisers act either less or
more in line with the interests of the decision maker when the decision maker consults multiple advisers
instead of one adviser. To be more precise, | investigate what will happen to the political correctness

and the discipline effect when | allow the decision maker to consult two advisers instead of one.

The model that | use is an extension of the theoretical cheap talk model of Morris (2001). This model is a
two-period model in which the adviser has more information about the state of the world than the
decision maker. In the second period the advisers do not have reputational concerns, whereas in first
period they have. In contrast with Morris (2001), in my model the decision maker has the opportunity to
consult two advisers besides the option to consult one adviser. | examine whether the so-called political
correctness and discipline effect still exist and if so, how strong these effects are in the following three
situations: (1) the situation in which the decision maker consults one adviser, (2) the situation in which
the decision maker consults two advisers that give their advice simultaneously and (3) the situation in
which the decision maker consults two advisers that give their advice sequentially. Moreover, | examine

the effect of consulting two advisers instead of one adviser on the welfare of the decision maker.

Overall, my results show that the decision maker can benefit from consulting multiple advisers. The total
expected welfare of the decision maker is higher when the decision maker consults two advisers instead
of one. Furthermore, | found that the political correctness and discipline effect are still present when the
decision maker consults two advisers. However, it is likely that more information transmission takes
place when the decision maker consults two advisers. (1) Consulting two advisers that give their advice
simultaneously instead of one adviser heightens the possibility of information transmission. In the case
of two advisers that give their advice simultaneously, both good and bad advisers are more often

inclined to tell the truth. This means that the political correctness effect reduces, whereas the discipline



effect increases. The outcomes also depend on the quality of the information that the advisers have
received. The higher the quality of the information, the more likely it is that the good and bad advisers
tell the truth. The reason for this is that the decision maker learns more about the types of the advisers
by comparing their advices. The higher the quality of the information, the more information the advices
reveal about the types of the advisers. (2) Consulting two advisers that give their advice sequentially
could either be less or more beneficial than consulting one adviser or two advisers (simultaneous). This

depends on the specific values of several variables in the model.

The structure of this thesis is as follows. Chapter 2 discusses the relevant literature regarding
information transmission between advisers and a decision maker. Specific attention is paid to the
concepts reputational concerns and multiple advisers. Chapter 3 describes the model with its
assumptions. In Chapter 4, | determine the adviser’s utility functions of the first period for lying and
truth-telling in the different situations (one adviser, two advisers (sequentially) and two advisers
(simultaneous)). These utility functions are used in Chapter 5, where | compare the values for which the
advisers are indifferent between lying and truth-telling in the situations mentioned. In this chapter, |
also determine the effects of two advisers instead of one adviser on the welfare of the decision maker.
Chapter 6 concludes with a summary of the main results, a discussion and recommendations for future

research.



2. Related literature

The relationship between a decision maker and an adviser has been the object of several studies. In
their seminal study, Crawford and Sobel (1982) found that information transmission is only possible
when the interests of the sender (adviser) and the receiver (decision maker) lie relatively close to each
other. They made use of a cheap talk model with one sender and one receiver. To continue, it is often
the case that experts have interests in the outcome of a decision (Milgrom and Roberts, 1986). As a
result, the advisers do not always send their private signal to the decision maker. This bias could be
problematic, as it might result in less information transmission. In this chapter, | discuss two factors that
might affect the possibility of information transmission: reputational concerns and multiple advisers.
Subsequently, as part of the concept of multiple advisers, | discuss the different effects of simultaneous

and respectively sequential advising on the possibility of information transmission.

Reputational concerns

Several studies state that the problem of less information transmission following from biased advisers
should not be exaggerated, because reputational concerns exist (Kreps and Wilson, 1982; Milgrom and
Roberts, 1982). They mention that the adviser might act more in line with the preferences of the
decision maker when the players meet each other in multiple periods. Reputational concerns might
therefore increase the commitment power, which enables information transmission. Also, Suurmond,
Swank and Visser (2004) showed that reputational concerns might have good implications. With their
model, in which advisers want to be seen as high-ability experts, they found that good advisers exert
more effort to be able to distinguish themselves from low-ability experts. Contrary to their model in
which reputational concerns are based on ability, in my model the reputational concerns of the advisers

are preference-based.

There are also studies showing that reputational concerns might be harmful for the decision maker. Ely
and Valimaki (2003), Morris (2001) and Wrasai and Swank (2004) for instance showed with their
theoretical models that reputational concerns could be harmful. Their results show that a good adviser
might act less in line with the preferences of the decision maker because of reputational concerns. The
reason for this is that a good adviser does not want to be perceived as a bad adviser. Therefore, in the
two-period model of Morris (2001), a good adviser does not always tell the truth in the first period in
order to increase his influence on the decision made in the second period (political correctness). On the

other hand, bad advisers act more in line with the decision maker because of reputational concerns



(discipline effect). Morris (2001) finds that no information transmission takes place in the first period

when the second period is sufficiently important.

To conclude, the effect of reputational concerns on the extent to which information transmission is
possible is ambiguous. In the models of Ely and Valimaki (2003), Morris (2001) and Wrasai and Swank
(2004) the decision maker was only able to consult one adviser. | extent the model of Morris (2001) by

adding the possibility for the decision maker to consult two advisers.

Multiple advisers

The literature regarding multiple advisers shows that the possibility to consult multiple advisers could
influence the extent to which information transmission is possible. The effect of consulting multiple
advisers on information transmission has been investigated by several researchers. Krishna and Morgan
(2001) study the situation where the decision maker can consult two perfectly informed advisers that
give their advice sequentially. They show that the decision maker should not consult both advisers when
both advisers are similarly biased. In that case, it is never beneficial to consult both. On the other hand,
when the advisers are opposingly biased, the decision maker benefits from consulting both experts.
Hence, consulting multiple advisers could be preferred above consulting one adviser. However, when
advisers send a message only once, there does not exist an equilibrium in which full information
revelation occurs. Battaglini (2002) showed that full information transmission is possible when the policy
space is multidimensional and the advisers are perfectly informed. This is even the case when the
differences in interests of the advisers are relatively large. When the advisers are not perfectly informed
in a multidimensional setting, full information transmission is impossible (Battaglini, 2004). In my model,
| only examine a unidimensional setting. The studies mentioned above show that consulting multiple
advisers has an effect on the possibility of information transmission. However, to the best of my
knowledge, the effect of the possibility to consult multiple advisers on the strategy of the good

(unbiased) and the bad (biased) reputational concerned adviser has not been studied yet.

Furthermore, the way in which the advisers send their information to the decision maker (sequential or
simultaneous) can influence the possibility of information transmission. In the models of Scharfstein and
Stein (1990) and Ottaviani and Sorensen (2001) advisers could show herding behaviour when giving
their advice sequentially. A difference between their models and my model is that they consider

reputation to be ability-based whereas in my model reputation is preference-based. Furthermore, in the



model of Scharfstein and Stein (1990), the state of the world is not revealed after the first period,
whereas in my model this is revealed. These differences might lead to different outcomes. Austen-Smith
(1993) and Krishna-Morgan (2001) both study a model with two experts. Austen-Smith (1993) found
that sequential advising should be preferred above simultaneous advising. Opposingly, Krishna and
Morgan (2001) found that simultaneous advising should be preferred above sequential advising, as full
revelation of information is only possible with simultaneous advising. Differences between their models
are that in the model of Austen-Smith (1993) the state and the signals that the advisers send could be
either 0 or 1, whereas in the model of Krishna and Morgan (2001) more outcomes for the state are
possible. Furthermore, in the model of Austen-Smith (1993), advisers have imperfect information about
the state of the world, whereas this information is perfect in the model of Krishna and Morgan (2001).
Hence, these studies show that the way in which the advisers send their messages influences the extent
to which information transmission is possible. As a result, | investigate both the situation of

simultaneous and sequential advising.



3. Model

| consider a two-period model which is based on the model of Morris (2001). It is a dynamic game with
incomplete information. In the first period, a decision maker has to take an action a; € [0,1]. The optimal

action depends on the state of the world. The state of the world could be either high (w; =1) or low (w1
=0). The probability that the state is high is equal to % When the state of the world is high, a high value

of a1 is beneficial to the decision maker. When the state of the world is low, a low value of a3 is

beneficial to the decision maker. The decision maker does not know the state of the world. He only
knows that the probability that the state is high is equal to % The decision maker can consult advisers for

two subsequent periods to learn about the state of the world. The advisers receive a signal about the
state of the world, s; € {0,1}. The signal s=1 refers to a high state, whereas the signal s=0 refers to a low
state. | examine the case in which advisers receive a noisy signal; the probability that the advisers
receive the right signal is equal to y, Prob(s=1| wi=1)= Prob(s=0]| w;=0)=y with % <y < 1. The advisers
differ in their preferences. The advisers can be either good (unbiased) or bad (biased). Hence, the type
space of the advisers in this model is two-dimensional, as it depends on the observed signal about the
state of the world (s=0 or s=1) and on the preferences of the advisers (good or bad). Henceforth, when |
use the word “types”, | only refer to the preferences of the good advisers (good and bad) and not to the
observed signal. The ex-ante probability that an adviser is of the good type is equal to A1. Good advisers

have the same preferences as the decision maker. Their total utility function is the following:

-x1(a1-w1)? - X2(a2-w2)? with x1>0, x>0

Bad advisers are biased towards a high action; they always want the highest possible value of a: regardless
of the signal they receive. The total utility of bad advisers in this two-period model is equal to Yia; + Y,a;
with y1>0, y,>0.2 After receiving a signal, the adviser(s) send(s) a message to the decision maker about the
state of the world, m; € {0,1}. When the adviser sends message m=1, he advises the decision maker to
take a high action. When he sends the message m=0, he advises to take a low action. Finally, the decision
maker chooses a certain action. After that decision, the state of the world will be revealed and the decision
maker updates his belief about the type of the adviser(s), A» = Pr(good;|A,, m;, m_;, w,). The second

period is similar to the first period. The decision maker has to decide which action to take with respect to

2] assume that x; and x; are the same for all bad advisers and that y; and y, are the same for all good advisers.
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a new project. | analyze the situations in which the decision maker consults one adviser, two advisers

(sequentially) and two advisers (simultaneously).

To summarize, the time sequence is as follows:

Period 1
Project 1
1. Nature chooses w; € {0,1}
2. Decision maker hires adviser(s) for two periods
3. Adviser(s) receive(s) a private signal about the state of the world (s; € {0,1})
4. Adviser(s) send(s) a message to the decision maker (m; € {0,1})
5. Decision maker decides to take a certain action (a; € [0,1])
6. The state of the world w; is revealed
7. Decision maker updates his belief about the type of adviser(s) (A2)
Period 2
Project 2
1. Nature chooses w; € {0,1}
2. Adviser(s) receive(s) a private signal about the state of the world (s, € {0,1})
3. Adviser(s) send(s) a message to the decision maker (m; € {0,1})
4. Decision maker decides to take a certain action (a; € [0,1])
5. Payoffs are realized

Besides the example of the policy maker and the social scientist, this model is also applicable in other
settings that involve an adviser and a decision maker. Examples are the relationships between a client
and a lawyer, a car owner and a car mechanic, a manager and a management consultant and a financial

adviser and an investor.

In this cheap talk model, a babbling equilibrium always exists. In a babbling equilibrium, the messages
that the advisers send are uncorrelated with their preferences (good or bad adviser) and the signals (s=0
or s=1) that they observe. As a result, the decision maker does not learn anything from the messages

that he receives in this period. In this study, | examine whether a perfect Bayes equilibrium is possible in

10



which the decision maker can extract information about the state of the world from the messages he
receives. In the second period, there always exists a unique informative (i.e., non-babbling) equilibrium
in which good advisers always tell the truth and bad advisers always announce message 1. The reason
for this is that the advisers do not care about their reputation in the second period. My main interest is
to find out what the effect is of consulting multiple advisers on the political correctness and the
discipline effect that Morris (2001) showed. For this, | examine under which conditions informative (i.e.,
non-babbling) equilibria can exist in the first period for the situations of one adviser, two advisers
(simultaneous) and two advisers (sequential). | examine when good and bad advisers have an incentive

to either tell the truth or to lie about their signal.

For a perfect Bayes equilibrium in this game, the following conditions must be met with respect to the
strategies and the updated beliefs: (1) the beliefs are consistent and are updated by Bayes’ rule given
the strategies of good and bad advisers, (2) the actions of the players (decision maker and advisers) are
the best response to their beliefs about the type of each adviser and the strategies of good and bad

advisers.
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4. Total payoff functions

In this chapter, | determine the conditions under which informative (i.e., non-babbling) equilibria can
exist in the first period. To find these conditions, | firstly determine the possible strategies for the good
and respectively bad advisers. After that, | determine their corresponding total payoffs of deviating from
and sticking to these strategies. | determine these conditions for the situations of one adviser, two

advisers (simultaneous) and two advisers (sequential).

The total first period payoffs of the advisers consist of the payoffs of the first period plus the expected
payoffs of the second period. | start this analysis by determining the expected payoffs for the second
period of having a good reputation for all different situations (section 4.1). Subsequently, | determine
the total payoffs of lying and truth-telling in the first period for the different situations (section 4.2). In
Chapter 5, | will use the total payoffs that are determined in section 4.2 to compare the conditions
under which informative equilibria can exist in the three different situations. Calculations underlying the

payoff functions can be found in the Appendix.

4.1 Second period: expected benefits of reputation
In this section, the expected payoffs for the second period are determined. Firstly, | determine the

strategies of the good and bad advisers in the second period (section 4.1.1). After that, | calculate the
expected benefits for the advisers from having a good reputation when the decision maker consults one

adviser (section 4.1.2) subsequently when he consults two advisers (section 4.1.3).

4.1.1 Strategies in the second period
In the second period, there always exists a unique informative equilibrium. As the second period is the

last period, an adviser does not have an incentive to build a reputation. Because a good adviser wants
the action to be closely in line with the state of the world, he always tells the truth. As a bad adviser
wants the highest possible action, he always sends message 1. This is the same for the situations in
which the decision maker consults one adviser, two advisers (simultaneous) and two advisers

(sequential). The corresponding strategy is summarized in the following table:

12



Table 1

51:0 51:1
Good adviser 0 1
Bad adviser 1 1

The decision maker knows the strategies of the different types of advisers. Hence, he takes their
strategies and his beliefs about the types of the advisers (A;) into account while deciding which action to
take in the second period (a;). The action (a;) that the decision maker takes differs for the situations in
which the decision maker consults one or two advisers. It does not differ whether the advisers give their
advice simultaneously or sequentially. The strategies of good and respectively bad advisers are the same
in the situations of simultaneous and sequential advising. Hence, in the second period, | determine the
expected benefits from having a good reputation when the decision maker consults one and two

advisers.

To determine the expected value of having a good reputation, | first have to determine the action that
the decision maker takes given the strategies of the advisers and the possible messages that the adviser
sends. This is because the decision maker is the last player in this game. With information on the action

that the decision maker takes, the expected values for the adviser can be determined.

4.1.2 One adviser
This situation corresponds to the situation in Morris (2001). To complete the analysis, | recalled his

outcomes.

Decision maker. In the second period, the decision maker receives message 0 or 1. The decision maker
learns the type of the adviser and the signal that the adviser had received when he announces message
0, as only good advisers that have received signal 0 send this message. Hence, the action that the
decision maker takes is equal to the probability that the state of the world (w>) is 1 given that the

message is 0. Therefore, the action is equal to (1-y).

13



When the adviser sends message 1, the decision maker does not know the type of the adviser and the

signal that this adviser has received. The action that the decision maker takes is equal to the probability

YAZ_}\2+1 3

that the state of the world (w;) is 1 given that the message is 1. Hence, the action is equal to Y
A2

Adviser. Hence, the action that the decision maker takes in this case, depends on the reputation of the
adviser (A2) and the probability that the adviser receives the right signal (y). If the values of A; and y

increase, a, increases as well. Both good and bad advisers benefit from having a good reputation.

The total expected values of having a good reputation in the second period for the different types of
advisers are the following:

e Good advisers?

Az"' Azy

1 ,1- 1-A,+ A,y
VG [A2] = -x2 (E v( 2-1, — =

17+ 5 (10) (32204 (1Y + Sv(1P)

e Bad advisers®

1-2,+ A
ve [ha] = yo(— 5 )

4.1.3 Two advisers (simultaneous and sequential)
When two advisers give their advice, four possible combinations of messages (mz,, m,.i) are possible:

(0,0), (0,1), (1,0) and (1,1).

Decision maker. When at least one adviser sends message 0, the decision maker learns the type and the
received signal of this adviser. The decision maker does not know for sure whether an adviser that has
announced message 1 is of the bad type, as it is in this situation possible that the advisers have received
different signals. Therefore, the action that the decision maker takes depends on his beliefs about the

signals he received. These beliefs depend on the reputation of the advisers.

3 See appendix 1.1.1
4 See appendix 1.2.1
5 See appendix 1.3.1
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The actions ax(my,, My that the decision maker takes are as follows:®

2-2y+1
e 2(0,0)= ﬁ
(=2, )a-»? +y(a-y)
© 201 (1-22,-)*@y2-2y+1)+ 2y(1-v)
_ (1=2)-y)? +y(-y)
* 20)= (1-220)*(2y2-2y+1)+ 2y(1-7)
o a(1,1)= Y2+ (1-22)y A=)+ (12— )yQ=y)+(1-22,;) (1= —1) (1-7)?

Y2+ (-4 (1-22,)2y (1-1)+ (1-25 )2y A-1)+ (1-22;) (1-22—)) (¥ 2+ (1-¥)?)

Advisers. Similar to the case of one adviser, when the decision maker has not received message 0, the
action that the decision maker takes depends on the reputation of the advisers (A2) and the probability
that advisers receive the right signal (y). The values of a,(1,0) and ay(1,1) increase when the values of A,

and y increase.

The total expected values of having a good reputation in the second period for the different types of

advisers are as follows:

e Good advisers’
Vo [Aal = Xz * (¥ (V2 + (2v(1-v)(1-X.0)*2) *(22(L,1)-1)% + (1) + 2v(1-y)(1-Ro.0)* 3) (1,171 + > *[(2v(1-y)ho,
) (@a(L,0)-11 + (2v(1v)a.i*5) *aa(LO) + 5 [(2v(1-v) *5 + (1 Raa)* (1-v)?) * (2(0,1)-1)° + (2(1-y) *5 + (1-
M) ¥2) * 220,171 + 5 * Do, *(1-v)2 *(2(0,0)-1)2) + Ao, i*(v)?*22(0,0)’]

e Bad advisers®

vl = Y2 ((1— %Azl_i)az(l,l) + %AZ’_i*az(l,O)

Summary

To summarize, in Section 4.1, | determined the second period expected payoffs of having a good
reputation for both the situations of consulting one adviser and two advisers. The payoffs for all
different situations will be used in the next section to determine the conditions under which the first-

period strategies of the advisers can be in equilibrium.

6 See appendix 1.1.2
7 See appendix 1.2.2
8 See appendix 1.3.2
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4.2 First period: total payoff functions

In this section, | determine the conditions under which informative equilibria can exist in the first period.
| determine the strategies that the advisers follow in the first period (section 4.2.1). Furthermore, |
determine the conditions under which these strategies can be equilibrium strategies. In order to do so, |
determine the advisers’ total payoffs of sticking to and deviating from their strategies in the first period.
Again, | consider the different situations of one adviser (section 4.2.2), two advisers simultaneous

(section 4.2.3) and two advisers sequential (section 4.2.4).

4.2.1 Strategies in the first period

The game in the first period is nearly identical to the game in the second period. The only difference is
that the advisers care about building a reputation in the first period, whereas they do not care about
this in the second period. They know that the actions that the decision maker takes in the second period
depend on his belief about the type of the advisers. As shown in section 4.1, the expected payoffs for
the second period increase when the value of A; increases. The total payoffs for the advisers are the
joint payoffs of the first and second period. Each period might have a different weight. The total payoffs
for a good adviser in the first period are equal to -x1(a; — w1)? + vs[A2] and the total payoffs for the bad

adviser in the first period are equal to Yia; + va[Az].

In the first period, there are multiple informative equilibria possible. To identify informative equilibria, |
focus on the situation in which the good adviser always tells the truth. For the decision maker, the most
informative equilibrium would be one in which the good and the bad advisers always tell the truth.
However, this equilibrium cannot exist.® The reason for this is that it is not the best response for a bad
adviser to also always tell the truth when the good adviser does so. When both advisers always tell the
truth, there is perfect pooling. In that case, the decision maker does not learn anything about the types
of the advisers by their messages; his prior beliefs about the types of the advisers are identical to his
posterior beliefs. When all the advisers tell the truth, the action that the decision maker takes increases
when he receives message 1. As the bad adviser wants the action to be the highest as possible, he has,
regardless of his signal, an incentive to announce message 1 when this does not influence his
reputation. Hence, an equilibrium in which good and bad advisers always tell the truth is not possible.

The bad adviser has an incentive to announce message 1 more often than the good adviser. If this would

% This is identical to Morris (2001).
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not be the case, reputational benefits to announce message 1 are present. Hence, in that case, it would

be optimal to announce 1 for the bad adviser, as it increases his current and future payoffs.

When a good adviser always tells the truth, a bad adviser that observes signal 1 will always announce
message 1 and a bad adviser that observes signal 0 will announce message 1 with probability v and

message 0 with probability (1-v).

The value of v is unique and depends on the values of the variables y, A1, Y1 and Y,. Henceforth, | focus
on the situation in which the good adviser always tells the truth and the bad adviser always sends
message 1 (v=1). In other words, a bad adviser always lies when he observes signal 0. This set of
strategies of the good and bad advisers corresponds to the equilibrium strategies of the advisers in the

second period (without reputational concerns).

When the sets of strategies in equilibrium of the first and second period are different, advisers have an
incentive to behave differently when they care about their reputation than when they do not do so.
Hence, political correctness is present when the good adviser has an incentive to deviate from his
strategy of always telling the truth when he cares about his reputation. The discipline effect is present
when the bad adviser has an incentive to deviate from his strategy of always announcing message 1
when he cares about his reputation. In other words, political correctness and the discipline effect are
present when the set of strategies in equilibrium in the first period differs from the set of equilibrium
strategies in the second period. To examine the effect of consulting multiple advisers on the extent to
which political correctness and the discipline effect exist, | analyse the values of the variables y, A3, Y1
and Y, for which the good adviser always tells the truth and the bad adviser always announces message
1. Moreover, in Chapter 5, | compare the differences in the values of these parameters between the
cases of one adviser, two advisers (simultaneous) and two advisers (sequential). In addition, in Sections
5.1.1 and 5.1.2 | compare the values of v in the situations of one adviser, two advisers (simultaneous)

and two advisers (sequential) in the case that v=1 cannot be the equilibrium strategy.
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The strategies that | examine are given in the following table:

Table 2
$1=0 s1=1
Good adviser 0 1
Bad adviser 1 1

Good adviser. A good adviser could have an incentive to deviate from the strategy of always telling the
truth when he receives signal 1, as announcing message 0 brings along reputational benefits. A good
adviser always sends message 0 when he receives signal 0, as this improves his current and future
payoffs. When the good adviser receives signal 1, it is not always beneficial for him to announce 1. The
expected second-period benefits for a good adviser will increase by announcing 0, whereas at the same
time the expected benefits for the first period decrease (trade-off between the first and second period).
Hence, truth-telling in the case of receiving signal 1 could be an equilibrium when the good adviser cares
relatively less about the second period; the value of x; is relatively low compared to the value of x;. If
the latter is not the case, the good adviser has an incentive to deviate and lie about the signal he

received in order to be taken more seriously in the second period (political correctness).

Bad adviser. A bad adviser could have an incentive to deviate from this strategy by announcing message
0 when he receives signal 0. He is more inclined to deviate from the strategy of always announcing 1
when he has received signal 0 than after receiving signal 1. The reason for this is that the expected
reputation (E(A2)) for the bad adviser after announcing message 1 is higher after receiving signal 1 than
after receiving signal 0. The probability that the state of the world is equal to 1 is higher when the

adviser has received signal 1.

In the following sections, | determine the payoffs of the good and bad advisers of sticking to and
deviating from their strategy. For the good adviser, | determine the payoff functions of sending message
0 (lying) or 1 (truth-telling) after observing signal 1. For the bad adviser, | determine the payoff functions
of sending message 0 (truth-telling) or 1 (lying) after observing signal 0. | determine these payoffs for
subsequently the situations of one adviser, two advisers (simultaneous) and two advisers (sequential).

To determine the total payoffs of the good and bad advisers, I first have to determine the actions that
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the decision maker takes given the strategies of the advisers and the possible messages that the advisers
send. In addition, | determine the updated beliefs of the decision maker about the types of the advisers.
After the state of the world is revealed in the first period, the decision maker updates these beliefs.
With the information about the optimal action and the updated beliefs of the decision maker, as well as

the expected value of having a good reputation, the total utility of the adviser can be determined.

4.2.2 One adviser
Decision maker. The decision maker receives message 0 or 1. The decision maker believes that the

adviser that sends message 0 is of the good type and has received signal 0. Hence, the action that the
decision maker takes is equal to (1-y). When the adviser sends message 1, the decision maker is

uncertain about the type of the adviser and the signal he has received. When the adviser sends message

Y?\l _7\1 +1 10

1, the action that the decision maker takes is =Y
—N1

When the decision maker believes that bad advisers always send message 1 and good advisers always
tell the truth, his posterior beliefs about the types of the advisers are equal to:*

/\()\1, 0, (.01) =1

A
A, 1,1) = _YM
A 3 1) = oy

_ (1-v)A,
A 3,0 =
When A; € (0,1), the following holds:
/\()\1, o, wl) > /\()\1, 1, 1) > /\(7\1, 1, 0)

Good adviser. As mentioned before, the good adviser only has an incentive to deviate from his strategy
of truth-telling when he receives signal 1. When bad advisers only announce message 1, the decision
maker believes that the adviser that announces message 0 is of the good type. Thus, when the good

adviser that received signal 1 announced message 0, the decision maker believes that he is of the good

type.

10 See appendix 2.1.1
11 See appendix 2.2.1
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The good adviser has an incentive to deviate from his strategy of truth-telling, when his total payoff of
deviating (lying) is higher than his total payoff of sticking to his strategy (truth-telling). Hence, when the
good adviser received signal 1, the total payoffs of lying and truth-telling are the following:*?

yAi—-A1+1,,
(2-21)

1- AZY

— )2+ (1-y)( )t (

e Ug(Truth-telling: s1=1, m;=1) = -xl(y( —)?) - z( (e

(2/1)

1—Az+ lzy

VEGEE 5L + V(L))

. A (1-v)\,
th E(\,) = v* — Y +(ly) ———————
Wi (A2)=vy YA +(1-2) (1-v) (A-Y)A+(1-29)

e Ug(Lying: s1=1, m1=0) = -x1((v)* +(1-y)?) = x2*(v(1-y))

Bad adviser. The bad adviser could also have an incentive to deviate from the strategy of always
announcing message 1 when he cares relatively much about the second period. As mentioned before,
he only deviates from his strategy when he receives signal 0. When the bad adviser receives signal 0, the

total payoffs of truth-telling and lying are the following: 13

e Ug(Truth-telling: s1= 0, m; = 0) = Y1(1-y) + Y2y

}//'11—11+ 1
@i ) Y2

. A -y
th E(A) = (1-y)* — 22—+ y*
with E(2) = (1v)* 550 TV ey aip

]/AZ _AZ +1
(2-42)

o  Usg(Lying: s1=0, my =1) = Yq( )

These utility functions will be used in Chapter 5 to compare the point where the advisers have an

incentive to deviate from truth-telling for the different situations.

4.2.3 Two advisers (simultaneous)
Decision maker. Four possible combinations of messages are possible; (0,0), (0,1), (1,0) and (1,1). When

an adviser sends message 0, the decision maker learns the type of this adviser and the signal he had
received, as only good advisers that have observed signal 0 send message 0. In this case, the advisers
could have received different signals. Hence, when an adviser sends message 1, he could still be of the
good type. The actions that the decision maker takes are summarized in table 3. These values depend on
the beliefs of the decision maker about the signals that the advisers had received and his corresponding

beliefs about the state of the world (w;).**

12 See appendix 2.3.1
13 See appendix 2.4.1
14 See appendix 2.1.2
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Table 3

Pr(oo1 = 1|m1,i =0,m;_; = 0)

= 31(0,0)

(1-y)?
y2+(1-y)?

Pr((Dl = 1|m1,i = O,ml'_i = 1)

= 31(0,1)

1-2)1-v)? +y(1-Y)

(1-2)*(v?2 + 1-v)2)+ 2y(1-Y)

Pr(oo1 = 1|m1,i =1my_; = 0):

31(1,0)

1-2ADA-v)? +y(1-Y)

(1-2)*(v2 + 1-v)2)+ 2y(1-Y)

Pr(oo1 = 1|m1,i =1my_; = 1):

31(1,1)

y2+2 (1-2)y(1-y)+(1-11)*(1-y)?

Y2+ (1-y)%+ 4(1-2)y(1-V)+ (1-21)2(¥?+ (1-y)?)

The posterior beliefs of the decision maker about the types of the advisers correspond to the posterior

beliefs in the case one adviser. This is because the decision maker observes the state of the world (w1).

The posterior beliefs are as follows:*

A-Y)A1+(1-11)

Table 4
A(A1, mi, m.,w1) A2 Ao
AAg, 1, 1,1) YA yAi
YA1+(1-24) YA1+(1-21)
AAg, 1, 1,0) (1-7)A a-ni

(1=-Y)A1+(1-21)

A()\lf 11 Ol 1) y—ll 1
YA1+(1-24)
A4, 1,0,0) _ a4 1
(1-)A1+(1-21)
AA, 0, 1,1) 1 YA
yA1+(1-24)

15 See appendix 2.2.2
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A(All 01 1/0) 1 (1-1)h
A-VA1+(1-21)

A(A, 0,0,1) 1 1

A(A1, 0, 0,0) 1 1

Good adviser. The total payoffs of lying and truth-telling for the good adviser when he received signal 1
are as follows:*®

e Ug(Truth-telling: s1=1, m1=1) = -x1((y**(ax(1,1)-1)? + (1-y)**a1(1,1)* + 2\/(1-\/)(7\1,*(%(a1(1,0)-1)2 +
~21(1,0))2 + (1- Aa)( 5(@1(1,1)-1)% + >(@x(1,1)2) ] %2 * (*[(v? + (2v(1-v)(1-A,)*3) *(22(1,1)-1)% + ((1-
VP2 + 20(19) (1K) * ) 22(1,1)2] + 5 *[2v(1-vDha.%5)* (2(1,0)-17 + (2y(1-v)ha,*)*22(1,0)2) + 5

[(2¥(1v) * + (1- Ao, )* (1v)2) * (@2(0,1)-1)2 + (2v(1-y) *5 + (1- o) * ¥2) * 22(0,1)2] + * [hg,*(1-v)

*(a2(0,0)-1)%) + A2*(v)**a2(0,0)*]

. — Ok Y7‘1 _y)* (1_\’);\1 _
with A= v v IV aomrasay aNdhen=h

*  UslLying: s:=1, m;=0) = = -xa(y*(as(0,1)-1) + (1- y)(ax(0,1)%) + (2v(1-v) *(; Aa*(@1(0,0)-1) +7 Au*
31(0,0)7 +3 (1-A2) *(a1(0,1)-1)? +3 (1-Aa)* 2(0,1 %2 * *IV? + (2v(1-v)(1-Aa.) ) *(@a(1,1)-17 +
(192 + 2V(1V)(1Ro,)* 5) 2L 1] + 5 *[2v(1v)o,#2)* (a2(1,0)-1)2 + (2y(1-y)ha,*5) *ax(1,0)%) + 5
[(2¥(1v) * + (1- Ao, )* (1-v)2) * (@2(0,1)-1)2 + (2v(1-y) *5 + (1- o) * ¥2) * 22(0,1)2] + * [ha,*(1-v)

*(a2(0,0)-1)%) + Az,*(v)**a2(0,0)’]

with }\Z,i =1 and )\2,4 =\

16 See appendix 2.3.2
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Bad adviser. The total payoffs of lying and truth-telling for the bad adviser when he received signal 0 are
as follows:’
e  Ug(Truth-telling: s1= 0, m1 = 0)= Y1((A1(2y-2y?)+(1- A1))*a1(0,1) + (A1 *(2y3-2y+1))*a1(0,0)) + Yo *((1-
~Roa1,1) + 3 ho*a(1,0))
withAzi=1 and Ay i=A;
e Usg(Lying: s1=0, m1 = 1) = Y1((A1(2y-2y?)+1- A1)*a1(1,1) + (A1*(2y?-2y+1))*a1(1,0)) + Yz*((l-% Ao

)a2(1,2) + 5 Aa.*ax(1,0))

. = (1-y)* YAy * a-v)A,
W|th )\Z,I = (1 V) Y}\1+(1_)L1) + (V) (1—Y)}\1+(1—7\1)

and }\2,4 = )\1

These utility functions will be used in Chapter 5 to compare the point where the advisers have an

incentive to deviate from truth-telling for the different situations.

4.2.4 Two advisers (sequential)

The case in which a decision maker consults two advisers that act sequentially is almost identical to the
case in which the decision maker consults two advisers that act simultaneously. The difference between
these situations is that the second adviser is aware of the message of the first adviser in the situation of
advising sequentially. The message of the first adviser contains information about the state of the world

(wz) and the type of this adviser (A;.).

In this section, | determine the conditions under which a good adviser always tells the truth and a bad
adviser always announces message 1. There are three possible situations in which an adviser has to give
his advice: (1) the situation that the adviser has to give his advice at first (henceforth: “first adviser”). (2)
The situation that the adviser has to give his advice after the first adviser has announced message 0. (3)
The situation that the adviser has to give his advice after the first adviser has announced message 1.
Henceforth, “second adviser” refers to an adviser in one of the latter two situations. The good advisers
always tell the truth and the bad advisers always announce message 1, if these strategies maximize their
payoffs. In the case that these strategies maximize the advisers’ payoffs given the action that the
decision maker as well as the other adviser take in the above mentioned situations, these strategies are
equilibrium strategies. However, when these strategies do not maximize the advisers’ payoffs in one of

the above mentioned situations, these strategies are not equilibrium strategies. In this section, | analyse

17 See appendix 2.4.2
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in which of the three situations the good respectively the bad advisers deviate the first from their
strategy. When an adviser does not have an incentive to deviate from his strategy in this particular

situation, the strategy is an equilibrium strategy.

Good adviser. The three situations in which the good adviser might deviate are mentioned above. As
the good adviser only deviates from truth-telling when he receives signal 1, the three relevant situations
are as follows: (1) the first adviser has observed signal 1, (2) the second adviser has observed signal 1

and m.=0 and (3) the second adviser has observed signal 1 and m_=1.

In figures 16, 17 and 18 of Appendix 2.5.1, | compare these three situations. The lines in these figures
correspond to the points at which the good adviser is indifferent between lying and truth-telling. These
figures show that the second (good) adviser that notices that the first adviser has sent message 0
(situation 2) deviates the first. The reason for this is that the probability that the state of the world is 1 is
lower in case 2 than in the case of situation 1 or 3.*® The second adviser believes that the first adviser is
of the good type and had received signal 0 accordingly. As the second adviser has observed signal 1

himself, these signals cancel each other out. Hence, the second adviser believes that the probability that

the state of the world is 1 is equal to %

Hence, when a good, second adviser that has received signal 1 and observed that the first adviser
announced message 0 does not have an incentive to deviate from sending message 1, truth-telling can
be an equilibrium strategy. | take the payoff functions of the second good adviser that operates in

situation 2 into account in Chapter 5.

Bad adviser. As the bad adviser only deviates from truth-telling when he receives signal 0, there are
three situations possible in which the bad adviser might have an incentive to lie: (1) the first adviser has
observed signal 0, (2) the second adviser has observed signal 0 and m.=0 and (3) the second adviser has

observed signal 0 and m.=1.

In figures 19, 20 and 21 of Appendix 2.5.3, | compare these three situations. The lines in these figures
correspond to the points at which the bad adviser is indifferent between lying and truth-telling. From

these figures, it follows that the second (bad) adviser that notices that the first adviser has sent message

Bprob(s;=1,m_;=1|lw=1)>Prob(s; =1|lw =1)>Prob(s;, = 1,m_; =0 |w = 1).
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0 (situation 2) deviates the first from the strategy of always sending message 1. In other words, the
second adviser that observed signal 0 and m.i=0 (situation 2) is more likely to tell the truth than the first
adviser that observed signal O (situation 1) and the second adviser that observed signal 0 and m.=1
(situation 3). The reason for this is that the future benefits of telling the truth are relatively large

compared to the current benefits of lying.

In the first period, the second (bad) adviser and the decision maker believe that the first adviser has
observed signal 0 and that he is of the good type, as he sends message 0. Hence, the probability that the
state of the world is equal to 0 is relatively large. When the bad adviser sends message 1, the decision
maker’s belief about this bad type of adviser (A;) is relatively low. The action that the decision maker

takes in that case (a:(1,0)), is relatively low as well.

On the other hand, when the bad adviser has announced message 0 in the first period, he will be taken
more seriously in the second period. His expected payoff for the second period increases when he

announces message 0 in the first period. As the second (bad) adviser believes that the first adviser is of
the good type, he believes that the first adviser sends message 0 in the second period with probability %

When this adviser sends message 0 and the decision maker believes that the second adviser that sends

message 1 in the second period is of the good type, the corresponding messages cancel each other out.
Therefore, the action that the decision maker takes is equal to % Hence, the future benefits of telling the

truth are relatively large.

To conclude, when a bad, second adviser that has received signal 0 after observing that the first adviser
has announced message 0 does not have an incentive to deviate from sending message 1, truth-telling
can be an equilibrium strategy. | take the payoff function of the second bad adviser that operates in

situation 2 into account in Chapter 5.
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5. Comparison

In Chapter 4, | determined the total expected payoffs of lying and truth-telling for the cases of one
adviser, two advisers (simultaneous) and two advisers (sequential), as well as the corresponding actions
and posterior beliefs. In this chapter, | use these expected payoffs to determine the value of respectively
x1 and Y; for which the good and bad advisers have an incentive to deviate from their strategy. |
compare the obtained values for the three different situations. In section 5.1.1, | compare the situation
in which the decision maker consults one adviser with the situation in which he consults two advisers
that give their advice simultaneously. Afterwards, in section 5.1.2, | compare the situations of advising
sequentially and simultaneously. Finally, in section 5.2, | compare the expected welfare of the decision

maker when he consults one adviser with the situation when he consults two advisers.

5.1 Behaviour of advisers

5.1.1 One adviser vs. two advisers (simultaneous)

Proposition 1. Depending on the probability that the advisers receive the right signal (y) and the ex-ante
probability that the adviser is of the good type (A1), it is equally or less likely that a good adviser deviates
from his strategy of always telling the truth when the decision maker consults two advisers
(simultaneously) instead of one adviser. When (1) the value of y is high and (2) the value of A; is not close
to O or 1, a good adviser is more likely to tell the truth in the case of two advisers (simultaneous) than in

the case of one adviser.

From figures 1, 2 and 3 it follows that proposition 1 holds. The lines in the figures 1, 2 and 3 indicate
where the good adviser is indifferent between lying (sending message 0) and truth-telling (sending
message 1) for the situations of one adviser and two advisers (simultaneous) in the case of an imperfect
signal. In the area above this line, the good adviser prefers to tell the truth when he receives signal 1; in
the area below this line, the good adviser prefers to lie when he receives signal 1. The variable on the x-
axis represents the ex-ante probability that an adviser is good (A1). The value on the y-axis represents
the degree to which the good adviser cares about the first period (x;). | assumed that the value of x; is
equal to 1. Figures 1, 2 and 3 only differ in the probability that an adviser receives a signal that

corresponds with the state of the world; y=0,51, y=0,75 and y=0,99.

(1) When the value of y is high, a good adviser is more likely to tell the truth in the case of two advisers

(simultaneous) than in the case of one adviser. In figures 2 and 3 (y=0,75; y=0,99), a difference is visible
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between the lines representing the situations of one adviser and two advisers (simultaneous), whereas
this difference is not visible in figure 1 (y=0,51). The line representing the situation of two advisers
(simultaneous) lies below the line that represents the situation of one adviser. This means that a good
adviser prefers to tell the truth for more values of x; in the case of two advisers (simultaneous) than in
the case of one adviser. That is because the highest value of x; for which a good adviser does not have
an incentive to deviate from the strategy of truth-telling is higher when the decision maker consults two
advisers (simultaneously) instead of one adviser. The higher the value of y, the larger the difference

between the lines of one and two advisers (simultaneous) in figures 1, 2 and 3 becomes.

A reason for this result is that the message that an adviser sends reveals more about his type in the case
of two advisers than in the case of one adviser when the value of y is high. The current payoff of lying for
the good adviser will be lower in the case of two advisers than in the case of one adviser when the good
adviser deviates from his strategy, i.e. the difference of the values of a;(1,1) and a1(0,1) becomes larger
when the value of y increases. When vy is relatively high, the probability that the other adviser receives a
different signal is relatively low'® and the probability that they both have received the same signal is
relatively high.?’ When the advisers send a different message, the decision maker will believe that the
adviser that has sent message 0 is of the good type. In that case, the decision maker believes that the
probability that the other adviser is of the bad type is relatively high, as the probability that both

advisers receive a different signal is relatively low.

(2) Figures 1, 2 and 3 also show that the advisers are equally likely to tell the truth in the cases of one
adviser and two advisers (simultaneous) when the value of A; is close to 0 or 1. The reason for this is that
the beliefs of the decision maker about the type of the adviser will not change that much when the

reputation of the adviser is either very low or very high.

Hence, the so-called political correctness effect decreases when the decision maker consults two

advisers (simultaneously) compared to the situation in which he consults only one adviser.

19 Probability that they receive a different signal: 2y(1-y)
20 probability that they receive the same signal: y?+(1-y)?
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The lines in the figures 1, 2 and 3 indicate when the good adviser
is indifferent between lying and truth-telling for the situations of
one adviser and two advisers (simultaneous) in the case of an
imperfect signal. In the area above this line, the good adviser
prefers to tell the truth; in the area below this line, the good
adviser prefers to lie when he receives signal 1. The variable on
the x-axis represents the ex-ante probability that an adviser is
good (A;). The value on the y-axis represents the degree to which
the good adviser cares about the first period (x1). | assumed that
the value of x; is equal to 1. The three figures only differ in the
probability that an adviser receives a signal that corresponds
with the state of the world; y=0,51, y=0,75 and y=0,99.




Proposition 2. Depending on the probability that the advisers receive the right signal (y) and the ex-ante
probability that the adviser is of the good type (A1), it is equally or more likely that a bad adviser deviates
from his strategy of always announcing message 1 when the decision maker consults two advisers
(simultaneously) instead of one adviser. When the values of y and A; are high, the bad adviser is more
likely to deviate from his strategy of always announcing message 1, meaning that he is more likely to tell

the truth when the decision maker consults two advisers (simultaneously) instead of one adviser.

From figures 4, 5 and 6 it follows that proposition 2 holds. The lines in the figures 4, 5, and 6 indicate
where the bad adviser is indifferent between lying (announcing message 1) and truth-telling
(announcing message 0) for the situations of one adviser and two advisers (simultaneous) in the case of
an imperfect signal. In the area below this line the bad adviser deviates from his strategy and tells the
truth. The variable on the x-axis represents the ex-ante probability that an adviser is good (A1). The value
on the y-axis represents the degree to which the bad adviser cares about the first period (Y1). | assumed
that the value of Y is equal to 1. Figures 4, 5 and 6 only differ in the probability that an adviser receives

a signal that corresponds with the state of the world; y=0,51, y=0,75 and y=0,99.

In figure 6 (y=0,99), a difference is visible between the lines representing the situations of one adviser
and two advisers (simultaneous), whereas this difference is hardly visible in the figures 4 and 5 (y=0,51;
v=0,75). The line representing the situation of two advisers (simultaneous) lies above the line that
represents the situation of one adviser. This means that a bad adviser prefers to tell the truth for more
values of Y; in the case of two advisers (simultaneous) than in the case of one adviser. This is because
the lowest value of Y; for which a bad adviser does not have an incentive to deviate from the strategy of
always announcing message 1 is higher when the decision maker consults two advisers (simultaneously)
instead of one adviser. The difference between these lines representing one and two advisers
(simultaneous) becomes larger the larger the value of y becomes. This difference is visible when the

value of A1 is high.

A reason for this result is that, in the case of two advisers, the messages that the advisers send reveal
more about their type than in the case of one adviser. When the values of y and A; are high, the
expected future payoffs of telling the truth are relatively high for a bad adviser, whereas his current

benefits of lying are relatively low.

When the value of y is relatively large, the probability that both advisers have received the same signal

(s=0) in the first period is relatively high. Furthermore, when the value of A; is relatively large, the
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probability that the other adviser is of the good type is relatively high. When the bad adviser receives
signal 0, he knows that that the probability that the other adviser has also received signal O is large. As a
result, there is a high probability that the other adviser sends message 0. When the bad adviser sends
message 1 in that case the decision maker’s belief about this bad type of the adviser (A;) is relatively

low. The action that the decision maker takes in that case (a:1(1,0)), is relatively low as well.

On the other hand, when the bad adviser announces message 0 in the first period, he will be taken more
seriously in the second period. His expected payoff for the second period will increase drastically when
he announces message 0 in the first period. When the other adviser announces message 0 in the second
period, the decision maker will receive two different messages ((1,0)), as the bad adviser always sends
message 1 in the second period. When the decision maker believes that the adviser that has sent

message 1 is of the good type, the corresponding messages cancel each other out. Hence, his action will
1 - . . .
be equal to > However, when the decision maker believes that the probability that the adviser that has

sent message 1 is of the good type is low, the action that the decision maker takes is close to zero. To
summarize, when the values of y and A; are high, the expected future payoffs of telling the truth are

relatively high for the bad adviser, whereas his current benefits of lying are relatively low.

To summarize, | showed that in the case of two advisers (simultaneous), good and bad advisers are more
inclined to tell the truth than in the case of one adviser. Hence, by consulting two advisers
(simultaneous), the discipline effect increases. This is beneficial for the decision maker, as the possibility

of information transmission increases.

No equilibrium strategy. When a bad adviser deviates from his strategy of always announcing message
1 by sometimes telling the truth after having received signal 0 (v<1), the highest value for which the
good adviser does not have an incentive to deviate from his truth-telling strategy will increase. In other
words, a good adviser is more likely to tell the truth when bad advisers are more likely to tell the truth.
When bad advisers also announce message 0, the reputational benefits of announcing message 0
decrease for the good advisers. To conclude, when the discipline effect of the bad adviser increases, the

political correctness effect of the good adviser might decrease even further.

Values of v. So far, | only analysed whether the strategy of always announcing message 1 (v=1) could be
an equilibrium strategy for the bad adviser. Below | examine what happens to the value of v when the

bad adviser has an incentive to deviate from his strategy of always announcing 1. | analyse this by
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varying the parameters of y, A1, Y1 and Y; and by examining the similarities or the differences between
the situations of one adviser and two advisers (simultaneous) subsequently.

When the first period is less important than the second period (Y; is low compared Y;), the bad advisers
in both the cases of one adviser and two advisers (simultaneous) have an incentive to deviate from the
strategy of always announcing message 1. The reason for this is that in these cases the advisers care
relatively much about their reputation. Furthermore, when the value of A; is close to 0 or 1 the value of
v is relatively high. When the adviser has a very low or a very high reputation, the beliefs of the decision
maker about the type of the adviser will not change that much (except for the situation where v=1).
This holds for both the situations of one adviser and two advisers (simultaneous).

When the value of y is relatively low, the values of v are quite similar in these two situations. The reason

for this is that the decision maker knows that the messages reveal less information about the state of
the world when this value is low. The action of the decision maker will be close to 5 after receiving any

signal. Consulting an additional adviser does not change this.?

When the value of y is relatively high, the values of v could differ for the three situations. The decision
maker now knows that the messages could reveal more information about the state of the world. For
almost any value of A; the following holds: v(two (simultaneous)) < v (one adviser). This indicates that
the probability that a bad adviser tells the truth about his observed signal is more likely in the case of
consulting two advisers (simultaneous) than in the case of consulting one adviser.?? The reason for this is
that the messages that the advisers send reveal more information about the type of the adviser in the

case of two advisers (simultaneous) than in the case of one adviser.

21 See appendix 3.2.1
22 See appendix 3.2.1
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Figure 4
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Figure 6
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5.1.2 Simultaneous vs. sequential advising

Figure 5
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Figures 4, 5 and 6 indicate when the bad adviser is indifferent
between lying and truth-telling. In the area above this line, the
adviser behaves according to his strategy and lies about his signal
(announcing message 1). In the area below this line the bad
adviser deviates from his strategy and tells the truth (announcing
message 0). The variable on the x-axis represents the ex-ante
probability that an adviser is good (A1). The value on the y-axis
represents the degree to which the bad adviser cares about the
first period (Y1). | assumed that the value of Y, is equal to 1. The
three figures only differ in the probability that an adviser receives
a signal that corresponds with the state of the world; y=0,51,
y=0,75 and y=0,99.

Following from Section 5.1, where | only take the political correctness and discipline effect into account,

the decision maker (weakly) prefers to consult two advisers (simultaneously) over consulting one

adviser. In this section, | investigate the case of consulting two advisers more thoroughly. As the timing

of advising (sequentially or simultaneously) might influence the political correctness and discipline effect

as well, l investigate whether the decision maker prefers to consult two advisers sequentially or

simultaneously.
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Proposition 3. In the case of sequential advising it is more likely that a good adviser deviates from his
strategy of always telling the truth compared to the case of simultaneous advising (unbeneficial to the
decision maker). Moreover, in the case of sequential advising it is more likely that a bad adviser deviates
from his strategy of always sending message 1 compare to the case of simultaneous advising (beneficial
to the decision maker). Hence, whether the decision maker prefers simultaneous or sequential advising is

ambiguous.

Good adviser. Figures 7, 8 and 9 show that in the case of sequential advising, the highest value of x; for
which a good adviser does not deviate from his truth-telling strategy is higher than in the case of
simultaneous advising. Furthermore, when the value of y is relatively high, an equilibrium in which a
good adviser always tells the truth is less likely in the case of sequential advising than in the case of

simultaneous advising. This also holds for the case of one adviser.

The reason for the latter result is that in the case of sequential advising, the strategy of truth-telling can
only be an equilibrium strategy when the second adviser that observes signal 1 after observing that the
first adviser has announced message 0 does not have an incentive to deviate (see Section 4.2.4). When

the second adviser observes that the first adviser has announced message 0, he believes that this first

adviser has received signal 0 and that he is of the good type. Hence, the signals cancel each other out,
i.e. the probability that the state of the world is 1 increases and is equal to > Moreover, the decision

maker believes that the first adviser is of the good type. When the probability that an adviser receives
the right signal (p) is relatively high, the belief of the decision maker about the type of the second
adviser that has sent message 1 is relatively low. For that reason, the effect of announcing message 1 is

relatively low; the difference between a1(0,1) and ai1(1,1) is relatively low.

Hence, the political correctness effect increases when the advisers give their advice sequentially. This is

unbeneficial for the decision maker, as less information transmission is possible.

Bad adviser. Figures 10, 11 and 12 show that the lowest value of Y; for which a bad adviser does not
have an incentive to deviate from his strategy of always announcing message 1 is higher in the case of
sequential advising than in the case of simultaneous advising. This is because of the additional
information that the second adviser obtains about the type of the first adviser. When the value of y is

relatively high, the second bad adviser that has observed signal 0 and message 0 (of the first adviser) is
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the first to deviate. This second adviser benefits the most from having a good reputation, as the decision
maker believes that the other adviser is of the good type (see Section 4.2.4).% This effect is large when
the value of y is almost equal to 1 and the value of A; is relatively low (see figure 12). If the second bad
adviser would not announce message 0, the probability that he will not be taken seriously in the second
period is high. The probability that the state of the world is equal to 1 is large and as the probability that
an adviser is of the good type is low, the belief of the decision maker about the type of the second
adviser is low when he sends message 1. To conclude, the discipline effect increases when the advisers
give their advice sequentially. This is beneficial for the decision maker, as more information transmission

is possible.

No equilibrium strategy. As mentioned before, when the bad adviser deviates from his strategy of
always announcing message 1, it is more likely that the good adviser tells the truth more often. This

effect is beneficial for the decision maker.

Value of v. A bad adviser is more likely to lie (high value of v) about his observed signal when he cares
less about his reputation (Y; is large compared to Y3). The reason for this is that in these cases the signals
that the advisers send do not have a large effect on the reputation of the adviser. This holds for the
situations of one adviser, two advisers (simultaneous) and two advisers (sequential).

In the case of sequential advising, there are three situations possible in which the bad adviser might
have an incentive to lie: (1) the first adviser has observed signal 0, (2) the second adviser has observed
signal 0 and m_=0 and (3) the second adviser has observed signal 0 and m.=1. The value of v varies for
these three possible situations. When the value of y is relatively low, the value of v(two (sequential,
sit.2)) is lower than the value of v(two (sequential, sit. 1)) and v (two(sequential, sit. 3)). When the value

of y is relatively high, the following equation holds:

v(two (sequential, sit.2)) < v(two (sequential, sit. 1)) = v(two (simultaneous)) < v (two(sequential, sit.

3)).24

2 The lowest values of Y; for which the bad advisers do not have an incentive to deviate from their strategy of
always announcing 1 in the case of simultaneous advising is equal to the lowest values of Y; for which the first bad
advisers do not have an incentive to deviate from the strategy of always announcing 1 in the case of sequential
advising.

24 See appendix 3.2.2
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As the bad adviser of situation 2 is the first to deviate from the strategy of always sending message 1, it

is not possible to find an equilibrium strategy in which the bad advisers in situation 1, 2 and 3 have an

identical strategy when the value of v(two (sequential, sit.2)) is not equal to 1.

Summary. To summarize, whether the decision maker prefers sequential or simultaneous advising is

ambiguous. In the situation that advising takes place sequentially instead of simultaneously, the bad

adviser has an incentive to tell the truth more often (discipline effect increases). On the one hand, the

good adviser has an incentive to tell the truth less often (political correctness increases). On the other

hand, when the bad adviser also announces message 0, the incentive that the good adviser has to tell

the truth increases (political correctness decreases). Table 5 shows which form of advising is preferred

by the decision maker in the different situations that are possible.
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Figure 8
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The lines in the figures 7, 8 and 9 indicate when the good adviser
is indifferent between lying and truth-telling for the situations of
one adviser, two advisers (simultaneous) and two advisers
(sequential) in the case of an imperfect signal. In the area above
this line, the good adviser prefers to tell the truth; in the area
below this line the good adviser prefers to lie when he receives
signal 1. The variable on the x-axis represents the ex-ante
probability that an adviser is good (A1). The value on the y-axis
represents the degree to which the good adviser cares about the
first period (x1). | assumed that the value of x; is equal to 1. These
three figures only differ in the probability that an adviser receives
a signal that corresponds with the state of the world; y=0,51,
vy=0,75 and y=0,99.
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Figure 11
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Figures 10, 11 and 12 indicate when the bad adviser is indifferent
between lying and truth-telling. In the area above this line, the
adviser behaves according to his strategy and lies about his signal
(announcing message 1). In the area below this line, the bad
adviser deviates from his strategy and tells the truth (announcing
message 0). The variable on the x-axis represents the ex-ante
probability that an adviser is good (A1). The value on the y-axis
represents the degree to which the bad adviser cares about the
first period (Y1). | assumed that the value of Y, is equal to 1. The
three figures only differ in the probability that an adviser receives
a signal that corresponds with the state of the world; y=0,51,
y=0,75 and y=0,99.




Table 5

Good adviser

Bad adviser

Preference of
the decision
maker

Sequential
Simultaneous

Does not deviate

Does not deviate

Does not deviate

Does not deviate

No preferences

Sequential

Simultaneous

Does not deviate

Does not deviate

Deviates

Does not deviate

Sequential

Sequential

Simultaneous

Deviates

Does not deviate

Does not deviate

Does not deviate

Simultaneous

Sequential | Deviates Deviates

Simultaneous | Does not deviate Does not deviate Ambiguous
Sequential | Deviates Deviates

Simultaneous | Deviates Deviates Ambiguous
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5.2 Welfare of the decision maker
So far, | only analysed the behaviour of the advisers. | showed that the political correctness can decrease

and the discipline effect increases by consulting two advisers instead of one adviser.? Hence, both the
good and the bad adviser have an incentive to tell the truth more often when the decision maker
consults two advisers. This behaviour is beneficial for the decision maker, as more information

transmission is possible.

In this section, | examine whether it is, overall, beneficial for the decision maker to consult two advisers.
Figures 13, 14 and 15 show the expected utility of the decision maker for different values of A;and vy,
when he consults one respectively two advisers. | assumed that both advisers behave according to their
strategy; a good adviser always tells the truth and a bad adviser always announces message 1. This
figure shows that under this assumption, the expected utilities of the decision maker are higher when he

consults two advisers instead of one adviser.

When the value of y is low and the value of A; increases, it becomes more beneficial for the decision
maker to consult two advisers instead of one adviser. When the value of y is low, a comparison of the
two messages provides the decision maker with more information about the state of the world. The
probability that the advisers receive different messages is high. Also, the higher the probability that the

advisers are of the good type, the more information the messages contain about the state of the world.

When the value of y is high,? the difference between the expected payoffs for the decision maker in the
cases of one adviser and respectively two advisers is the lowest when the level of A; is close to 0 or 1.
When the probability that the advisers are good (A;) is reasonably low or high and the advisers receive a
relatively precise signal (y), it does not particularly matter whether the decision maker consults one or
two advisers. The benefits of consulting an additional adviser in that case are relatively low, as the
message of one single adviser contains (almost) the same information as the messages of two advisers.
When the probability that an adviser is of the good type is close to zero or one, the probability that one
adviser is of the good type is almost similar to the probability that at least one adviser is of the good

type in the case of two advisers are being consulted.

25~ Two advisers (simultaneous): political correctness decreases and discipline effect increases

- Two advisers (sequential): political correctness increases and discipline effect increases (stronger effect than in
the case of simultaneous advising)
%6 +y>0.9
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As mentioned before, the behaviour of the advisers is more beneficial for the decision maker in the case
of two advisers than in the case of one adviser. This holds when the decision maker chooses the most
optimal way of advising (simultaneous or sequential). In this section, | also showed that it is more
beneficial for the decision maker to consult two advisers instead of one adviser when good advisers
always tell the truth and bad advisers always announce message 1.To conclude, overall, it is beneficial

for the decision maker to consult two advisers.
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6. Conclusion

The aim of this thesis was to find the effect of consulting multiple advisers on the outcomes of Morris
(2001). Morris (2001) found that good advisers that care about their reputation could have an incentive
to lie (political correctness) as well as that bad advisers that care about their reputation could have an
incentive to tell the truth more often (discipline effect). | examined this by adding the possibility to

consult multiple advisers (simultaneously or sequentially) to the model of Morris (2001).

First of all, | showed that the total expected welfare of the decision maker is higher when the decision
maker consults two advisers instead of one adviser. Furthermore, | found that the political correctness
and discipline effect are still present when the decision maker consults two advisers instead of one.
However, by consulting two advisers, more information transmission might be possible. | drew a
distinction between (1) the case in which the decision maker consults the advisers simultaneously and
(2) the case in which the decision maker consults the two advisers sequentially. Depending on the values
of certain variables either sequential or simultaneous advising provides the most information to the

decision maker.

(1) Consulting two advisers that give their advice simultaneously is (weakly) preferred by the decision
maker over consulting one adviser, as the possibility of information transmission might be higher in the
former case. The good and bad advisers are more likely to tell the truth. The extent to which they tell
the truth more often, depends on the quality of the information that they have at their disposal. The
higher the quality of the information, the more likely the good and bad advisers are to tell the truth. By
comparing the messages of the two advisers, the decision maker gets a better idea of the types of the

advisers. This additional information helps him in making a better decision.

(2) Consulting two advisers that give their advice sequentially could be either less or more beneficial
than consulting one adviser. On one hand, the good adviser is more likely to lie than in the case of one
adviser (political correctness increases). On the other hand, the bad adviser is more likely to tell the
truth than in the case of one adviser (discipline effect increases). Whether consulting two advisers that
give their advice sequentially is more beneficial for the decision maker than consulting one adviser,

depends on whether the latter effect dominates the first effect.
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6.1 Limitations and directions for future research
The results of this thesis are only generalizable when the underlying assumptions are satisfied. One of

these assumptions is that the advisers cannot be rewarded for announcing the right message in this
model, except for the fact that the belief of the decision maker about the type of an adviser increases
when his advice turned out to be good. When the decision maker has the possibility to commit himself
to a contract in which he can reward an adviser that has announced the right message, advisers will
have an additional incentive to tell the truth. In that case, the benefits of telling the truth will increase
for both the cases in which one adviser and two advisers give their advice. As the payoff functions are
adjusted in both cases, | conjecture that my results will hold when the decision maker can commit

himself to a certain contract.

Another assumption of this model is that the state of the world is revealed after each period. In a
situation where the state of the world is not revealed after the first period, | expect the advisers to exert
more herding behaviour in the case of sequentially advising. The reason for this is that in the case that
the state of the world is not revealed, the belief of the decision maker about the types of the advisers is
determined by comparing the different messages that the advisers send. In the case that the state of the
world is revealed, the belief of the decision maker about the types of the advisers is determined by
comparing the message that the concerning adviser has sent with the actual state of the world. When
the state of the world is not revealed, | conjecture that the political correctness effect increases even
further in the case of sequential advising (which is unbeneficial for the decision maker). The good
adviser has a stronger incentive to announce message 0 when he received signal 1 and observed that

the first adviser has sent message 0. The comparison of the messages is more important now.

In this model, the preferences of the good adviser correspond to the preferences of the decision maker.
The bad adviser always prefers the highest possible action. This preference sometimes corresponds to
the interest of the decision maker (when the state of the world is 1). However, it is also possible that the
preferences of the bad advisers are always the opposite of the preferences of the decision maker. In
that case, the results of this thesis will change. This limitation is also mentioned by Morris (2001). The

good advisers always have an incentive to tell the truth, as it increases reputational benefits.

Furthermore, an assumption in my model is that the precision of the signal is exogenously given.
However, it is possible that the precision of the signal depends on the ability of the advisers and the
effort taken by the advisers (Suurmond, Swank and Visser, 2004). Furthermore, Dur and Swank (2005)

found that unbiased advisers put more effort in the collection of information than biased advisers. What
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the effect is of having the opportunity to consult multiple advisers on the collection of information in a
model in which the precision of the signals is endogenously given is interesting to examine in further

research.

In this model, | assumed a two-period model. However, a longer relationship between the decision
maker and adviser could also be possible. In further research, it would be interesting to investigate the

effect of consulting advisers in more than two periods on the results of this study.

Finally, in this thesis, | studied the cases in which the decision maker consults one adviser, two advisers
(simultaneous) and two advisers (sequentially). It would be interesting to extend this thesis by
examining a situation in which n advisers give their advice. | conjecture that the larger the number of

advisers, the higher the incentives for the good and bad advisers to tell the truth.
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Appendix

1. Calculation chapter 4: second period
1.1 Actions of the decision maker
1.1.1 One adviser

The calculation of the action of the decision maker in the case of an imperfect signal and one adviser is
identical to the calculation in Morris (2001).

Pr(my = 1wy = 1)«Pr(wp=1) _ S(ay+(1-2y)) 1At gy
Pr(m,=1) 2oy +(1-12))+5(22 (1-7)+(1-12)) (2-22)

Pr(w,=1|m,=1) =

1.1.2 Two advisers

Four combinations of messages are possible: (1,1), (0,1), (1,0) and (0,0). The actions that the decision
maker takes for the different combinations are the following:

a(1,1)

pr(m,; =1,m,_; = 1jlw, = 1)+P =1
32(1’1)=Pr(w2=1 | m2,i=1’ mz,—i=1)= r( 2,0 2,—i |w, )*Pr(wz=1)

Pr(m,;=1m,_; =1)

e  Pr(my;=1,m, ;=1 | w,=1)=Pr(my;=1, m, ;=1 | s5;=0, S5 ;=0 )* Pr(s,;=0, s, ;=0 | w,=1)+
Pr(m,,;=1, my ;=1 | 5;=0, S _;=1)* Pr(s;=0, s _;=1 | w,=1) + Pr(m,;=1, m, ;=1 |
$2,i=1, 52,-=0 )* Pr(sy;=1, 55 ;=0 | w,=1) + Pr(my;=1, m, _;=1 | 5;;=1, 55 _;=1)* Pr(sy;=1,
S2,—i=1 | wp=1)

= (1- A2 (L-A24)(1-y)? + (1- A2)y(1-y) + (1- Agi)y(L-y) + V2

e Pr(w,=1) =%

e Pr(m,; =1,m,_; =1)=Pr(my;=1, m,_;=1[s;;=0, s, _;=0)* Pr(s;;=0, s,,_;=0) + Pr(m; ;=1,
m, _;=1|s;;=0, 55 _;=1)* Pr(s;;=0, s _;=1) + Pr(my;=1, m, _;=1|s;;=1, s, ;=0 )* Pr(s,;=1,
S2,-i=0) + Pr(my,;=1, m; _;=1|s3,;=1, s5 ;=1 )* Pr(sz;=1, 5 ;=1)

~(1- M) (1R, )(V2 + (1)) + 5 (1- Rog)2y(1y) + 5 (1- Ao} 2v(1y) + 5 (v + (1-v))

Pr(imy; =1,m,_; = 1ljw,; = 1)+Pr(w,=1) _

Pr(m,;=1m,_; =1)

ax(1,1) = Pr(w,=1 | my;=1, m, ;=1) =

(1-22;)(1-22 ) A1-P)2+(1-22))y(1-»)+(1-22 _ ) )y(1-p)+ ¥?
Y2+ (1-1)% + (1-22)2y(A-p)+ (1-22,-;)2y(A-p)+ (1-22,)) (1-22 ;) %+ (1-y)?)
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32‘0,1[

pr(my; =0,m,_; = 1jw,; = 1)+Pr(w,=1)

a2(0,1) = Pr(w,=1 | m,;=0, m, ;=1) = PrOma: Som . <D)

e Pr(my; =0,m,_; =1 | w,=1)=Pr(m,;=0, m, ;=1 | s5;=0, s, _;=0)* Pr(s,;=0, s, _;=0 |
w,=1) + Pr(m,;=0, m, _;=1 | $,;=0, s, _;=1)* Pr(s,;=0, 55 ;=1 | w,=1)
= }\z,i*(l- )\2,-1)* (l-V)Z + }\Z,i * v(l-y) With }\Z,i =1

e Pr(w,=1) =%

e Pr(my; =0,m,_; = 1)=Pr(m,;=0, m, _;=1 | S2,;=0, s ;=0 )* Pr(s,;=0, s, _;=0) + Pr(m; ;=0,
m; _;=1]s,;=0, s; _;=1)* Pr(s;;=0, s, _;=1)

= Ao (1- M) * 2 (V2 + (1P Ao * *2 y(Loy) with Ao = 1

Pr(m,; =0,m,_; = ljw,; = 1)+Pr(w,=1) _

a2(0,1) = Pr(w,=1 | m,;=0, m, _;=1) = Prom ;=0 1<)

(1-22-)1-v)? +y(1-y)
(1-22-i)*(v? + A-V)D+ 2y(1-y)

32‘1,0[

pr(my; =1,m,_; = 0|w, = 1)+Pr(w,=1)

Pr(m;; =1,m,_; =0)

a2(1,0) = Pr(w,=1 | m,;=1, m, ;=0) =

e Primy; =1,m,_; =0 | w,=1)=Pr(my;=1, m, ;=0 | s5,;=0, s, _;=0)* Pr(s,;=0, s, ;=0 |
w,=1) + Pr(m,;=1, my ;=0 | 5,;=0, 55 _;=1)* Pr(s,;=0, s, _;=1 | w,=1)
= }\2,4*(1- }\Z,i)* (l-V)Z + }\2,4 * v(l-y) with }\2,-i =1

e Pr(wy=1) :%

e Pr(my; =1,m,_; = 0)=Pr(m,;=1, mz,_i:0|sz,i:0, S5.—i=0)* Pr(s;;=0, sp _;=0) + Pr(m; ;=1,
m; _;=0]s;;=1, s; _;=0)* Pr(s;;=1, s, _;=0)

= o, (1 Moi)* 2 (V2 + (LVP) Ao *5 *2 y(1y) with A= 1

Pr(m,; =1,m,_; = 0|w,; = 1)+Pr(w,=1) _

a2(1,0) = Pr(w,=1 | m,;=1, m, ;=0) = P s

(1-22,)1-v)? +y(1-y)
(1-221)*(v2 + (1-y)2)+ 2y(1-y)
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a200

pr(my; = 0,m,_; = 0|w, = 1)+Pr(w,=1)

Pr(my,; =0,m;, _; =0)

a2(0,0) = Pr(w,=1 | m,;=0, m, _;=0) =
*  Pr(my;=0, m;_;=0 | wp=1) = Pr(m;;=0, mz,—i=0 ‘ S2,i=0, S3,-;=0 )* Pr(s;;=0, s, ;=0 | w,=1)
=A2,i* Ao * (1-y)? with Ay =1and Ayi=

e Pr(wy=1)==

e  Pr(my;=0, m, _;=0) = Pr(m,;=0, m, _;=0|s;;=0, s, _;=0)* Pr(s, ;=0, s, _;=0)

=A% A * % (vy2 +(1-y)?) withAzi=1and Ay =1

Pr(my; =0,m,_; =0|w; = D)+Pr(w,=1)  (1-y)2 _ y2-2y+1
Pr(mz,; =0,m;_; =0) Y2+ (1-y)2  2y%-2y+1

a:(0,0) = Pr(w,=1 | my;=0, m, ;=0) =

1.2 Expected benefits of having a good reputation for a good adviser
1.2.1 One adviser

In the second period, the good adviser can receive signal 0 or 1. When the received signal is 0, he will
announce message 0 . In that case, the action that the decision maker takes is equal to 0. If the received
signal is 1, the action that the decision maker takes depends on the reputation of the adviser. The
expected benefit of a having a good reputation will be the following:

1—}L2+ }\2]/

1-— }\2+ }\2]/ 2
——-1
) (2-22)

(2-22)
Pr(s2=0)*((Pr(s;=0 | w,=1)*(1-y-1)*+ Pr(s,=0 | w,=0)*(1-y)?)

Ve [A2] = -x2 * Pr(s;=1)*((Pr(s,=1 | w,=1)*( +Pr(sy=1 | w,=0)*( )2+

R (L + Sv(LP)

—(1 V—

=% (;

1.2.2 Two advisers

Ve [A2] = X2 * Pr(wz = 1)* (Pr(sy,;=1, my ;=1 | w,=1) * (a(1,1)-1)* + Pr(sy;=1, my ;=1 | w,=0)* ay(1,1)?
+Pr(sy;=1, my ;=0 | w,=1)* (a2(1,0)-1)* + Pr(s,;=1, m, _;=0 | w,=0) * a(1,0)?) + Pr(w=0)* (Pr(s,;=0,
m, ;=1 | w,=1)* (a2(0,1)-1)* + Pr(s,,;=0, m, _;=1 | w,=0)*a(0,1)* + Pr(s,;=0, m, ;=0 | w,=1)*
(a2(0,0)-1)? + Pr(s, ;=0, m, _;=0 | w,=0)*a,(0,0))

Vo [hal = * (S*[(v2 + (2v(1-v)(1-X0.)*5)) *(@2(1,1)-1)% + (1) + 29(1-Y) (1o, )* 5) (L, 1]+ *[(2v(1-v)he
20 (32(1,0)-1) + (V{1 ), i%5)*a2(1,012)+ 2 [2V(1) *3 + (1- Ao * (1-v)7) * (2(0,1)-1)° + (2v(1-v) *; + (1-
A2)* v?) * @2(0,1)%] + % * [A2*(1-v)* *(a2(0,0)-1)%) + A,-*(v)**a2(0,0)°]
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1.3 Expected benefits of having a good reputation for a bad adviser

1.3.1 One adviser

As the bad adviser always announces message 1 in the second period, the expected benefits of having a
good reputation are equal to:

Va[A2] = y2 * ax(1)

1—Az+ lzy
2—12

v [A2] = va( )

1.3.2 Two advisers

When the other adviser is of the good type and has received signal 0, the bad adviser still benefits from
having a good reputation. The expected benefits of having a good reputation are the following:

vg [A2] = Ya(Prob(my,i=1)* a2(1,1) + Prob(m,,=0)*a,(1,0)

=Yz (1= 5 A2-)aa(1,1) + 52y _*ax(1,0)

2. Calculations chapter 4: first period
2.1 Actions of the decision maker
2.1.1 One adviser

The calculation of the action of the decision maker in the case of an imperfect signal and one adviser is
identical to the calculation in Morris (2001).

Pr(m; = 1jw; = 1)+Pr(w,=1) _ %(/11)/+(1—/11)) _ 1Mty
Pr(m;=1) %(Aly+(1—/11))+%(/11(1—y)+(1—11)) (2-21)

Pr(w;=1|m,=1) =

2.1.2 Two advisers

Four combinations of messages are possible: (1,1), (0,1), (1,0) and (0,0). Furthermore, in the first period
it holds that: A1 = Ay, A1-i. The actions will be the following:

31‘1,1[

pr(my; =1,m;_; = 1lw, = 1)«P =1
ai(1,1) = Pr(w;=1 | my;=1, m; _;=1) = r(my, Lot |1 )-Prwi=1)

Pr(my; =1,m,_; =1)
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e Pr(my;=1,m;_;=1 | w;=1)=Pr(m,;=1, my _;=1 | s1,;=0, 55 ;=0 )* Pr(s;;=0,s; ;=0 | w;=1) +
Pr(my;=1, my _;=1 | 51;=0, 59 _;=1)* Pr(s;;=0, s; _;=1 | w;=1) + Pr(m,;=1, m; ;=1 |
$1;=1,814=0)* Pr(sy;=1, sy ;=0 | w1=1) + Pr(my;=1, my ;=1 | s1;=1,8; ;=1)* Pr(sy;=1,

S1,-i=1 | w;=1)
= (1- A)*(1-v)> + (1- Ag)y(1-y) + (1- Aa)y(1-y) + V2

e Pr(wg=1) =%
[ ] Pr(ml'i == 1, ml'_i == 1) = Pr(m1,i=1, mll_i=1 | Sl,i=0’ Sl,—i=0 )* PI’(Sl_i=0, Sl,—i=0) + Pr(m1,i=1,
m; _;=1{s1;=0, sy _;=1)* Pr(s1;=0, s; _;=1) + Pr(my ;=1, my _;=1|s;;=1, s _;=0)* Pr(s;;=1,

$1,-;=0) + Pr(my ;=1, my _;=1|s;;=1, 51 _;=1)* Pr(s;=1, 51, _;=1)

~(1- M)AV + (19P) + 5 (1- M)2v(1y) + 5 (1- Aa)2y(1-) + 5 (V2 + (1-y)?)

pr(my; =1,my_; = 1jw; = 1)+Pr(w,=1
al(lll) - Pr((l)]_:l | ml'i:]_, ml'_izl) - r( 1, 1,—i | 1 ) r(wl ) -

Pr(my; =1,m,,_; =1)

(1-20)2(1-Y)?+Q-2)y(1-1)+1-1)y(1-¥)+ ¥?
Y2+ (1-)%2 + (1-21)2y(A-P)+ (1-2)2y(1-Y)+ (1-11)2(¥%+ (1-7)?)

a1(0,1)

pr(my; = 0,my_; = 1jw; = 1)+Pr(w;=1)

Pr(mq; =0,mq_; =1)

a1(0,1) = Pr(w;=1 | m; ;=0, m; _;=1) =

e Primy; =0,m;_; =1 | w;=1)=Pr(my;=0, my ;=1 | s;,;=0,s; _;=0)* Pr(s;;=0, s; ;=0 |
w1=1) + Pr(my ;=0, my ;=1 | s1;=0, 51 _;=1)* Pr(sy;=0, 51 ;=1 | w;=1)
= A1 (1-A)* (1-y)° + A * y(1-y)

e Pr(w;=1) =%
e Pr(my; =0,my_; =1)=Pr(my;=0, my _;=1|s1;=0, sy _;=0)* Pr(s;;=0, s; _;=0) + Pr(m, ;=0,
my _;=1[s;;=0, 1 _;=1)* Pr(s;,;=0, s; _;=1)

=M (1-A0)* 2 (2 + (1y)2)+ M*3 *2 y(1y)

Pr(ml'i = 0, my - = 1|(.l)1 = 1)*P1"(0)1=1) -

Pr(mq,; =0,m; —; =1)

a1(0,1) = Pr(w;=1 | my;=0, m; _;=1) =

1-2)1-v)? +y(1-y)
A-2)*(¥2 + (1-v)D)+ 2y(1-y)

3111,0’_
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pr(my; =1,my_; = 0lw; = 1)+Pr(w;=1)

Pr(my,; =1,m, _; =0)

a1(1,0) = Pr(w;=1 | my ;=1, m; _;=0) =

e Primy; =1,m;_; =0 ‘ w;=1) =Pr(m, ;=1, m; _;=0 ‘ $1,;=0, sy _;=0)* Pr(s;;=0, s; _;=0 ‘
w1=1) + Pr(my ;=1, my ;=0 | s1;=1, 51 ;=0 )* Pr(sy;=1,s1 ;=0 | w;=1)
= A1 (1- Ag)* (1-y)* + A * y(1-y)

e Pr(wg=1) =%
e Primy; =1,m;_; =0)=Pr(my;=1, my _;=0 | $1,;=0, s1,-;=0)* Pr(s;;=0, s; _;=0) + Pr(m, ;=1,
m, _;=0]s;;=1,s; _;=0)* Pr(sy;=1, s; _;=0)

=M (1-A0)* 2 (2 + (1v)2)+ M *2 *2 (1)

pr(my; =1,m;_; = 0lwy = 1)+Pr(w;=1) _

Pr(mq;=1,m4_; =0)

a1(1,0) = Pr(w;=1 | m; ;=1, m; _;=0) =

(1-2)1-v)? +y(1-y)
(1-2*(y?2 + (1-v)2)+ 2y(1-y)

31‘0,0’_

Pl‘(mlli = 0, my—i = 0|(,L)1 = 1)*Pr(w1=1)

Pr(my,; =0,m;,_; =0)

a1(0,0) = Pr(w;=1 | my;=0, m; _;=0) =

e Pr(m;;=0,m; ;=0 | w;=1) = Pr(m,;=0, m; _;=0 | s;,;=0, 5 ;=0 )* Pr(s;;=0, s; ;=0 | w;=1)
=M% (1-y)?

e Pr(w;=1) =%

e Pr(my;=0, my _;=0)=Pr(m,;=0, m; _;=0|s;;=0, s; _;=0)* Pr(s; ;=0, s; _;=0)
1
=3 A2 (v? +(1-v)?)
Pr(my; = 0, my_; = Olwy = 1)+Pr(w,=1) @ yEP-2yel
Pr(my,; =0,m,,_; =0) T2+ (1-p)2 T 2y2-2y+l

a1(0,0) = Pr(w;=1 | m; ;=0, m; _;=0) =

2.2 Beliefs of the decision maker about the type of the adviser
2.2.1 One adviser

Ay = A(A,m1, w1)

AAL O, wy) =1

pr(m; = 1, w; = 1]Good )+Pr(Good) _ YAy
Pr(m;=1,w,=1) T YA (A1)

/\()\1, 1, 1) =
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(1-Y)A4

A, 1, 0) = s ra

2.2.2 Two advisers

In this case, the beliefs of the decision maker about the type of the adviser are equal to the beliefs of the
decision maker in the case of one adviser. This is because the decision maker observes the state of the

world after the first period.

(1-Y)A1+(1-21)

Table 7
A(A1, mi, m.,wi1) A2 A2
AAg, 1, 1,1) Yis YA
YA1+(1-14) YA1+(1-1q)
Ay, 1, 1,0) (1-1)41 1-Y)A1

(1-Y)A1+(1-21)

Al 1,0,1) Vi 1
YA1+(1-24)
A\, 1, 0,0) i 1
(1-y)A1+(1-21)
A()\ll 0/ 1/ 1) 1 yll
YA1+(1-24)
A(}\ll OI 110) 1 (1_}/)11
A-V)A1+(1-21)
A(}\ll 0/ 0/1) 1 1
A(}\ll 0/ 0/0) 1 1
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2.3 Total utility functions: truth-telling and lying (good adviser)

2.3.1 One adviser

Ug(Truth-telling: s1=1, m;=1)

VG P+ (- VSR + () * velalh, 1, 1]+ (1) * velalAs, 1, 0)
YA

%
YA +(1-11) +(1v)

e The expected value of A; is equal to: y*A(Ay, 1, 1) + (1-y) *A(A1, 1, 0) =

(1-v)A4
(1-V)A1+(1-21)
e The expected benefits of having a good reputation in the second period are the following:

1- ’121’ M)% (1 vy + y(l v)?) with E(A,) = %1_”"'(1'\/)*
1 1

-xZ( v(5 ) (1 v)(

(1- Y)7l1
(1-Y)A1+(1-24)

Total payoff function of truth-telling is the following:

) YA—1 yAi—A1+1,, ) 1— Azy 1- lz+/12y 2 1 2
XV P+ (-5 57)) 2( VL)’ (1 V=) (1 YV + v(l V)
H — Ok y}\l _y)* (1_Y)}\1

with E(a) =v* ot Y e an

Ug(Lying: s1=1, m;=0)

aly (1v-1)2+(1Y)(1- V) ) = X *Cv{v-1)% + (1-9)* V) + vy (1-y)V) =
Xa((v)? +(1-v)%) = (x2*(v(v-1)* + (1-y)y?) =

-xa((v)? +(1-v)%) = x2*(v(1-y))

2.3.2 Two advisers (simultaneous)

Ug(Truth-telling: s1=1, m1=1)

a((y?*(as(L,1)-1)? + (1-y)*a1(1,1)? + 2y(1-y) Ay *((@1(1,0)-1) + 5(@1(1,0))7 + (1- Aa)( 5(@x(1,1)-1 +
~@u(L17)]+ v vel(L, M5 1)] + (1-v) Vol(1, my,;,0)]

e The expected value of Ay, is equal to: y*A(Ay, 1, my, 1) + (1-y) *A(Ag, 1, my, 0) = y* _Yh +(1-
YA +(1-29)

V)* (1—Y)7\1
A=V +(1-2q)
e The expected value of A =M1

e The expected benefits of a good reputation are the following:
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X2 * (A2 + (2v(1V)(1A0) %)) *(2a(1,1)-1)2 + (1) + 2v(1y)(1-Ko,)* 2) @1, 1)7] + 2 *[(2y(1-
VA0 (22(1,1)-1)% + (2v(1-y)ha, %) *a2(1,17)

y)\l + (1-V) % (1_Y))\1

. —yk 71 P T TE—
With A=y (-2 (1-Y)A+(1-1y)

and }\2,.| = }\1

Total payoff of truth-telling is the following:

Xal(v2*(au(1,1)-17 + (1-y)*a1(1,1)% + 2v(1-v) (M *(H{aa(1,0)-1) + (as(L,0)) + (1- M) S{aa(1,1)-1)2 +
~Ha(L1P)] e * GHIY? + 2v(19)(1A2)*3)) *(@a(1,1)-1) + (1) + 2v(1v)(1Ko,)* 5) a2(L,1)7] + 5
*[(2v(1-v),#2)* (a2(1,1)-1) + (2v(1v)ho,*5) *az(1,1))

y)\l + (1-V) % (1_Y))\1

. —yk 71 P T EEETE—
With A=y (-2 (1-Y)A+(1-11)

and }\2,.| = }\1

Ug(Lying: s;=1, m1=0)
a(v2(@1(0,1)-1)% + (1- )(21(0,1)2) + (2v(1-y) *(G Au*( 21(0,00-1)% + = A\a* 21(0,0)2 + = (1-A) *( s(0,1)-1)° +
(1-A0)* 31(0,1)2 +vg [A2i = 1]

= xa(y2(21(0,1)-1)2 + (1- )(21(0,1)%) + (2y(1-y) *(5 M*( a1(0,0)-1) +5 A* a1(0,01 + - (1-Aa) *(2(0,1)-1)2 +
~(1M)* @1(0,1)2 2% * (S*{(v2 + (2¥(1Y) (1Aa,)*3) *(2(1,1)-1)% + (1) + 2v(1-v)(1-Ro.i)* 5) 22(1,1)%] + >
*[(2v(1-v)a,#2)* (a2(1,1)-1)% + (2v(1v)ho,*5) *az(1,1)2)

With )\2,| =1 and 7\2,4 =\

2.4 Total utility functions: truth-telling and lying (bad adviser)
2.4.1 One adviser
e Ug(Truth-telling: s3= 0, m; = 0) = Y1(1-y) + Y2y

y/ll_ll-'- 1

o Us(Lying: 51=0, m1=1) = Yo (2-21)

) + va[A2]
1

: - _Iy
With vg[A2] = Y2 ((1 > }\2'_1) * (090

)

— (1.y)* YA * A-ns
and E(Az) = (1-y) i) + (1=Y)A1+(1-11)

Total payoff of lying:

yﬂ'l _Al+ 1
(2-21)

(1-v)M
(1-Y)A1+(1-21)

P2t 1) \ith E(Ay) = (1-y)* —2

Y +Y
i 1+ (55, YAL+(1-1y)

+y*
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2.4.2 Two advisers (simultaneous)

Us(Truth-telling: s1= 0, my = 0)= Y1*(Pr(my,=1)*a1(0,1) + Pr(my,-=0)*a1(0,0)) + Y2* ((Pr(ma.-
i=1)*a2(1,1) + Pr(mz,.]=0)*az(1,0))

= Ya(((2- Aa)(v®+ (1-v)%) + 2v(1-v)*a1(0,2) + Aa(y>+ (1-v)2)*as(0,0)) + Y2*((1-5 Aa.aalL,1) + 5
}\zl.i*az(l,O))
= Ya((Ma(2y-2v2)+(1- M) *as(0,1) + (ha*(2v3-2y+1))*21(0,0)) + Y2*((1; Aa)aa(1,1) + 5 Aai*22(1,0))

Us(Lying: s1=0, m; = 1) = Y, *(Pr(my.=1)*a1(1,1) + Pr(my-=0)*a1(1,0)) + Y2* ((Pr(my.=1)*a,(1,1) +
Pr(m,,=0)*a,(1,0))

= Ya(((1- M) (v?+ (1-y)?) + 2y(1-y))*a1(1,1) + Aa(v?+ (1-y)*)*a1(1,0)) + Yz*((l-% A;i)ax(1,1) + %
}\zl.i*az(l,O))

= Ya((Ma(2y-2v2)+(1- M) *as(1,1) + (ha*(2v3-2y+1))*ax(L1,0)) + Y2*((1; Aas)aa(1,1) + 5 ha*22(1,0))

2.5 Two advisers (sequential)

2.5.1 Good advisers

Adviser (1): good first adviser

Adviser (2): second, good adviser that has observed that the first adviser announced message 0

Adviser (3): second, good adviser that has observed that the first adviser announced message 1

(1) The considerations of the good, first adviser will be the same as the consideration of the good

adviser in the case of simultaneously advising. The first adviser believes that the second, good or bad

adviser acts according to his strategy. The second adviser does not learn whether the first adviser has

lied as he might have received a different signal.

Ug,1(Truth-telling: s1=1, mi=1) = -xs((y**(a1(1,1)-1)* + (1-y)**a1(1,1)* + 2\/(1-\/)(7\1,*(%(31(1,0)-1)2 +

%(31(1,0))2 + (1- )\1)( %(31(1,1)-1)2 + %(31(1,1)2)] +Y Vg[(l, ml,.i,l)] + (1-V) VG[(]., m1,.],0)] with A2,| =

(1-v)A4

*L.}. 1_ k - VTt
v V) T nra—nn

YA +(-A0) and Az = As

Usa(Lying: s1=1, mi=0) = -xa(y*(a1(0,1)-1)? + (1- V)(ax(0,1)) + (2v(1) *; Ar*(@1(0,0)-1)* +5 i
a1(0,07 + 7 (1A2) *(21(0,1)-1) +3 (1-Na)* ax(0,1 + v [Aa= 1] with Az =1 and g =Dy
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(2) As the first adviser has sent message 0, the second adviser believes that the first adviser is of the
good type and has received signal 0. Hence, the probability that the state of the world is equal to 1 is %

The expected utilities of lying and truth-telling are the following:

e Ug,2(s1=1, my=0, my,=1) = -xl(%(al(o,l)-l)z + %(31(0,1)2) +Va[A2,i, A2 = 1])

) 1, YA1 L € o O
With Ao =% it 2 Goymtaiy

e Ug,2(s1=1, m1,.=0, my,;=0) = 'Xl(%(?:\l((),O)'l)2 + %(31(0,0)2) +Ve[A2,i=1, Az = 1])

(3) When the first adviser has sent message 1, the second, good adviser does not know the type of the
first adviser and the received signal for sure. First, he updates his belief about the first adviser and the

probability that the first adviser actually has received signal 1. As a bad adviser always announces m=1
regardless of his signal, the probability that the first adviser has received signal 1 respectively 0 is equal
to:

vy +(1-y)?
Y2+(1-7)2+2y(1-Y)(1-11)

_ L 1) = 2y(1-y)(1-2A1)
Pris—i = 0lse = Lm-i = 1= G ravana

Pr(s.;=1ls;=1,m_; =1) =

Taking these values into account, the expected utilities of truth-telling and lying for the second, good
adviser will be equal to:
e Ug,a(s1=1, my=1, my=1)= -xs* (Pr(oo1 = 1|m1__i =1,5; = 1)*(31(1,1)-1)2+
Pr(w1 = 0|m1,_l- =1,51; = 1)* a1(1,1)%+ va[A2])

° U(;,z(Sl =1, ml,.]=1, m1,]=0)= -X1* (Pr(u)l = 1|m1__l- = 1'51,1' = 1)*(31(1,0)-1)2+

Pr(w; = 0|my_; = 1,51; = 1)* a1(1,0)2+ ve[Ay,= 1])

With Pr(w; = 1lmy; = 1,8, =1)=Pr(s_; = 1ls; =1L m_; = 1) *Pr(w; = 1fsy; = 1,5,; = 1) +
Pr(s_; =0ls; =1,m_; = 1) *Pr(wy = 1|s;_; = 0,51, = 1)

_ V2 +(1-v)? «_ Y 2y(1-v)(1-My) 1
Y2+H(1-v)?+2y(1-y)(1-21) 2y%-2y+1  y2+(1-V)2+2y(1-V)(1-2y) 2

and Pr(w; =0|lmy ;= 1,5, =1)=Pr(s_; =1ls; =1, m_; = 1) *Pr(w; = 0sy_; = 1,5,; = 1) +
Pr(s.; =0|s; =1,m_; = 1) *Pr(w; =0|s; ; = 0,5y, = 1)

- y2+(-y)? $ Y2 -2y+1 2y(1-y)(1-21) %1
Y2+(1-y)2+2y(1-v)(1-A1) 2y%-2y+1  y2+(1-y)?+2y(1-y)(1-A1) 2
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y3+(1-v)? £« Y N 2y(1-y)(1-2y) %
2+(1-y)2+2y(1-y)(1-21) 2y2-2y+1  y2+(1-Y)2+2y(1-y)(1-1y)

yi+(1-y)? £ Yi-2y+1 2y(1-y)(1-2y) %1 2 4
AP+ 2y Aty 2v—2y+1 | yra—yrreyapaiy 2 eL L)+ velhas

e Ug,2(s1=1, my =1, my=1)= -X1((Y

2)(a(1,2)-1)°
A2,qi])

, N N Y?+(1-v)* N 2y(1-y)(1-2Ay) N O Lo
with Eai) = Bha) = (o rrvamain . 2v-zvet T vra-voezya—v a2 yara-
( y*+(1-y)? x (A=0? 2y(1-y)(1-21) I A € S A0
V2+(1-v)2+2y(1-y)(1-21) 2y2-2y+1  Y2+(1-Yy)?2+2y(1-V)(1-Ay) 27 (1=-y)A+(1-2y)
_ _ Al y2+(1-y)? £« Y 2y(1-y)(1-21) *
* Uealst =l m=l, m=0)= -l G s Ay, vi-avet T raon reyG—m a—ip
1 Py yi+(1-y)? £ Yi-2y+1 2y(1-y)(1-2y) %1 2 _
L0 ) H A aay 2vi—zve1 T ra—nirvapay 2 L0 velher
1, A2-])
. _ o yi+(-v)? £« Y 2y(1-y)(1-1y) "
with A= 1 and Ao =( o vamary | 2v-2vel | Y-y zya—y) -
1)* YAy ( y2+(1-y)? xY2Z2v41 2y(1-y)(1-24) « L -V
20 YA +(1-2y)

V2 HA-y)?+2y(1-y)(1-A1) 2y2-2y+1  y2+(1-y)2+2y(1-y)(1-A1) 2’ (1=y)A+(1-A;)

2.5.2 Comparison indifference points — good advisers —imperfect signal

Figure 16 Figure 17
Indifference points Indifference points
Good (y=0,51) Good (y=0,75)
0,2 0,3
0,2
X1 01 X1 —
0,1 \
0 0
o 0102 0304050607 0809 1 0o 010203040506 07 08 0,9
Al Al
e First good adviser e First good adviser
Second good adviser, m-i=0 Second good adviser, m-i=0
Second good adviser, m-i=1 Second good adviser, m-i=1
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Figure 18

Indifference points
Good (y=0,99)
0,3
0,2
0,1

o0 010203040506 070809 1
Al

e First good adviser
Second good adviser, m-i=0

Second good adviser, m-i=1

As the line of the second, good adviser that has observed that the first adviser has sent message O is in
any case equal to or higher than the lines of the first good adviser and the second, good adviser that had
noticed that the first adviser has sent message 1, an equilibrium in which the good adviser tells the truth
can only exist when this good adviser does not have an incentive to lie.

2.5.3 Bad advisers — imperfect signal

Adviser (1): bad, first adviser

Adviser (2): second, bad adviser that has observed that the first adviser announces message 0
Adviser (3): second, bad adviser that has observed that the first adviser announces message 1

(y2+(1-v)2)*(1-A)+2y(1-Y)

_ _ _ 1y P+a-n?)+(a-r)
Pris—s = 0lsi = 0,m- = 1) = G s aaprar oy

Pr(s_; =1ls; =0,m_; =

(1) The bad first adviser has an incentive to deviate at the same moments as the bad adviser in the case
of simultaneous advising:

e Ug:(Truth-telling: s3= 0, m1 = 0)= Y1((A1(2y-2y?)+1- A1)*a1(0,1) + (A1 *(2y%-2y+1))*a1(0,0)) + Y2 *((1-
Mo )az(L,1) + 2 Xo*22(1,0))
with }\2,i:1 and )\2,4 =\
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o UB,1(Lying: $1=0, m1 = 1) = Yl((}\l(ZV'sz)"'(l' )\1))*31(1,1) + (7\1*(2y2—2y+1))*a1(1,0)) + Yz*((l-% )\2,_

i)az(l,l) + % )\zl.i*az(l,O))

y;\l * (1_Y)}‘1 )\ ‘:)\
YA +(1-2q) A-PA+(-ay) 2T

with Az i= (1-y)*

(2) When the first adviser sends message 0, the second, bad adviser believes that the other adviser is of
the good type and has received signal 0. Therefore, his expected payoffs will be the following:

e Ug(s=0, m=0, m;=0)= Y1(a1(0,0)+ va[Az,=1, Az=1]
e Uspa(s=0, m=0, mi=1)=Y1(a1(0,1)+ v[Az,i, A2,=1]

A-v?* & YA s * (A-V)A4
Y2+(1-y)?  yAM+(1-21) v2+(A-y)? (I-V)A+(1-2y)

With }\Z,i =
(3) When the first adviser sends message 1, the payoffs of the second, bad adviser will be as follows:

hd UB,2(S=O, m.=1, mi:O): Y1*31(1,0)+ VB[)\Z,i:]-, 7\2,4]

with Az = ( 7 +1y)")+1-A) x _(v° 2y(17y) * Ly YA
' ¥2+(1-7)2)*(1-A)+2y(1-y) 2y?-2y+1  (Y2+(1-y))*(1-A)+2y(1-y) 27 yA+(1-14y)
P HI-H)A-A) WP 2y(1-y) RIS o 15

((v2+(1—v)2)*(1—7x1)+2v(1—v) 2y2=2y+1  (Y2+(1-y))*(1-A)+2y(1-Y) 2" (1-Y)A;+(1-2y)

e Uga(s=0, mi=1, mi=1)=Yi(a1(1,1)+ va[Az,i, A2,-]
20 (112 %(1— DY) _
with As,i = A = ( F*+(-vH)*1-2) . A-y) 2y(1-Y) I SR ¥

(Y2+(1-Y)2)*(1-A)+2y(1-y) 2y2-2y+1  (Y2+(1-V)D)*(1-A)+2y(1-Y) 2° yA;+(1-1y)

(O OV)ar) 2y(1-y) P o 0151
(Y2 +(1-Y)D)*(1-A)+2y(1-y) 2y?-2y+1  (Y2+(1-y)D)*(1-A)+2y(1-y) 27 (1-y)A1+(1-21y)
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Figure 19 Figure 20

Indifference points Indifference points
Bad (y=0,51) Bad (y=0,75)
1,5 1,5
1 1 —
0,5 0,5
0 0
o 010203040506 070809 1 o 010203040506 0708 09 1
Al A
== First, bad adviser e First, bad adviser
=== Second, bad adviser, m-i=0 = Second, bad adviser, m-i=0
== Second, bad adviser, m-i=1 === Second, bad adviser, m-i=1
Figure 21

Indifference points
Bad (y=0,99)

30

20

Y1
10

o 010203040506 0708 09 1
Al

== First, bad adviser

== Second, bad adviser, m-i=0

Second, bad adviser, m-i=1

These figures show that the second adviser that has observed that the first adviser has announced
message 0 (situation 2) is the first to deviate from the strategy of always sending message 1. Hence, an
equilibrium in which the bad advisers always send message 1 can only exist when this bad adviser does
not have an incentive to lie. In Chapter 5, | take his payoff functions into account.
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3. Comparison

3.1 One adviser and two advisers (simultaneous)

3.1.1 Good adviser

Table 9
One adviser Two advisers (simultaneous)
Us(telling the truth; good -M(V(M )2+ (1- -xa((y**(a1(1,1)-1)* + (1-
adviser: s1,=1, my,;=1) ﬂ(lz__ﬁfl , v)?*a1(1,1)% + 2y(1-
L) 4 (y)* A1, 1,
TGy Wvella o, (w0117 + a0

1)] + (1-y)*ve[A(A4, 1, 0)

+ (1) (S{aa(L,2)-1)2 +

(L1 + v vel(1, my1)] +

(1-y) va[(1, m1,.,0)]

Ug(lying; good adviser: s1,=1,
ml,i:O)

-xa((v)? +(1-v)?) = x2* (v = v?)

-x1(y*(a1(0,1)-1)% + (1-

VP (@(0,1)) + (2v(1-v) *(G A
31(0,0)-1)% + Ai* 2(0,0)2 + - (1-
M) *(@(0,1)-1) +5 (1-A)*
a1(0,1)% + vg [N, = 1]

3.1.2 Bad adviser

Table 11

One adviser

Two advisers (simultaneous)

Us(telling the truth; bad adviser:

$1,=0, my,; = 0)

Yi(1-y) + Yay

Y1(()\1(2V-2V2)+1- )\1)*31(0,1) +
(A1*(2y*-2y+1))*a1(0,0)) + Y2 *((1-
%}\zl.i)az(l,l) + % Az,.i*az(l,O))

Us(lying; bad adviser: s1,=0,
ml,izl)

]//11 —/11 +1

D) ) + vs[A2]

Ya((Aa(2y-2y?)+1- A1) *ax(1,1) +
(A*(2v*-2v+1))*a1(1,0)) + Y2*((1-
~Na)az(1,1) + 2 Ko *22(1,0))
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3.2 Bad adviser - value of v
3.2.1 One adviser and two advisers (simultaneous)
One adviser

y+(1-1)A-y)v 1-Ay+A,y 1-23+A,y

Payoff bad adviser (lying — truth-telling) = Y4( e (1-y) + Y2 ( 1) i )
: 3\ (1) YA * (1-v)24 - _ A
With El2) =(v) i aom Y onmr aeanaoyem 19 ER) = G0

Two advisers (simultaneous)

Payoff bad adviser (lying — truth-telling) = Y1*(((1- A1)v(y? +(1- y?))+2y(1-y))* (a1(1,1) — a1(0,1)) + ((VAs-
VA1) (y2#(Lv)2)*(2(1,0) = 21(0,0)) + Y2* (15 Ma)*(2a(1,1,4z,0) - 22(1,1,25,) + (G Ma* (22(1,0,z,) -
a2(1,0,13,)))

With:
N = (1) YAq * (1-y)A4 T _ Ay
) =) e aramm Y e acana—yem 9 El2d) = G5
o a(11)= v?(1-29)*(A-p)?+2v(A-A)y(A-P)+ v?
t Y2+ (1-y)2 + 2v(1-21)2y (1-y)+ (1-241)?v2(y*+ (1-v)?)
_ (@A=ava-y)* +y@-y)
* A0S0 vy
_ (@A=ava-y)* +y@-y)
© A0S0 and 2vaow
2-2y+1
o« al00)=m
o a(11)= (1-22,) (1-21) (A=) +(1-22, )y A-V)+A-A)y (1-p)+ v?
AT Y2 1oy + (1-220)2v (-1 + A-20)2v A-1)+ (1-22,) A-A) 2+ (1-7)2)
i, P —v)2 -
o a(1,0)= (1-22,)(1-v)* +y(1-Y)

(1-221)*(¥? + A-7)D+ 2y(1-y)
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y=0,51

Figure 22 Figure 23
Value of v Value of v
(y=0,51, A1=0,1, Y1=0,1, Y2=1) (y=0,51, A1=0,5, Y1=0,1, Y2=1)
__ 0,004 __ 0,004
g 0,002 ‘_ED 0,002
g 2
g 0 One advi £ 0 — One adui
5 ne aaviser 5 ne adviser
£ -0,002 > 5 00020 O 115
w -0,004 _ @ \ _
3 0006 \ ——Two advisers 3. -0,004 ——Two advisers
= o \ (simultaneous) = \ (simultaneous)
g ‘0,008 | g _01006 \
[ [
e 0,01 8- 0,008
\" \Y
Figure 24
V I f The variable on the x-axis represents the value of v. The
alue ot'v value on the y-axis represents the payoff (lying — truth-

Payoff (lying - truth-telling)

(y=0,51, A1=0,9, Y1=0,1, Y2=1)

0,003

e @
o o
S oS
= N

o

-0,001

-0,002

One adviser

———Two advisers
(simultaneous)

telling). In the area above the x-axis, the bad adviser
prefers lying. In the area below the x-axis the bad
adviser prefers truth-telling. The value of v will be equal
to the value at which the payoff (lying — truth-telling) is
equal to zero.
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y=0,9

Figure 25

Figure 26

Value of v
(y=0,51, A1=0,1, Y1=0,1, Y2=1)

Value of v
(y=0,9, A1=0,5, Y1=0,1, Y2=1)
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02 01
2 2 \
= 01 =
o) ’ o] 0 T T 1
I o0 § | , _ o 0 5 1 15 .
5 One adviser 5 .01 One adviser
55,0 0,5 1 1,5 B \\
g \ ; 202 ,
3 -0,2 ——Two advisers = \ ——Two advisers
= \ (simultaneous) £ 03 (simultaneous)
5 0,3 \ 5 Y \
5 3
> 04 & -04
v v
Figure 27
Value of v
(y=0,9, A1=0,9, Y1=0,1, Y2=1)
01
oo
£ 005 \
£ \
2 0,05 5 ne adviser
w -0,1
o .
£ oms \ —'(r\{vo advisers
- simultaneous)
S -02
©
e .0,25




3.2.2 Two advisers (simultaneous) and two advisers (sequential)

Adviser (1): bad, first adviser

Payoff bad adviser (lying — truth-telling) = Y1*(((1- A)v(v?+(1- y2))+2y(1-y))* (a1(1,1) — a1(0,1)) + ((vAz-
VHL)(Y+H1-v))*(@1(1,0) ~ a1(0,0)) + Yo* (15 M) (@1, LA ) - 22(1,1,25,) + 6 Ma* (@a(1,0,4,) -
aZ(llO/E)))

With:

M
(1-v+vA,)

o) N =(1_y)* Yxl * (1_\'))\1 TN
¢ B =V G oo T o an Gy N9 B2 =

Adviser (2): second, bad adviser that has observed that the first adviser announces message 0

Y1*(2(1,0) — a1(0,0))) + Yo* (((1-5 Az —)*(2a(1,1,Az,1) - 32(1,1,25,)) + (5 Ao, * (22(1,0,42,0) - 22(1,0,27,)))

With:
° E(A ) - (1_)/)2 * YA + VZ * (1-v)A,
2U T 24 (1-y)2  yM+A-A)(y+A-Y)V)  ¥2H(A-)2 (A=y)A (1A 1=y +YV)
T _ N }\1
o EI)=EN) = gois

Adviser (3): second, bad adviser that has observed that the first adviser announces message 1

Vi*(@1(1,1) = 2(1,0))) + Yo* (1 Ag 1) (2a2(L, 1, A ) - 21,1, 25,)) + G ho,* (@2(1,0,45,1) - 22(1,0,2,)))

With:
Loy N G+A-nHva-a) . (a-y)? 2y(1-y)
* El) =Bl = ((vz+(1—v)2)v(1—x1)+2v(1—v) 2vi—2y+1 | (A DvA-AD+2y(-y)
1)* YA ( 2+(1-H)va-A) . )2 2y(1-y)
2" yM+A-A)+A-Y)VY)  (YEHA-Y)Dv(A-A)+2y(1-Y)  2y2-2y+1 (Y2H(1-Y)2)v(A-Ag)+2y(1-Y)
1)* (1_Y)}‘1
2" (1-y)A+(1-A)(A-y+yv)
P _ }\_1
* E(Az'l)_(l—v+v?\1)
0 a(l1)= v2(1-21)2(1-y)*+2v(1-A)y(1-y)+ y?
BT 2 (o902 + 2v(1-2)2y (1-1)+ (1-20)2v2 (2 + (1-1)?)
_ a=2ava-v)2+y(a-y)
0 a01)= A-A)v(y? + (1-v)?)+ 2y(1-y)
_ a=2av(a-v)?+y(a-y)
0 a01)= A-A)v(y? + (1-v)?)+ 2y(1-y)
2-2y+1
o al(olo) = zyyz_zyy+1
0 a(l1)= (1-22,1)(1-2) A=) +(1-22,) )y A-V)+(1-A)y A-1)+ ¥*
AT -2+ (1-22,02r =1+ =202y (1=1)+ (1-22,) (1=2D G2+ (1-)2)
_ . —v)2 —
0 a(1,0)= (1-221)(1-y)% + y(1-y)

(1-22,1)*(y% + (1-y)?)+ 2y(1-Y)
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y=0,51

Payoff (lying-truth-telling)

(y=0,51,A1=0,9, Y1=0,1, Y2=1)

0,003
0,002
First, bad
0,001 adviser
0 ' ' ' Second, bad
o001 & 05 N1 15 adviser (m-i=0)
Second, bad
0002 adviser (m=1)
-0,003
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Figure 28 Figure 29
Value of v Value of v
(y=0,51, A1=0,1, Y1=0,1, Y2=1) (y=0,51, A1=0,5, Y1=0,1, Y2=1)
0,004 0,004
g 0,002 - g 0,002 -
f:j o ———First, bad f:.’, ——— First, bad
= :\ adviser = 0 ‘ adviser
20002 0053115 2 0~ 05 1 15
© 0004 \ Second, bad o ~0,002 Second, bad
§ ! adviser (m-i=0) E \ adviser (m-i=0)
= -0,006 = 0,004
£ 7 \ Second, bad 5 \ Second, bad
5 -0,008 ! adviser (m=1) 5 0,006 \ adviser (m=1)
-0,01 -0,008
v v
Figure 30
Value of v




y=0,9

Figure 31

Figure 32

Value of v

(v=0,9, A1=0,1, Y1=0,1, Y2=1)

Value of v
(y=0,9, A1=0,5, Y1=0,1, Y2=1)
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ED .E’ Ficli'sF, bad
3 0 - NS First, bad 2 | o
£..0 ; 115 adviser = b
50 2 Second, bad
2 Second, bad 60 adviser (m-
202 - adviser (m-i=0) 3 i=0)
= £
5 0,3 Secv?'md, ba_d ] Second, bad
3 adviser (m=1) o adviser (m=1)
04 -0,4

v v

Figure 33

Value of v

(y=0,9, A1=0,9, Y1=0,1, Y2=1)
0,1
B
£ 0,05
5:3 First, bad
§ 0 - ‘ w w adviser
2 i 0,5 1 1,5
© 0,05 - Second, bad
§ o1 adviser (m-i=0)
‘% ) Second, bad
5 0,15 T~ adviser (m=1)
-0,2
v




4. Welfare of the decision maker

4.1 One adviser

Utility function of the decision maker:
-X1(a1-W1)* = X2(a2-w2)?

For simplicity, the values of x; and x; are equal to 1. The results will not change when using different
values.

The expected payoffs of the first period for the decision maker are identical to the expected payoffs of
the second period for the decision maker. The reason for this is that the expected value of A; is equal to
A1

Expected payoff of the first period for the decision maker:

Pr(wi=1)*Pr(m; = 1|lw; = 1) * (a1(1)-1)%) + Pr(w1=0)*Pr(m,; = 1|w; = 0) *as(1)*+
Pr(wi=1)*Pr(m, = 0|lw; = 1) * (a1(0)-1)?) + Pr(w:=0)*Pr(m,; = 0|w; = 0) *a1(0)?

N |-

* (v + (1-A)(21-v)* (ax(2)-1)) + %*((1-v)+ v(1-Ag))* as(1)* + %*(7\1*(1-v))*((al(0)-1)2) + %*?\1*v*a1(0)2
Total expected payoff for the decision maker:

= 2*Expected payoff of the first period

= (v + (1-A2)(1-y))* (a2(1)-1)%) + ((1-v)+ v(1- M))* @a(1)* + (Ar*(1-v)*((a1(0)-1)?) + Ar*y*au(0)

4.2 Two advisers

Expected payoff of the first period for the decision maker:

Pr(wi=1)*Pr(my; = 1,my _; = 1|w; = 1) * (a1(1,1)-1)?) + Pr(w:=0)*Pr(my; = 1,m; _; = 1|w; = 0)
*a1(1,1)? + Pr(wi=1)*Pr(my; = 1,my _; = O|w; = 1) * (ax(1,0)-1)?) +

Pr(w:=0)*Pr(my; = 1,m; _; = 0|w; = 0) * a1(1,0)? + Pr(w:=1)*Pr(my; = 0,my _; = 1|w, = 1) *
(31(0,1)-1)) + Pr(w:=0)*Pr(my; = 0,m; _; = 1|w; = 0) * a1(0,1)* +

Pr(w1=1)*Pr(m1_i =0my_; = 0|oo1 = 1) * (a1(0,0)-1)?) + Pr(wlzo)*Pr(mlyi =0,my_; = O|(u1 = O) *
a1(0,0)?

= % * (V2 + 2y(1-y)(1-Aa) + (1-y)*(1-A1)?)*((a2(1,2)-1)%) + % * (V*(1-M)? + 2y(1-v)(1-Ra)+(1-v)*)* @(1,1)? + (Aa(1-

V)*((1-v)(1-A0)+v)) * ((a1(1,0)-1)%) + (VA1 * (v(1-Aa)+ (1-v))) *a1(1,0) + % (A*(1-v)*)*((21(0,0)-1)%) + % A2
*(a1(0,0)?)
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Total expected payoff for the decision maker:

= 2*Expected payoff of the first period
= (V2 + 2v(1-y)(1-A1) + (1-y)2(1-M0)?)*((32(1,2)-1)%) + (VA(1-Ma)® + 29(L-v)(1-Aa)+(1-y)*)* @1(1,1)? + 2(As(1-

V)*((1-v)(21-A2)+v)) * ((a1(1,0)-1)%) + 2(yAs * (v(1-A2)+ (1-y))) *a1(1,0)* + (\1*(1-)*)*((21(0,0)-1)%) + Asy?
*(a1(0,0)?)
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