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Abstract

In this paper we take another look at the Myopic(R) scheduling policy proposed
by Liang et al. (2013). The Myopic(R) policy is much more time efficient, coming
with a small loss of optimality. This policy is useful when one repair shop for every
machine type is combined to one central repair shop. The other case Liang et al.
(2013) look at is the base case, where one repair shop per fleet is used.

In this paper multiple search methods are proposed to find the optimal costs for
both the base case as the central repair shop case under the Myopic(R) policy. These
search methods are based on the convexity of the cost functions of the base case
and the CRS case. which is proven for the first and conjectured for the second. The
proposed methods show great improvement in calculation time.

In Liang et al. (2013) it is shown that the CRS is preferred over the base case for
certain a certain factor α. We show for which values the cost minima of the base case
and the CRS case are in equilibrium., which means that we know when it is benificial
to use which repair shop strategy.
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1 Introduction

In a production line, the manufacturing of products is often partitioned into several
stages where in every stage a different kind of machine is used. Within each stage the
same type of machine is used. All the machines together in one stage are then called a
fleet. Machines break down from time to time and have to be repaired. When a machine
is down the operation targets cannot be met, so until the machine is repaired, the man-
ufacturing plant experiences downtime-costs. To decrease the downtime-costs, it can be
useful to have spare machines in stock, so the broken ones can be replaced immediately,
and the production process is not interrupted. These spares are accompanied by holding
costs per type of machine. Therefore, it is of interest to determine a good balance between
the number of spares and the long-term expected downtime, so the costs for production
are at its minimum. Also, the repair shop structure is of importance. A manufacturer
could use a different repair shop per fleet, or a general repair shop for all the different
fleets together (with a higher service (repair) rate). Sahba et al. (2013) shows that a central
repair shop can be more efficient.

Sahba et al. (2013) looks at the option where there are spares kept per fleet, but also the
case where there is a general stock where all fleets can draw resources from. This last case
is beyond the scope of this research. When using a central repair shop, the scheduling of
the repairs is of importance as well. This is caused by the fact that the downtime costs
for every machine is different. The machine that the decreases the downtime costs the
most when repaired relatively to the repair time, has to be repaired first to save as much
as possible.

In this paper the Myopic(R) policy proposed by Liang et al. (2013) will be re-examined.
The Myopic(R) policy is very useful, since, according to the results in Liang et al. (2013),
the computational time decreases drastically compared to time required to find the opti-
mal solution, while outcomes do not differ a lot from the optimal solution. The minimum
costs are determined by searching over different number of spares in stock per machine
type, and calculating the system costs for those numbers. The costs of the central repair
shop while using the Myopic(R) will be compared to the one repair shop per fleet case.

Since the Myopic(R) policy is introduced to decrease computational time, it is of in-
terest to use a clever way of finding the optimal number of spares as well, to decrease the
computational time even more. In Liang et al. (2013) the way to find the optimal number
of spares is undefined and therefore we assume that they used complete enumeration,
which is slow. Very few literature could be found regarding keeping spare inventory for
breaking down machines. This is said in Liang et al. (2013) as well. Therefore the purpose
of this research is to make sure we find the optimal value of stock and find a method to
decrease the computational time of finding the optimal number of spares kept in stock
per fleet.

Intuitively, the system cost function for the number of spares is first non-increasing
and then increasing. This means that there is a global minimum for the system costs. This
intuitive assumption is supported by the fact that adding spares has a constant increase in
costs, since the holding costs per machine type are constant. Furthermore, increasing the
number of spares, causes a decrease in probability of having less machines operational
than required, and therefore the downtime costs are non-increasing. Taylor and Jackson
(1954) results show that probability of machines is the number of spare machines in the
one repair shop per fleet case is strictly decreasing descending in their graphs, which may
be the case in the central repair shop case as well. This assumption has to be checked and
may be the basis for a clever search algorithm to find the optimal number of spares per
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fleet. We will prove that for the multiple repair shop case the cost function is indeed con-
vex and use this result to propose two fast ways of finding the optimal number of spares
per fleet. We will show by graphs that the (marginal) cost functions in the central repair
shop case are also convex for the cases we examine and will propose search methods for
finding the optimal number of spares.

Also, Liang et al. (2013) show that a central repair shop is more cost efficient than
separate repair shops under the assumption of higher repair rates per fleet. In their paper
they assumed when two fleets are repaired in the same repair shop, their repair times
increase with factor two. We assume that the central repair shop case is indeed beneficial
over the base case when all the repair rates are multiplied by factor r when r repair shops
are combined in one repair shop. Another purpose of this research is to find out for what
factor α the central repair shop is not preferred over the base case any more. In other
words, we want to find out for which factor α the optimal system costs for the central
repair shop and the separate shops are in equilibrium.

It is of interest to find this equilibrium to know for which production lines a central
repair shop should be used, and for which lines a separate repair shop is beneficial. Also
a hybrid method could be used, such that some machine types are repaired in the same
repair shop and others have its own repair shop or are combined in another separate
repair shop.

2 Notation

To reproduce the case where we use a different repair shop per fleet of machines and the
central repair shop case while using the Myopic(R) scheduling policy, we first introduce
notation. We use similar notation asLiang et al. (2013). From now on we will refer to the
repair shop per fleet as the base case (BC), and to the combined repair shop as the central
repair shop (CRS).

We consider r different fleets with identical machines types i, i = 1, 2, .., r within each
fleet. The number of required machines within a fleet to operate at full strength is denoted
as Ni. Since we allow to keep spares per fleet as well, the number of spares kept in
stock per fleet is defined as Si. The total number of machines of type i owned by the
manufacturer equals Ni + Si.

The number of machines that is operational and active at time t is defined as Wi(t),
where 0 ≤ Wi(t) ≤ Ni. The number of functional machines that are kept in stock at
time t is defined as Ii(t), where 0 ≤ Ii(t) ≤ Si. Since we will always operate at the
highest operation level, such that all functional will be used if possible. This means that
Ii(t) = 0 when Wi(t) < Ni. The total number of functional machines is defined as Ai(t) =
Wi(t) + Ii(t). When Ai is equal or larger than Ni, fleet i operates at full strength. When
Ai is smaller than Ni the fleet has Ni − Ai down machines.

When there are less machines operational than required to operate at full strength
(Wi(t) < Ni), the manufacturer experiences less production than is optimal. This re-
sults in less turnover/profit, which means that the manufacturer experiences extra costs.
Therefore we define bi as the costs per time unit per machine that is down. The total
holding costs per time unit is hi × Si, where hi are the holding costs per time unit per
machine. The downtime costs and holding costs are assumed to be constant per machine
type.

We say that a system i is in state ni, when there are ni machines functional. A machine
from fleet i is repaired with a rate µi and a machine breaks down with rate λi. The
break down rate is state dependent, since the expected time till the first break down is
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dependent on the number of machines that are in use. The break down rate in state ni
equals λi ·min{ni, Ni}.

3 Methodology

3.1 Base Case

We will first look into the BC. The BC can be modeled as a birth-and-death process. A
birth takes place when a machine is repaired and a death takes place when a machine
breaks down. Therefore a birth takes place with rate µi and a death takes place with λi.

In the BC every fleet has its own repair shop. This means that the probability of
having n functional machines in fleet i, is independent of the number of machines func-
tional in fleet j, where i 6= j. Therefore, we can consider this model as r different queu-
ing systems. Every repair shop has its own state space S that consists of the numbers
1, 2, ..., Ni + Si, corresponding to the number of functional machines in every state. Since
the fleets are independent in the BC we will solve the different systems one by one, and
from now on we drop the subscript i for notational convenience.

Now we can define the probability that the system is in state n and we define the
probability of being in state n while having S spares in stock as follows. Because the state
space is dependent on the number of spares Si, the state probabilities are dependent on
Si as well. Therefore, we use the following notation:

p(n|S) =
µn

λn·∏n
i=1 min{i,N}

∑N+S
n=0

µn

λn·∏n
i=1 min{i,N}

(1)

We need to construct the cost function, because we want to minimize the total pro-
duction costs, such that:

C∗BC =
r

∑
i=1

Ci(S∗i )

is minimal.
The state probabilities in equation 1 are an important part here. The cost function is

defined as follows:

C(S) = h · S + b
N

∑
n=0

(N − n)p(n|S) (2)

The first term are the total holding costs for the machines kept in stock, and the second
term are the costs for the down machines. We need to minimize this function for every
fleet i to determine the minimum costs.

To find the optimal value of S, for which the function C(S) is at its minimum, we
compute the costs for different values of S. In Liang et al. (2013) the search method is
undefined and therefore we assumed that they used complete enumeration with a pre-
defined maximum value of S. The choice of this maximum S is also undefined. The
choice of a maximum Smax is hard, because taking Smax large, means that a lot of different
options have to be considered and computed, when complete enumeration is used. This
takes a lot of computation time. Taking Smax small, might cause that the global minimum
of the cost function is not included in the interval, such that S∗ /∈ {0, 1, ..., Smax}. There-
fore the optimal S cannot be found when Smax is too small. This means that it is of great
interest to find out if there are other possibilities to find S∗.
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3.1.1 Convexity

As mentioned in Section 1, we want to show that the cost function is convex in the BC.
Convexity in general for an integer function y : Z→ R, ∀x ∈ Z is defined as follows:

y(x + 1)− y(x) ≤ y(x + 2)− y(x + 1)

We will prove that the function given in 2 is convex.

Theorem 1: The cost function of the base case is convex, or equivalently:

C(S + 1)− C(S) ≤ C(S + 2)− C(S + 1) (3)

To prove this theorem we will first prove the following lemma.

Lemma 1: The probability function of the system being in state n given a stock S
is convex in S:

p(n|S + 1)− p(n|S) ≤ p(n|S + 2)− p(n|S + 1) ∀n (4)

Proof of Lemma 1: For notational convenience we will first introduce φn = µn

λn·
(

n!
∏n

i=N+1 i ·∏
n−N
i=1 (N)

)
such that Equation 1 becomes p(n|S) = φn

∑N+S
n=0 φn

. First we will work out the left hand side

of the equation and next the right hand side.

LHS:

p(n|S + 1)− p(n|S) = φn

∑N+S+1
n=0 φn

− φn

∑N+S
n=0 φn

=
φn

∑N+S+1
n=0 φn

−
∑N+S+1

n=0 φn

∑N+S
n=0 φn

∑N+S+1
n=0 φn

∑N+S
n=0 φn

· φn

∑N+S
n=0 φn

=
φn

∑N+S+1
n=0 φn

−
∑N+S+1

n=0 φn

∑N+S
n=0 φn

· φn

∑N+S+1
n=0 φn

=

(
1− ∑N+S+1

n=0 φn

∑N+S
n=0 φn

)
· φn

∑N+S+1
n=0 φn

=

(
∑N+S

n=0 φn

∑N+S
n=0 φn

− ∑N+S+1
n=0 φn

∑N+S
n=0 φn

)
· φn

∑N+S+1
n=0 φn

=

(
− φN+S+1

∑N+S
n=0 φn

)
· φn

∑N+S+1
n=0 φn

RHS:

p(n|S + 2)− p(n|S + 1) = · · · =

(
− φN+S+2

∑N+S+1
n=0 φn

)
· φn

∑N+S+2
n=0 φn

=

(
− φN+S+2

∑N+S+2
n=0 φn

)
· φn

∑N+S+1
n=0 φn
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We now have to show that:(
− φN+S+1

∑N+S
n=0 φn

)
· φn

∑N+S+1
n=0 φn

≤

(
− φN+S+2

∑N+S+2
n=0 φn

)
· φn

∑N+S+1
n=0 φn

Or equivalently:

− φN+S+1

∑N+S
n=0 φn

≤ − φN+S+2

∑N+S+2
n=0 φn

(5)

To show this inequality we need to substitute φn back into the equation:

− φN+S+1

∑N+S
n=0 φn

= −
µN+S+1

λN+S+1·∏N+S+1
i=1 min{i,N}

∑N+S
n=0

µn

λn·∏n
i=1 min{i,N}

= −
( µ

λ )
N+S+1

∑N+S
n=0 (

µ
λ )

n ·
[

∏N+S+1
i=1 min{i,N}
∏n

i=1 min{i,N}

] (6)

≤ −
( µ

λ )
N+S+1

∑N+S
n=0 (

µ
λ )

n ·
[

∏N+S+2
i=1 min{i,N}

∏n+1
i=1 min{i,N}

] (7)

≤ −
( µ

λ )
N+S+1

λ
µ ∏N+S+2

i=1 min{i, N}+ ∑N+S
n=0 (

µ
λ )

n ·
[

∏N+S+2
i=1 min{i,N}

∏n+1
i=1 min{i,N}

] (8)

= −
( µ

λ ) · (
µ
λ )

N+S+1

∏N+S+2
i=1 min{i, N}+ ∑N+S

n=0 (
µ
λ )

n+1 ·
[

∏N+S+2
i=1 min{i,N}

∏n+1
i=1 min{i,N}

]
= −

( µ
λ )

N+S+2

∑N+S+1
n=0 ( µ

λ )
n ·
[

∏N+S+2
i=1 min{i,N}
∏n

i=1 min{i,N}

]

= −
µN+S+2

λN+S+2·∏N+S+2
i=1 min{i,N}

∑N+S+1
n=0

µn

λn·∏n
i=1 min{i,N}

= − φN+S+2

∑N+S+2
n=0 φn

The inequality between 6 and 7 is explained by the fact that:

∏N+S+1
i=1 min{i, N}
∏n

i=1 min{i, N} =

∏N+S+2
i=1 min{i,N}

∏n+1
i=1 min{i,N}

∏N+S+2
i=1 min{i,N}

∏n+1
i=1 min{i,N}

· ∏N+S+1
i=1 min{i, N}
∏n

i=1 min{i, N}

=
∏N+S+2

i=1 min{i, N}
∏n+1

i=1 min{i, N}
· min{n + 1, N}

min{N + S + 2, N}

≤ ∏N+S+2
i=1 min{i, N}

∏n+1
i=1 min{i, N}

The inequality between 7 and 8 is explained by the fact that the term λ
µ ∏N+S+2

i=1 min{i, N}
is always positive, since λ, µ, N > 0. Therefore inequality 5 holds and Lemma 1 (4) is
proven.
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Lemma 1 will be useful for proving Theorem 1.

Proof of Theorem 1:

C(S + 1)− C(S) =

(
h(S + 1) + b

N

∑
n=0

(N − n)p(n|S + 1)

)
−
(

hS + b
N

∑
n=0

(N − n)p(n|S)
)

= h + b
N

∑
n=0

(N − n)
[

p(n|S + 1)− p(n|S)
]

(9)

≤ h + b
N

∑
n=0

(N − n)
[

p(n|S + 2)− p(n|S + 1)
]

(10)

=

(
h(S + 2) + b

N

∑
n=0

(N − n)p(n|S + 2)

)
−
(

h(S + 1) + b
N

∑
n=0

(N − n)p(n|S + 1)

)
= C(S + 2)− C(S + 1)

The inequality between 9 and 10 holds, because of Lemma 1. This proofs Theorem 1
(3) that the cost function of the BC is convex.

The convexity of the BC cost function will be very useful in proposing a method that
reduces the computation time for finding the optimal value of S, and still guarantees that
we find S∗, the number of spares in stock for which the operation costs are at its global
minimum.

Figure 1: Cost functions for two fleets with its own repair shops (BC)
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In Figure 1 an example of the cost function is shown. The convexity is very clear for
these two functions.

3.1.2 Search methods

The first method we propose to find S∗ uses the property of a convex function, that when
it starts increasing, it will never decrease anymore. The algorithm computes the costs
for every S, until the cost function value starts increasing. This means that the previous
iteration corresponds to the number of spares S at which the production costs are at its
minimum. The pseudo-code for this algorithm is as follows:
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Pseudo Code Base Case 1

Set C(0)→ inf
Set S→ 0
repeat

k→ S + 1
Compute C(S)

until C(S) > C(S− 1);
C∗ → C(S− 1)
S∗ → S− 1
Return S∗, C∗

In Figure 1 we show an example of the cost functions for two fleets (corresponding
to the first row of results in Appendix 7). If we use complete enumeration, and we set
Smax for both fleets at 20, 40 function evaluations have to be computed. Since the minima
are at S1 = 9 and S2 = 6, the algorithm we propose only uses 19 function evaluations.
Another advantage is that it costs more time to solve a system of equations when the
number of equations and variables increase. When S is large, there are more states in
which the system can be and therefore there are more variables and equations. Therefore
it is beneficial to compute the cost function only for small values of S, which is done in
the proposed method.

Another search method that is proposed is the Fibonacci search method. The Fi-
bonacci is similar to the well-known golden search algorithm, but is suitable for an inte-
ger function such as the cost function 2 in Section 3.1. The Fibonacci search algorithm is
a four point search method that shrinks a start interval iteratively wherein the minimum
of the cost function will be. In the end the interval consists of four function values and
the minimum will be searched over these four values, and S∗ will be the corresponding
stock to this minimum.

The advantage of this method is that function evaluations get reused, just as in the
golden search method, which saves computation time. The downside of this search
method is that it needs an upper bound. We did not look into how to find a upper bound
that guarantees that the minimum will indeed lie within the interval.

The pseudo-code of the algorithm is shown on the next page. We define Fi as the
ith Fibonacci number and Fn as the smallest Fibonacci number greater than the preset
upper bound. The new upper bound of the interval will be Fn, such that the minimum is
searched in the interval [0, Fn].
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Pseudo Code Base Case 2

Set L→ 0
Set U → Fn
Set CL, CU → inf
Set S1 → Fn−2
Set S2 → Fn−1
Compute C1 → C(S1)
Compute C2 → C(S2)
for j = 3, ..., n− 1 do

if C1 < C2 then
Set U → S2
Set CU → C2
Set S2 → S1
Set C2 → C1
Set S1 → L + Fn−j
Compute C1 → C(S1)

else
Set L→ S1
Set CL → C1
Set S1 → S2
Set C1 → C2
Set S2 = U − Fn−j
Compute C2 = C(S2)

end
end
if CL equals inf then

Compute CL → C(L)
end
if CL equals inf then

Compute CU → C(U)
end
Set C∗ → min({CL, C1, C2, CU})
Set S∗ to corresponding S
Return C∗, S∗

3.2 Central Repair Shop

In the Central Repair Shop case (CRS), all machines are repaired at the same shop, but
with a higher repair rate. For now we assume that µi = r · µBC

i . Since every machine
is repaired at the same shop, the state probabilities for every fleet are not independent
anymore. This means that the problem becomes much larger and costs more time to
solve.

Let us first define the vector n = (n1, n2, ..., nr), which states the number of functional
machines of every fleet. We also define vector S = (S1, S2, ..., Sr), which states the num-
ber of spares kept in stock per fleet. Our goal is to find the optimal vector S for which
the operation costs for the CRS are at its minimum. Therefore we need to minimize the
cost function, which is slightly different in the CRS compared to the BC, due to the de-
pendence between the fleets:
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C∗ = min
S

{
r

∑
i=1

Ci(S)

}
where,

Ci(S) = hi · Si + bi

Ni

∑
n=0

(Ni − n)pi(n)

The minimum costs depend on the scheduling policy that is used in the CRS. The
scheduling policy states which machine type is going to be repaired when not all ma-
chines are functional. Liang et al. (2013) propose the Myopic(R) policy, which is faster
than the optimal scheduling, and has a low cost difference with the optimal scheduling
policy.

3.2.1 Myopic(R) policy

The Myopic(R) policy chooses to repair the machine type first for which the cost differ-
ence relatively to its repair and breakdown rate, between repairing and not repairing this
machine is the largest. This cost rate difference is dependent on the number of type i
machines in stock in a certain state. Therefore we define xi as the inventory position of
machine type i. The cost difference rate is defined as follows for xi > 0:

∆cR
i (xi) = −bi

Ni+xi

∑
m=xi+1

pR
i (m) (11)

The probability pR
i (m) is the probability that m machines will break during the look

ahead time. The look ahead time in the Myopic(R) policy is the repair time. Liang et al.
(2013) show that for 0 ≤ xi ≤ m:

pR
i (m) =

Ni !
(Ni−m+xi)!

µi
λi

(Niλi)
xi

(Niλi+µi)
xi

∏m−xi
j=0 (Ni +

µi
λi
− j)

(12)

When xi = 0, there can be precisely Ni functional machines, or less. When xi = 0 and
there are exactly ni = Ni machines functional , the costs are defined as:›

cR
i (xi) = −bi ·

(Niλi)

Niλi + µi
(13)

When xi = 0 and the system is not fully operational, such that ni < Ni, the expected
downtime rate costs are defined as:

cR
i (xi) = −bi (14)

For every state n we can determine which machine has the lowest expected downtime

cost rate difference. The machine type that corresponds to this minimum for µi ·∆cR
i (xi)

λi
is

the machine that will be repaired in this state. As can be seen, we compensate for the
repair and break down rate in this fraction, such that we look at the relative downtime
costs. Since we now know which machine will be repaired in every state we can compute
the global balance equations:
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3.2.2 Global balance equations

To find the long-term state probabilities, we compose a system of equations.

The left hand side of the equation (first line) is the rate that the process leaves state
n = (n1, n2, ..., nr).

The first term of the right hand side (second line) is the rate that the process enters state
n = (n1, n2, ..., nr) by a break down of any of the machines.

The second term of the right hand side (third line) is the rate that the process enters state
n = (n1, n2, ..., nr) by a repair.

[
r

∑
i=1

λi(ni) + µ(n)

]
P(n) =

r

∑
i=1

[λi(ni + 1) · P(n + ei)] +

r

∑
i=1

[µ(n− ei) · Ii · P(n− ei)]

where ei is a unit-vector.

Where

λi(ni) = min{ni, Ni} · λi

is the failure rate of a type i machine given that there are min{ni, Ni} functional and active
machines.

Where

µ(n) =

{
µi, if not all machines are functional
0, otherwise

where i is the to be repaired machine based on the Myopic(R) scheduling policy in Sec-
tion 3.2.1.

Where

Ii =

{
1, if type i machine in function µ(.) is scheduled for repair
0, otherwise

At last we add the normalizing equation, such that the total probability equals one:

∑
n

P(n) = 1

We will solve this system by using the MATLAB function for solving a system of equa-
tions.
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3.2.3 Search methods

Intuitively the CRS cost function is convex, just as the BC cost function. When the multi-
ple stocks Si increase, the downtime costs are expected to be decreasing descending, and
therefore expected to be convex in S. The holding costs increase linear, so are convex in
S as well. Since the sum of two convex function is also convex, the the CRS cost function
has to be convex as well if the assumption on the downtime costs holds. We could not
prove this assumption for the CRS, since it is too complex for the time span we have.

Figure 2: Cost functions for two fleets sharing the same repair shop (CRS)

Therefore we checked this assumption by numerical experiments. In Figure 2 the
cost function is shown for the experiment corresponding to the first row of the results in
Appendix 7. As we expected we can see in both graphs clear convex behavior. Although
we do not know for sure if convexity holds in every case, we propose an algorithm which
will decrease the computational time drastically if this assumption indeed holds.

The algorithm is the same as the first proposed method in the BC for a given stock for
all the fleets except for fleet 1, so for a given S2, ..., Sr. This means the stop at first increase-
method is used in one dimension. In the other dimensions we use complete enumeration
to guarantee convergence to the Myopic(R) optimum.

If the cost function of the Myopic(R) is convex, this method will converge. Since we
have no proof of the convexity of this function, there is no guarantee that the optimal
vector S will be found. Therefore this algorithm is a heuristic for the Myopic(R) policy in
the CRS.

Another method we propose, is also based on the assumption of convexity in the cost
function. It is almost the same as the previous, but were we first only used the stop at first
increase-method in one direction, we will now use it in all directions. This method is also
known as the coordinate descent-method.

The algorithm will search for an optimal value for Si given Sj, ∀j 6= i ∈ R, where
R = {1, 2, ..., r}. We will use the line search method from Section 3.1.2 to find S∗i . When
the optimal value for Si is found, another direction i will be chosen, and another optimum
will be searched for along the new line. The process will repeat itself until no more
improvement is found. The algorithm will search in the following order of directions:
i = 1, 2, ..., r, 1, 2, ..., r....

A slight adjustment has to be notified according to the line search method, because
we used to start at the search at S0

i = 0, such that we only have to increase Si to find the
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minimum costs. Now that S0
i ≥ 0 in each line search, the optimum can be on either sides

of the current Si. We propose to first look if a decrease is found when Si is increased, and
if not so, we search in the other direction along the line.

The downside of this method that it does not guarantee convergence to the mini-
mum, even for convex functions. The upside is that this method will be faster since the
information from the previous line-search will be used in the next.

3.3 BC/CRS-equilibrium

In the BC there is one repair shop per machine type, and in the CRS there is only one
repair shop. This means that the CRS has more repairs to handle than the BC, since the
break down rate per shop in the BC is ni ·λi, ∀i, and in the CRS this rate equals ∑r

i=1 ni ·λi.
The CRS can only handle one machine at the time and the BC at most r different machines
at the same time.

For trivial reasons, the BC will therefore be lower in operational costs when µCRS
i =

µBC
i . Keeping the repair rates at the same in the BC and the CRS, does not make sense,

since you will just lose workforce. In Liang et al. (2013), they use µi = 2 · µBC
i , when

r = 2. Therefore we assume that they used α = r in µCRS
i = α · µBC

i . This makes sense
when for example in every shop there is an equal number of repairmen, and the types of
machines do not require a specific skill set. The total workforce is then combined in the
central repair shop resulting in α = r.

There are also a lot of reasons to argue the α = r assumption. For example, if a
machine type does need a specific skill to be repaired, combining workforce from other
repair shops in one central repair shop will result not in µi = r · µBC

i , since the work-
force from a repair shop j, where j 6= i, cannot repair machine i at the same rate as the
workforce from repair shop i.

Because the α = r assumption may be argued, we are going to look for which value
of α the operation costs in the CRS are equal to the costs in the BC. We will do this to
search over different values of α using the golden search method. For r = 2, we use the
initial interval of α = [1, 2], because at α = 1 the BC is preferred over the CRS and as
shown by Liang et al. (2013) the CRS is preferred when α = 2, with r = 2. Furthermore
the function we evaluate is the absolute value of the difference between the CRS and BC
operation costs ( f (α) = |CBC − CCRS(α)|, where CCRS(α) is the cost function of the CRS,
with µi = α · µBC

i ). Since intuitively we know the minimum of this function equals 0, the
stopping criterium we use is f (α) < 104. We also set the maximum number of iterations
on 25.

4 Results

Before we take a look at the results of the several , we have to introduce numerical exam-
ples. We will use the same instances as Liang et al. (2013) use. We consider a production
line with r = 2 fleets, with the following parameters:

• Setting h1 = 1, we consider the following holding cost rates for fleet 2: h2 =
{0.9, 0.7, 0.5};

• We consider the following down time cost rate to holding cost rations: b1
h1

= b2
h2

=

{20, 30};

• The fleet sizes are: (N1, N2) ∈ {(10, 5), (10, 10, (10, 15), (50, 25), (50, 50), (100, 50)};
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• When N1 = 10, 100 (N1 = 50), we set µ1 = 2 (µ1 = 1), and we consider µ1
µ2
∈

{2, 1, 2
3};

• As an approximate measure of the repair shop utilization, we set u = λ1 N1
µ1

= λ2 N2
µ2
∈

{0.45, 0.35, 0.25} corresponding to high, medium and low levels of repair shop uti-
lization.

This results in a total of 3× 2× 6× 3× 3 = 324 instances which have to be computed
for all methods. The results can be found in Appendix 7.

The results of these numerical experiments did agree with the results in Liang et al.
(2013), except for the coordinate descent-method. This is caused by the fact that it is a
heuristic that does not always converge to the Myopic(R) optimum. For that reason the
coordinate descent-method has its own cost and optimal stock columns in the tables with
results.

4.1 Base Case

When we use complete enumeration we have to set an Smax to find the optimal number
of spare machines. For the BC we used an Smax = 50 for both fleets, which we assumed
to be an arbitrarily large enough number.

In Section 3.1 we propose two search methods for finding the optimal stock S for the
BC making use of the convexity of its cost function. In Appendix 7 the extensive results
can be found.

To find out the performance of the method we look at the relative computation time
difference as a measure, where TCE is the computation time for using complete enumer-
ation, where TS is the computation time of the proposed stop at first increase-method, and
where TF is the computation time of the Fibonacci-method:

∆CE
S =

TCE − TS

TCE

∆CE
F =

TCE − TF

TCE

∆F
S =

TF − TS

TF

Table 1: Summary of BC results

min. (%) mean (%) median (%) max. (%)

∆C
S 8.9 86.2 91.5 93.9

∆C
F 61.11 83.1 84.3 99.4

∆F
S -1192.5 -11.2 4.6 29.6

Table 1 summarizes the relative performance of the search methods in the BC. The
results indicate that the proof of convexity makes it possible to decrease the calculation
time drastically.



4 RESULTS 14

4.2 Central Repair Shop

The computation time for the instances with N1, N2 being large, will be large, since the
number of variables and equations in the system of equations of Section 3.2.2 increases.
When we use complete enumeration we have to set an Smax to find the optimal number
of spare machines. Since we have limited time, we chose to look at the results of Liang
et al. (2013) and chose an Smax based on their findings. We decided that Smax

i should be
constant for a given Ni. The values for Smax

i can be found below.

(N1, N2)

(10, 5) (10, 10) (10, 15) (50, 25) (50, 50) (100, 50)

Smax
1 20 20 20 25 25 25

Smax
2 16 20 22 25 25 31

To determine the performance of the several search methods in the CRS while using
the Myopic(R) policy, we propose the following measures:

∆CE
S1 =

TCE − TS1

TCE

∆CE
CD =

TCE − TF

TCE

∆S1
CD =

TS1 − TCD

TS1

Here is TCE the computation time of finding the minimum while using complete enu-
meration again, TS1 the stop at first increase-method in one dimension and TCD the coordi-
nate descent method where the stop at first increase-method is used in every dimension.

Due to the time constraints not all results for the complete enumeration could be
obtained. The last 40 instances are not created. In 44 out of 324 cases the same minimum
as with the methods that did converge. These are therefore not included in the measures.
For the other two methods all proposed instances are obtained and therefore included in
∆S1

CD.

Table 2: Summary of CRS - Myopic(R) policy results

min. (%) mean (%) median (%) max. (%)

∆CE
S1 44.5 82.2 85.8 91.8

∆CE
CD 84.4 96.8 98.3 99.7

∆S1
CD 50.2 85.5 88.1 96.9

Table 2 summarizes the relative performance of the search methods in the BC. The
results indicate that the two heuristics save a lot of computation time.

The stop at first increase-method in one direction converged in for all instances, which
suggests that cost function for the CRS is also convex.

The coordinate descent method does not converge to the optimal stock S∗ for all in-
stances. In 44 out of 324 the method did not converge and higher costs were found. This
is caused by the fact that in some cases no improvement of costs could be found in any
direction i, but only in a direction where you adjust Si and Sj with i 6= j at the same time.



4 RESULTS 15

We only summarize the relative increase for the 44 instances that did not converge,
and not include the instances for which the coordinate descent method did converge. The
relative positive deviations from the minimum are summarized in Table 3.

Table 3: Deviation from the minimum costs

min. (%) mean (%) median (%) max. (%)

1.7 0.4 0.2 1.7

The results indicate that the coordinate descent method does not deviate much from
the minimum costs for the Myopic(R) policy and save a lot of computation time.

4.3 BC/CRS-equilibrium

To find the equilibria we used the stop at first increase-method, since it converges the
fastest to the Myopic(R) optimum. Due to time constraints, and the long computation
times, even for the stop at first increase-method, we did not compute all values of α. We
did compute alpha for (N1, N2) ∈ {(10, 5), (10, 10), (10, 15), (50, 25)}. The obtained val-
ues for α can be found in Appendix 7.

The average value of α equals 1.601. The results showed that their was a high cor-
relation between the utilization factor u and the equilibrium factor α. The correlation
between α and u equals 0.972. This is also shown in the scatter plot in Figure 3 and in
Table 4 we give the mean values of α for different utilization factors:

Figure 3: Scatter plot showing the relation between utilization rate and equilibrium factor

α

0.25 0.3 0.35 0.4 0.45

u

1.3

1.4

1.5

1.6

1.7

1.8

1.9
Repair shop utilization vs. equilibrium factor α  plot

Table 4: Mean alpha for different utilization rates

u 0.25 0.35 0.45

ᾱ 1.399 1.601 1.803
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5 Conclusion

We can conclude that due to the proof of convexity of the BC cost function smart search
methods can be used to decrease the calculation time significantly for finding the min-
imum production line costs. The stop at first increase-method performs better than the
Fibonacci search method in most of the cases, with a computation time decrease of re-
spectively 86.2% and 83.1%. The better performance of the stop at first increase-method
is mostly faster due to the fact that the optimal stock for the Myopic(R) policy is small
for most instances and therefore this method does not use many iterations to find the
minimum costs. Also, this method always converges to minimum costs. When a large
stock is needed for to assure minimum costs, the Fibonacci method is preferred. The dis-
advantage of the Fibonacci method is that a maximum possible stock has to be set. This
maximum number of spares is unknown, and therefore we do not know if the minimum
will lie in the preset interval [0, Smax]. The stop at first increase-method is therefore pre-
ferred. If there would be a method to estimate the optimal stock, a hybrid method could
be beneficial. Then the Fibonacci method will be used when the expected optimal stock
is large.

For the Myopic(R) policy we proposed two heuristics to find the minimum costs. The
first method will converge to the minimum if the cost function is convex, which seems
very likely according the results, because in all the proposed instances the method con-
verged. The average decrease in time is 82.2%. The second method we proposed has an
even smaller average computation time (a decrease of 96.8 %), but does not converge in
some cases (13.5%). The cost difference with the optimal value is on average 0.4% for the
not converged cases. This means that the loss is really small and therefore the coordinate
descent method has a great performance, since it saves lot of computation time. In Liang
et al. (2013) an average loss of 0.66% was considered as close enough to the optimum.
Due to this fast search method another 0.0005% is added, which can be considered as an
insignificant increase.

Finding the equilibria where the BC has the same costs as the CRS with the Myopic(R)
scheduling policy, has shown that the utilization rate is highly correlated with the factor
α. We think this is caused by the fact that a high utilization makes combining repair
shops less beneficial, and the assumption that a high factor α corresponds to the CRS
being a less profitable substitute for the BC. Combining shops with a high utilization is
less profitable since combining makes sense when the workforce in one shop can be used
for repairing other machine types. If the workforce is already occupied all the time with
repairing the machine type of its shop, it cannot be used for repairing other machines
types.

6 Discussion and further research

Although improvements are made, there are several limitations to this research. Due to
time constraints there was a lack code optimizing. This means that the computation times
could have been lower, influencing the result. On the other hand, it is expected that this
will reduce the computation times for all methods and that the relative difference will be
approximately the same.

Also, not all instances were considered in this research due to the same time con-
straint as mentioned before. This means that we cannot use our recommendations for all
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instances.
For the complete enumeration, Fibonacci- and the stop at first increase-method in one

direction for the CRS case, a maximum value for S had to be set before solving the prob-
lem. We did not find a way to find an upper bound for S such that convergence to the
minimum is guaranteed. In further research it will be useful to find a way to set an Smax

that assures convergence.
For the CRS we set Smax by looking at the results from Liang et al. (2013). This means

that if we had to choose Smax without this knowledge, and we would have chosen an-
other value, it could have been lower, meaning we would not find the minimum, or it
could have been higher and the computation time difference in Section 4.1 and 4.2 would
be even greater and the proposed stop at first increase-method in the BC and the coordi-
nate descent method in the CRS are even more preferred.

Another thing that has to be looked in, is what happens when the utilization increases.
The results suggest that the CRS will not be an improvement anymore when the single
repair shops have a higher utilization, since the factor α might be greater than 2 when the
utilization factor for the single repair shops increase.
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