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Abstract
This research investigates whether a certain volatility state on the WTI market for crude oil, either the current one or one in the near-future, can be explained using a switching-regression model. Focusing on weekly data over 2000-2015, four fundamental factors - the S&P 500 index, the rolling-month NYMEX gold future, the Baltic Dry Index, and the US Dollar Index – and the rolling-year WTI spread, the more technical factor, are used as explanatory parameters. While separate analyses of the impact of fundamental or technical factors on the crude oil price respectively have been performed before, this research is, to the author’s best knowledge, the first in combining both types of factors into one model related to crude oil volatility. Based on the results of this research, the following can be concluded: simultaneous changes in simultaneous deviations in the rolling-year WTI futures spread, S&P 500 and US Dollar Index seem to increase the probability for a certain WTI volatility state, both the current one as well as the one for next week. For the current state, a simultaneous absolute deviation in these three parameters larger than 2.74 percent significantly increases the chance of a volatility switch in the current period. Furthermore, a simultaneous return larger than 3.10 percent now will significantly increase the chance of a volatility switch in the next period. These results could significantly improve risk management on the crude oil market. The outcome from the lagged model is particularly useful as it provides market participants with the probability of risks affecting their investments in the near-future based on the current developments on connected markets.
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Introduction

By the time this research started, around January 2016, WTI crude oil prices were settling at decade-low prices for front-month delivery; the result of a steady price decline, which started from a post-financial crisis high in 2014. Since then, in just a few months’ time, prices have increased by no less than 80 percent – with analysts’ expectations still remaining bullish.

During the 21st century, the market for crude oil has experienced multiple of these price swings. These developments have a significant impact within all levels of the economy, which makes the topic of this research, identifying certain factors which increase or decrease the probability of a particular volatility state on the crude oil market, highly relevant. Fundamental factors such as the supply-demand relationship, or market factors like the gold price, the state of the world economy, and the stock market could be responsible. On the other hand, the financialization of the crude oil market through futures contracts has introduced speculative behaviour to the market, driving prices away from their fundamentals. Analysing these seemingly irrational pricing patterns could also provide useful information.

While separate analyses of the impact of fundamental or technical factors on the crude oil price respectively have been performed before, this research is, to the author’s best knowledge, the first in combining both types of factors into one model related to crude oil volatility. For the period between 2000 and 2015, this research is designed to answer the question as to what drives oil prices movements in the short-term. Specifically:

Is a combination of fundamental and technical factors able to predict, or at least explain, a certain state of volatility on the WTI crude oil market, either the current or one in a future period?

Four fundamental factors - the S&P 500 index, the rolling-month NYMEX gold future, the Baltic Dry Index, and the US Dollar Index – and the rolling-year WTI spread, the more technical factor, will be used as explanatory parameters. Here, the combined impact of the spread, the S&P 500 and the US Dollar Index on the WTI volatility state is expected to be the most significant. As a proxy for this volatility, the 5-day forthcoming standard deviation in returns of the rolling-month WTI futures contract will be used.

As mentioned earlier, the covered period is one with significant high and lows, both for the input parameters as well as in terms of the price and volatility of the WTI crude oil contracts. Hence, one could expect structural breaks in the relations between the aforementioned factors and crude oil. In order to account for this, a two-state volatility switching regression model will be used. The two states describe

---

1 For instance, between the start of 2004 and mid-2008, prices more than quadrupled from $32 to $145, while December of that same year settled at $37. This was followed by an average price of around $100 over 2011-2014, before settling in 2015 close to $35.
a high- and a low-volatility state, where probabilities are attached to the impact of deviations in the earlier-mentioned factors on the current and future state of WTI volatility. Essentially two models are estimated, one for the current state of the volatility based on current deviations in the assessed input factors and another the current impact on WTI’s second moment resulting from previous period’s changes in fundamentals and the rolling-year spread. The latter result could be particularly useful as it provides market participants with risks affecting their investments in the near-future.

**Based on the results the following can be concluded:**

- Simultaneous changes in BDI or the rolling-month NYMEX gold future, as part of a combined model with the rolling-year WTI spread, the US Dollar Index and the S&P 500, do not seem to have a statistically significant impact on the volatility state of the WTI rolling-month future, neither the current one nor the one for next period.

- On the other hand, simultaneous deviations in the rolling-year WTI futures spread, S&P 500 and US Dollar Index seem to increase the probability for a certain WTI volatility state, both the current one as well as the one for next week.

- For the current state, a simultaneous absolute deviation in these three parameters larger than 2.74 percent significantly increases the chance of a volatility switch in the current period. Furthermore, a simultaneous return larger than 3.10 percent now will significantly increase the chance of a volatility switch in the next period. These measures are at least significant at the ten-percent level, most even at the one-percent level.

This research has the following structure: the following section provides a comprehensive overview of the existing literature on the inefficiencies in the crude oil market which form the basis for this research, the theoretical relations between the aforementioned fundamental and technical factors and the crude oil market, and the appropriate methods to forecast and analyse volatility. The second section describes the data, section 3 the methodology and in section 4 the main results will be analysed.
Literature review

As mentioned earlier, the focus of this research is contributing towards a better understanding of the price dynamics on the crude oil market, developments in crude oil’s volatility in particular. Specifically, if and how historical and current data can be used in order to effectively predict future prices movements. Bettman et al. (2009), among others, emphasize how finance professionals, both academic and commercial, roughly rely on two approaches towards tackling this type of research problem: an analysis based on underlying fundamentals which influence the instrument’s dynamics: the fundamental approach, or, in apparent contrast, one which assumes the explanatory and predictive power of the asset’s characteristics itself: the technical approach.

The limitations of Nobel laureate Fama (1965)’s well-known efficient market hypothesis are the point where fundamentalists and technicians meet each other, as will become apparent below. The proposition of the efficient market hypothesis in its strongest form (Fama, 1991) has significant associations with the random walk theory; the idea that the price of an asset, at any point in time, is as likely to decrease as it is to increase (Samuelson, 1965). Combined, their statement is as follows: if markets are efficient, the flow of information unhampered and new information immediately reflected in asset prices, then tomorrow’s price change is a mere reflection of tomorrow’s news and thus unaffected by today’s variations. Given the randomness and unpredictability of news, price changes therefore must be a purely random and unpredictable process as well (Malkiel, 2003). As a consequence, any research or analysis, on finding unbiased predictors for futures prices, including this one, is pointless, since this is based on the absence of total randomness and hence the very notion of market inefficiencies and some predictability (Harrington, 2003). Or, as Malkiel (1973) puts it: “a blindfolded chimpanzee throwing darts at the Wall Street Journal could select a portfolio that would do as well as the experts.”

While the strong-form efficient market hypothesis as described above may hold for certain markets, the proposition that markets, and their participants, are efficient and unpredictable by nature has been contested heavily (e.g. Summers, 1986; Lo and MacKinlay, 1999; Zunino et al., 2010). Fama seemingly (1991) acknowledges this by roughly subdividing the aforementioned efficient market hypothesis in three categories: strong – the one discussed above -, medium, and weak. Under the weak form, all past price movements have already been incorporated in current prices, making technical analysis redundant. The same applies for fundamental analysis under medium-form efficiency where all publicly available information is priced-in as well. The strong form even prevents profitable insider trading, since under this presumed level of market efficiency even private information is reflected in the market prices next to historical and public information. Hence, for this research it is of great relevance to get a better understanding of the relative efficiency and predictability of the oil market, since this determines the most effective approach towards tackling the aforementioned research problem.

---

2 For instance, price patterns, whether a forward premium exists, or the market is in contango or backwardation.
First of all, what are these so-called inefficiencies and how do they arise? Peters (2003) distinguishes between rather simple and more complex inefficiencies. The former type is mainly based on a market participant having information which no one else has. The value of this information should be readily apparent to the participant and allow him to retrieve a risk-free return; in the sense that it creates a short-term momentum which lasts until the information gets public and arbitrage removes the opportunity. Kahneman and Tversky (1973) indeed show that people tend to react uniformly to an unambiguous situation like the one described above, hence the medium-strong efficient market hypothesis is expected to hold for simple inefficiencies: in the long run such an inefficiency should be eliminated. Consequently, this is the type of inefficiency which is used as proof by proponents of the efficient market hypothesis (e.g. Malkiel, 2003). On the contrary, one can observe inefficiencies which are more complex in nature. The basis for this type of inefficiencies is the subjective interpretation of publicly available information, which is mainly caused by heterogeneity, and hence disagreements, among market actors (Peters, 2003). This leads to situations where actors take ambiguous factors as facts, or objective circumstances as ambiguous; inefficient behaviour. In terms of characteristics these inefficiencies are the total opposite of simple ones: they are unable to produce risk-free returns, cannot be arbitraged away and therefore, in general, are long-term in nature (Dorner, 1996). Ergo, this is the type of inefficiency which provides arguments to opponents of the efficient market hypothesis.

Using the opposite of the aforementioned theory of Samuelson (1965), the inefficiencies described above could give rise to a certain level of predictability (Eom et al., 2008). A significant amount of research has been dedicated to other common predictable asset features. Mandelbrot (1963), for instance, was the first to show that small moves and large moves (of either sign) in financial asset returns tend to form clusters. Hence, a volatility move today will largely influence - expectations of volatility for multiple future time periods. The bandwagon effect (Shiller, 2000; Kaizoji, 2000; Brown & Cliff, 2004) amplifies this proposition. Its argument, in short, is that asset returns predict future sentiment. As a consequence, increased bullishness (bearishness) can be expected after a market rise (fall). Verma and Verma (2007) reify this statement with their main findings that this effect is assumed to be greater (smaller) when the market is in contango (backwardation), and that the effect can be found for individual investors but not for institutional ones. Their second finding may be explained by the fact that institutional investors have superior knowledge over individual investors. In other words: not all information is public information and individuals seem to follow institutional investor sentiment and not vice versa (Verma & Verma, 2007). The clustering of an asset’s second moments also implies that a certain period of high (low) volatility will be followed by a respective rise (fall) in volatility. According to Engle & Patton (2001), and in line with the preceding statement, there is a trend of mean reversion in volatility, meaning there is a normal level of volatility to which the long-run volatility level should always return.

The inefficiencies and predictable patterns described above are mainly related to the behaviour of the financial assets or the market actors rather than to the markets itself. Hence, these observed
patterns should be found on most financial asset markets where these actors are active, and variations in levels of efficiency between markets should be mainly due to differences between these markets’ characteristics. For instance, it has been shown that emerging markets operate at lower efficiency levels compared to more developed ones (Beben & Orlowski, 2001; Di Matteo et al., 2003). Knowing this, what does empirical evidence say about the predictability of crude oil markets, the WTI market in particular?

A significant amount of research has been dedicated to assessing the short-term efficiency of crude oil markets. Alvarez-Ramirez et al. (2010), for instance, using detrended fluctuation analysis (DFA) to account for non-stationarity, find too many deviations from random walk behaviour on the WTI spot market, thus emphasizing its short-term inefficiency. Their results are supported by Wang et al. (2011), following the same statistical method, who argue that WTI spot prices are not efficient when the considered time horizon is less than a month; Alvarez-Ramirez et al. (2002) even scale this down to an order of days to weeks. Also, a series of papers has been focusing on long-term crude oil market efficiency. Alvarez-Ramirez et al. (2008), although finding evidence of time-varying autocorrelation for one-month horizons rejecting the random walk hypothesis, find results consistent with the efficient market hypothesis for long time horizons. This last result is supported by Serletis and Andreadis (2004) for daily observations of WTI spot prices over 1990-2001. Lean et al. (2010), using a stochastic dominance approach, robustly find no arbitrage opportunities between WTI spot and futures prices. Tabak and Cajueiro (2007), who find weak-form efficiency for Brent oil but no efficiency for WTI and attribute this to different levels of regulation on both markets; less regulation being associated with higher levels of efficiency, with a visible trend of deregulation. Their results, however, following (Lo, 1991) are prone to biasedness since the R/S method used is relatively trend-sensitive to short-term dependencies. Wang and Liu (2010), though, accounting for non-stationarity through DFA, also conclude that crude oil markets have become more efficient over time. Several authors, in turn, have linked the crude oil market to other markets. Narayan et al. (2010), for instance, emphasize the relationship between the markets for gold and crude oil. Since investors hedge their investments through the gold market, and the oil market presumably predicts the gold market and vice versa, this should lead to inefficiencies on both markets. Kristoufek and Vosvrda (2014) find that commodity futures in general are predictable in the short-term but return over the long-run to their fundamental value, which differs from earlier-found results on stocks indices (Kristoufek and Vosvrda, 2013).

Perhaps a proposition in Graham and Dodd (1965) is the best summary of the above: market prices may be a voting system in the short run, but a weighing system in the long run; true value will win out in the end. A preliminary conclusion at this point should be that the crude oil market seems to be relatively predictable, but empirical evidence also reveals time-varying efficiency. Given this, could fundamental or technical analyses, or maybe a combination, then be able to forecast this “true value?”
Fundamental analysis

The first section provided a rather brief description of the fundamental approach, as it mainly served to create ground for this type of analysis. The foremost objective of any fundamental research related to finance is identifying factors driving the price of a certain asset, and possibly using these in order to forecast its future price movements (e.g. Wafi et al., 2015). The underlying assumption being made here is that past and current observations have at least some predictive content, which can only be true if the aforementioned random walk hypothesis does not hold. These factors could range from obvious traditional ones such as supply and demand to more undisclosed relationships such as the aforementioned co-movement between prices for gold and crude oil resulting from hedging activities (Narayan et al., 2010). The respective contribution to the asset price of each factor is expected to vary in absolute terms, but could also fluctuate over time (Fleten et al., 2015; Huismans & Kilic, 2015). The latter feature in particular is of utmost importance to this type of analysis, since an assumption of constant contribution over time of each factor could lead to significantly incorrect predictions if fundamentals exhibit time-varying significance. Related to the crude oil market, for instance, it has been argued that, as a result of globalization and financialization of the crude oil market since the early 2000s, market prices are no longer only determined by forces of supply and demand but rather by a range of fundamentals as a financial concept (Fan & Xu, 2011). A more recent development on the crude oil market is the significant drop in the production costs of shale oil, which has led to a sharp increase in terms of supply of this oil type. Fan and Xu (2011), in their search for what has driven oil prices since the early 2000s, merely classify fundamental drivers of the crude oil price in three categories: 1) the basic supply-demand relationship, and frictions related to this; 2) geopolitical events; and 3) the financialization factor: market factors which have become increasingly related to the oil market such as stocks, gold, speculation and exchange rates.

Supply and demand

Hamilton (2008) notes that the WTI price behaviour over the period between 1970 and 1997 could be broadly explained by supply and demand forces and their respective low price-elasticity. Sornette et al. (2009) even argue that supply and demand were the main price drivers of crude oil until 2006; beyond this period, speculation cannot be ruled out and the predictive power of the supply-demand relationship sharply decreases. Nevertheless, even though more recent oil prices show significantly different characteristics: high levels of volatility and sensitivity to new information, as well as great variations in the short term (Askari & Krichene, 2008) and their importance seems to have declined, supply-demand shocks appear to remain the main drivers of oil price swings (Lombardi & van Robays, 2011). In line with Fan and Xu (2011), the Baltic Dry Index (BDI) will be chosen to capture fundamentals of supply and demand, short term variations in particular. BDI is preferred over other data sources since this index is published on a daily basis, thus providing enough opportunity to capture any short-term fluctuation on the crude oil market.
**Geopolitical events**

A significant amount of the oil production takes place in relatively unstable geographic regions. A conflict situation there could lead to drops in the crude oil supply, hence increasingly unstable oil prices.

**Financialization**

Prior to the early 2000s, commodity returns showed negligible correlations with stock markets (Gorton & Rouwenhorst, 2006), little co-movement among each other (Erb & Harvey, 2006), and even provided a risk premium for idiosyncratic risk (Bessembinder, 1992; de Roon et al., 2000). This is in sharp contrast with the price dynamics of the typical financial asset: solely a premium for systematic risk, and high levels of correlation with other indices and each other (Tang & Xiong, 2012). Since then, the crude oil market, like most commodities, has become increasingly interconnected with other financial markets as a result of financialization, thereby increasingly behaving like a typical financial asset (Büyükşahin & Robe, 2011). Indeed, Hamilton and Yu (2011) provide evidence that the risk premia on crude oil futures have dropped significantly since 2005. It has also been argued that the increased participation of hedge funds and institutional investors accelerated the aforementioned interconnectedness (Teo, 2009).

Knowing there is a certain degree of interconnectedness between crude oil and other markets, what are their dynamics, and could these be used in a fundamental analysis in order to predict future oil price movements? Fan and Xu (2011) provide two theories regarding the presumed connection between oil prices and the stock market, which at the same time unambiguously emphasize the aforementioned time variation in fundamentals. (1) In line with Campbell et al. (1998), the effect of the stock market on the oil price depends on the macroeconomic situation. When stock markets become a proxy for the state of the world economy, a positive relation between stocks and crude oil will exist; a higher state of the world economy being associated with more demand for fossil fuels. This has been tested by Kyrtosou et al. (2016), who conclude that the variations in the S&P 500-index drove short-term expectations on the crude oil market since the early 2000s. (2) On the contrary, if stocks lose value, investors seeking safe havens could turn to the crude oil market, which will increase the crude oil price, hence creating a negative relation between both asset types. Further, there is the natural relationship between the crude oil price and the US dollar (USD) exchange rate, since the oil market is settled in USD. This creates a negative relationship between them, a depreciation of the USD being associated with an increase in the crude oil price; in the short run, but also in the long run (e.g. Reboredo et al., 2014).

Lastly, and perhaps one of the most significant developments on the crude oil market since the early 2000s is the presumed speculative behaviour which has entered the market, thereby significantly influencing price dynamics. Following, Li et al. (2016), the rationale behind speculation is as follows: if prices are on the rise (in decline), speculators tend to take long (short) positions in order to profit, thereby amplifying price movements. The authors find an increase in speculative behaviour in more recent periods. Kaufmann (2011) attributes the sharp increase in the crude oil price in 2007-2008 to both
market fundamentals as well as speculative pressure. The author provides three reasons for this proposition: 1) private US crude oil inventories sharply increased after 20 years of steady decline; 2) cointegration between spot and far-month prices broke down, inconsistent with the law of one price; and 3) the failure of predictive models solely based on fundamentals. Speculative behaviour could be based on certain expectations regarding the developments of other fundamentals, thereby leveraging the effects these other factors presumably have on the crude oil price, leading to more significant price shocks.

Based on the findings of Kaufmann (2011), the third one in particular, this research will use the complementary power of a fundamental analysis and the technical approach. This is in line with Bettman et al. (2009), who conclude that while the fundamental approach and the technical approach respectively could explain parts of an asset’s price dynamics, a combination of both produces superior results. It is also supported by a questionnaire among financial traders in Hong Kong by Lui and Mole (1998), who find that more than 85 percent of the participants rely on a combination of both types of analysis. Their questionnaire also reveals for short-term decisions there is a sheer skew towards the technical approach. On the contrary, technical analysis has been held accountable for excess volatility on stocks and bond markets, as well as being single-handedly responsible for the 1987 stock market crash (Shiller, 1989). Wong (1993) argues it can create excess reactions on the market in general, without any fundamental reason. Based on these two findings, it could very well be that technical analysis is, at least, a contributing factor to crude oil prices driving away from the fundamentals, as it introduces non-fundamental input to the market. Since this is suggested to be quite a recent trend, given financialization and the changes it brought to the market since the early 2000s, it seems very relevant to add technical factors to the model, thereby combining the explanatory powers for both a fundamental and a technical approach to price developments on market for crude oil.

**Technical analysis**

Recall that the technical approach uses factors like momentum and the spot-futures spread of an asset in order to predict future movements rather than the aforementioned exogenous – fundamental – factors (Lam, 2003). Traditionally three theories exist regarding the relationship between the current and future price of a commodity, the spread which could exist between the two in particular. The first theory points at the *risk premium* for non-diversifiable risk. In its classic form, under normal backwardation (contango), an arbitrageur who takes the long (short) position may require a futures price below (higher than) the expected future spot price, hence a premium, from a commercial producer, the hedger (Keynes, 1930). As mentioned earlier, these risk premiums used to be relatively large on the market for crude oil but have experienced a dramatic drop since 2005, as per Hamilton and Yu (2011). The authors point at the increasing involvement, and hence buying pressure, of financial investors in oil futures, which has caused the receiving side of the risk premium to shift from the long to the short side of a futures contract.

Specific to a commodity market like the one for crude oil, one could think of another theory regarding the spot-futures spread base on the fact that crude oil is an exhaustible resource. Hotelling
(1931) proposes a theory where the net price of such a resource should rise over time at the rate of interest; in other words, a natural contango market. However, as pointed out by, among others, Litzenberger and Rabinowitz (1995), crude oil futures are often below spot prices, i.e. in backwardation; which is the exact opposite of the aforementioned situation. The authors, approaching oil wells as if it were call options, show that (1) crude oil is only produced if discounted futures prices < spot prices; and 2) strong backwardation materializes if future price volatility is sufficiently high.

The last theory describes the spread between spot and future delivery prices as a function of the opportunity cost related to the commodity’s storage, the actual storage costs, and the convenience yield of holding the commodity for a certain period of time (Kaldor, 1939; Working, 1948). The basis for this theory of storage, as discussed by the authors, is that, at time t, one has two options in order to end up with one unit of a certain commodity at t+1: buy the commodity unit on the spot market and store it for one period, or buy a futures contract for delivery of one unit at t+1. As a result of forces of arbitrage, the price of the futures contract then has to equal the spot price raised with the implied liabilities and benefits of commodity storage. The liability in this case is the opportunity costs of holding the commodity, which roughly equal the interest rate; the benefit is derived from the added flexibility of additional commodity stock which could help the storing party to more easily adjust to sudden demand-supply volatility. Hence, the theory of storage arguably breaks the spot-futures spread down to merely a function of the interest rate and the convenience yield; an increase (a decrease) in the spread resulting from a rise (fall) in the interest rate and/or a declining (ascending) convenience yield. The findings of Knetsch (2006) confirm this latter proposition. The author even concludes that, between 1993 and 2005, the convenience yield outperformed the rolling-year futures prices in forecasting prices for delivery one year from now.

The aforementioned dramatic drop in risk premiums since 2005 (Hamilton & Yu, 2011) has been accompanied by the earlier-mentioned high levels of volatility on the crude oil market (e.g. Askari & Krichene, 2008). This seems rather contradictory. Furthermore, the exhaustible resource proposition seems to have become less relevant as a result of the discovery of new oil sources such as shale oil as well as cheaper production methods (Huisman & Kılıç, 2015). Hence, this paper will take the theory of storage as the basis of the technical analysis. It will herewith follow the line of thought as postulated by Ng and Pirrong (1994), in the sense that if: 1) inventories fall relative to demand, and 2) the elasticity of the industry marginal production cost decreases, this will result in an increase in the interest-and-storage adjusted spread. If both 1) and 2) hold, this will lead to a more inelastic supply curve, which should, according to microeconomic theory, in turn, lead to higher commodity price variation. Hence, an increase in the spot-futures spread should lead to higher price volatility, and vice versa.

Now that the presumed price drivers, both from a fundamental as well as from a technical point of view, both in the long run as well as the short run, and certain characteristics of the crude oil market have
become apparent and can be accounted for, appropriate statistical methods for predicting future price movements/volatility have to be chosen.

**Forecasting oil price volatility**

At this point, this research tries to find out whether the spot-futures spread combined with a set of fundamental factors presumably driving oil price developments could be an unbiased estimator for future crude oil price volatility, and the correct statistical method for doing so. It is of great importance that the statistical method meets the data, in the sense that it accurately captures certain known characteristics of the asset it describes.

As noted by Andersen and Bollerslev (1997), volatility is time-varying and predictable. Also, a set of common features of financial asset volatility can be observed. First of all, the aforementioned volatility clustering and mean reversion properties of financial assets in general (Mandelbrot, 1963; Engle & Patton, 2001). Indeed, Charles and Darné (2014) state that WTI prices exhibited significant degrees of volatility clustering in 1985-2011, periods of relatively high volatility being followed by periods of relatively low volatility. However, Ozdemir et al. (2013) do not find a trend of mean reversion for crude oil markets between 1991 and 2011. Two additional characteristics financial assets have in common have been discussed extensively in the literature: the leverage effect, and fat tails in the distribution. The leverage effect describes the asymmetrical effect on the conditional volatility of positive and negative shocks respectively, as first noted by Black (1976); negative shocks arguably having a more significant impact on the asset’s volatility. Wei et al. (2009) find mixed results for the leverage effect on the crude oil market for a dataset covering 1992-2009. Between this period, Brent prices seem to contain significant leverage effects. WTI prices on the other hand only show this effect when an EGARCH model is used. The fat-tails property of financial assets indicates an unconditional volatility distribution where more observations are found in the lower and the upper tail of the distribution than what would be assumed under a normal distribution. Reboredo (2014) indeed finds fat tails in the distribution of multiple crude oils between 1997 and 2010. Pointing at the high observed kurtosis statistic for WTI, Brent, Dubai and Maya, the author states that extreme price changes occurred at a higher frequency when the return distribution showed fat tails.

Knowing that volatility clustering and fat tails are the most significant of the aforementioned asset characteristics on the WTI crude oil market: how could one incorporate this knowledge in a statistical model? Traditionally, the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) has been the bread and butter for a significant amount of the research on modelling conditional volatility. It was first proposed by Bollerslev (1986) after the pioneering ARCH model of Engle (1982). Both models are built on the assumption that financial time series tend to exhibit high degrees of heteroscedasticity (Officer, 1973). By incorporating this feature into the conditional second moment, the ARCH model was the first to actively account for fat tails in the distribution. The model, however, had some significant drawbacks. For instance, the large number of parameters needed in order
for it to work. GARCH was an improvement to the ARCH model, in the sense that it did not have this drawback, while incorporating mean reversion and being relatively easily to modify in order to account for specific other data characteristics (Bollerslev et al., 1993).

The GARCH model, or GARCH(1,1), though, also seems to have some important shortcomings. Engle and Patton (2001), for instance, point at the fact that GARCH(1,1) does not distinguish between positive and negative shocks as it takes the squares of volatility moves rather than their positive and negative amounts, thereby ignoring the aforementioned leverage effect. Lamoureux and Lastrapes (1990), in turn, state that the high predictability of volatility shocks implied by the GARCH model may be spurious as a result of regime shifts or structural breaks. Solutions to both drawbacks respectively have been proposed since the model’s establishment. Nelson (1991)’s EGARCH model, for instance, logs the conditional volatility differently across regimes; thereby allowing for the different signs, and hence heterogeneity in volumes, volatility shocks could have. Furthermore, as the impact of regime shifts is arguably the largest in the short-term, Marcucci (2005) advises to add Markov regime-switching features to the GARCH(1,1) in order to account for this in the short-term volatility forecast, while keeping the original model for forecasting long-term volatility - both based on performance results.

Specifically to the crude oil market, a significant amount of research has been conducted on the performance of certain models and the implications of regime shifts (e.g. Wilson et al., 1996; Fong & See, 2002; Vo, 2009; Zhang & Zhang, 2015). These papers indeed show that on the market for crude oil, the significant degree of persistence in volatility shocks implied by the GARCH model is caused by regime shifts. Moreover, Wilson et al. (1996), argue that sudden volatility shifts are among the most significant factors of the market, and therefore definitely should be accounted for. Fong and See (2002) use these arguments as a starting point to test a general regime-switching model without GARCH effects and conclude this significantly reduces volatility clustering for the covered period of 1992-1997. The authors ascribe this to regime shifts dominating ARCH effects on the market for crude oil, and hence, a regime-switching model should be more effective than a GARCH model. These finding are supported by Vo (2009), who compares the predicting powers of four different statistical models for the WTI market between 1986 and 2008, among which the GARCH model and the Markov switching model with constant variance. The author concludes that, although dependent on the chosen evaluation criteria, the Markov switching model outperforms the other models.

In line with these propositions, this paper will use a regime-switching model. Fong and See (2002) have some interesting additional findings from using such a model on the crude oil market. The authors make the probability of a regime switch dependent on the spot-futures spread, as a proxy for supply-demand shocks, and find that the impact of variations in the spread on future volatility is larger in periods of significant demand shocks, thereby supporting the aforementioned assumptions regarding the theory of storage of Ng and Pirrong (1994).
Preliminary conclusion
As mentioned earlier, the limitations of the efficient market hypothesis as noted by Fama (1965) mark the starting point of both the fundamental and technical analysis. Indeed the crude oil market seems to contain certain inefficiencies, both in the short-terms as well as the long-term, where prices drift away from their fundamentals. Hence, fundamentals like the supply-demand relationship, and market factors such as the USD exchange rate, the gold price, and the stock market only seem to partially explain the price movements on the WTI market. The increased financialization of the crude oil market since the early 2000s and the presumed speculation which has come with this trend could have played a significant role here. Technical analysis, through the spot-futures spread in particular, could fill this explanatory gap in a volatility forecasting model. In order for such a forecast to be accurate, tomorrow’s prices should not only be dependent on today’s news; but rather be a function of certain market fundamentals as well as technical factors. Crude oil prices do not seem to follow a random walk, as explained by certain properties of the asset itself; the presumed existence of volatility clustering and fat tails in particular. Volatility clustering seems to be more important than fat tails on the crude oil market, as indicated by regime-switching models outperforming the GARCH model. Hence this research will use a switching-regression model in order to forecast future oil price movements based on a set of fundamentals and technical factors.

Preliminary hypotheses
1. A combination of the fundamental and the technical approach has superior predictive power compared to separate analyses.
2. The data, weekly WTI prices between 2000 and 2015, will contain different volatility regimes. Hence the decision to use a regime-switching model.
3. The fundamentals will show time-varying significance, following Fan and Xu (2011).
4. The rolling-year WTI futures spread will be the most obvious determinant for the probability of a volatility regime switch. The fundamentals (the S&P 500 index, the NYMEX rolling-month gold future, the Baltic Dry Index, and the US Dollar Index) will merely function as leverage for the predictive power of the model all together.
Crude oil data, technics and fundamentals
The preceding section described the theoretical and empirical relationship between the aforementioned set of technical and fundamental factors and the crude oil price. This research will use fifteen years of weekly data over the period 2000-2015, for a total of 832 observations, to further investigate this relationship. Specifically, whether a combination of both types of factors is able to predict future oil price movements. The following chapter will function as a justification as well as an overview of the data which are used for this research, the one thereafter will elaborate on the methodology used throughout this research in order to assess this.

WTI crude oil price
2000-2015 has been a period of significant highs and lows for the crude oil price. Fan and Xu (2011) assigned labels to certain subsets of this time range: 2000–mid-2004 is described as relatively calm, mid 2004–mid-2008 as a period of “bubble accumulation” and mid-2008–early 2009 as the time where the global financial crisis took place. I would like to add two more descriptions in order to partially cover the remaining period between 2009 and 2015 based on the figure below: a period of post-crisis recovery between 2009 and mid-2011, and one characterized by a fierce battle for market share between OPEC and the USA starting mid-2014 and still ongoing by the end of 2015.

Figure 1 and 2 – WTI front-month: weekly prices and returns, 2000-2015

Although the returns on the rolling-month’s WTI contract play a significant role in this paper, the main focus will be on predicting its price volatility. Specifically, whether the earlier-mentioned fundamentals and technics are able to predict oil’s second moment. For instance, could a deviation in one or more of these factors help to foresee a switch from a relatively low-volatility state to a high-volatility one? Before this paper turns to the methodology behind this assessment of volatility movements in the next chapter,
and the actual analysis in the one thereafter, the remainder of this section will be used to both establish definitions with respect to oil price volatility and the input parameters as well as a set of respective hypotheses.

WTI crude oil price volatility
This research takes the variation in the returns of the WTI contract for front-month delivery as a measure of crude oil price volatility. The concerning contract has been chosen due to its relative proximity to the fundamental and technical data at any time \( t \). Consequently, this paper follows the proposition of Fong and See (2002) and Marcucci (2005) that volatility switches are expected to be the most significant in the short-term.

Since the focus is on predicting future volatility, at any point in time, the standard deviation in returns related to the front-month contract for the forthcoming 5 trade days will be used in order to calculate the volatility measure:

\[
\sigma_{t+5} = \sqrt{\frac{1}{5} \sum_{i=1}^{5} (r_{t+i} - \bar{r})^2} \quad \text{where} \quad r_t = \ln \left( \frac{P_{\text{front-month}}}{P_{\text{front-month}_{t-1}}} \right) \quad \text{and} \quad \bar{r} = \frac{1}{5} \sum_{i=1}^{5} r_{t+i} \quad (1)
\]

The selected range should be both long enough in order to accurately measure price volatility while also being short enough to still be able to capture the assumed short-term effects of the input on the volatility. The method above results in the following figure:

**Figure 3 – WTI front-month: weekly forthcoming price volatility, 2000-2015**

The highs and lows in the WTI price as shown in figure 1, indeed as expected, result in a similar volatility pattern. Moreover, there seems to be great variability in volatility between periods; high and low states of volatility seem relatively easy to distinguish. Two periods of high volatility stand out: the global financial crisis and the price war between OPEC and non-OPEC. Another striking feature is the peak around mid-2002, and another by the end of 2003, within a period which Fan and Xu (2011) label as relatively calm.

With the definition of WTI volatility being established, the next section will elaborate on the remaining factors to be used in the switching-regression model.

**Input parameters**
First of all, this paper will use the following definition with respect to the aforementioned technical factor, the one-year spread:
Specifically, this is the spread between the rolling WTI futures contract for front-month delivery and the one for delivery next year. For instance, for any day in January 2000, the former contract will be the February 2000 contract, while in this case the latter is the January 2001 contract. Given this definition, intuitively a similar picture emerges for the spread as for the volatility above:

\[
\text{Spread} = \ln \left( \frac{P_{\text{next-year}}}{P_{\text{front-month}}} \right)
\]

Figure 4 – WTI rolling-year spread, 2000-2015

Indeed, peaks in the spread can be seen around mid-2002, during the global financial crisis and by the end of the covered period, possibly resulting from the supply power struggles on the crude oil market. Will the fundamental data show a similar pattern?

Based on the theoretical relations with the crude oil price as established in the previous section, four fundamental factors have been selected for this research. First of all the S&P 500 Index, which is taken as a proxy for the world stock market. Since the index is composed of the 500 largest companies in terms of market capitalization, deviations in this parameter could provide useful information about the state of the economy. Secondly, the NYMEX front-month contract for gold in 100 oz/$. As mentioned earlier, certain investors use gold contracts in order to hedge their oil investments. Hence, this parameter could be an indicator of an upcoming volatility switch. Further, there is the weekly Baltic Dry Index (BDI), which is used to incorporate the supply-demand fundamental. This parameter could both signal the state of the world economy as well as speculative behaviour. Lastly, the US Dollar Index (USDx), which indexes the relative value of the US dollar against a basket of foreign currencies. This parameter can be used in order to track the relative cost of crude oil, since oil contracts are denoted in US dollars.

Ideally, an outcome of this research would be that any movement of these fundamental parameters, either positive or negative, raises or lowers the probability of a certain volatility state of the WTI front-month price. In this sense, it would intuitively be more appealing to use the absolute fundamental returns as input for this research, rather than the regular measures. As the absolute spread return contains relatively little information, the spread will still be taken in the earlier-described way. The absolute returns of the fundamentals are displayed below:
Both parameters show to some degree the same pattern as the crude oil price: higher return fluctuations around mid-2002 and during the global financial crisis. Furthermore, a greater deal of variability in returns can be observed in the post-crisis recovery period around 2011-2012. Gold shows one additional peak by the end of the time range, possibly due to an increase in hedging behaviour resulting from the aforementioned market power tensions between OPEC and non-OPEC.

The indices shown above exhibit a somewhat different pattern. The financial crisis period again clearly stands out, but other periods of relatively higher variability are harder to distinguish. BDI seems to experience a trend of increasing volatility over time, possibly due to the aforementioned increase in speculative behaviour. The US Dollar Index, in turn, seems to be relatively constant over the analysed period; with an exception for the financial crisis and the price war period starting from around 2015. This last feature may be due to an increase in demand for crude oil resulting from the lower price, which effectively increases the demand for dollars as well.

Based on the visual assessment above, one could say the returns of the aforementioned technical and fundamental factors exhibit the time-varying significance as proposed by Fan and Xu (2011). In other words, different subsets of the period 2000-2015 seem to contain different oil price drivers. Later on in this research, this relationship will be assessed more in-depth.
Hypotheses
What this research does aim to assess is whether the aforementioned set of parameters contains a certain degree of predictability with respect to the crude oil price volatility. The remainder of this chapter will be used to formulate a set of hypotheses related to this predictability feature. To get a sense of how the fundamentals and oil volatility seem to move together, their respective data points are plotted against each other in the figures below:

Figures 9-12 – plots of weekly absolute fundamentals returns against WTI volatility, 2000-2015

Although it is relatively hard to distinguish a respective trend for each fundamental factor related to WTI’s volatility, two things stand out:

1) There seems to be a general trend for all fundamentals where higher absolute returns go hand-in-hand with higher oil volatility. Being more conservative: higher absolute returns seem to raise the probability of a higher degree of oil volatility.

2) For the S&P 500 and the US Dollar Index, this potential relation seems to be relatively more pronounced than for the rolling-month NYMEX gold future and/or the Baltic Dry Index.

Now that certain expectations about the result of this paper have been established, before turning to the actual assessment, the next chapter will first lay the methodological foundations.
Methodology, a switching-regression model

Recall from the preceding sections that the crude oil market is a market marked with significant fluctuations in terms of volatility over the covered period of 2000-2015. Moreover, the drivers of these price movements seem to exhibit time-varying significance. The type of model most suitable for such a data set according to, among others, Marcucci (2005) is one containing regime-switching elements. Thereby outperforming the more spurious results obtained from comparable GARCH-type of models.

As stated in the previous chapter: the crude oil’s return is an important feature of this research, but the emphasis will be put on the developments with respect to the oil price volatility. If we define the return on oil as

\[ R_{oil_t} = \ln \left( \frac{P_{front-month_t}}{P_{front-month_{t-1}}} \right), \]  

(3)
oil’s volatility as (1), and constant factor \( \alpha \) as the mean of oil returns as expressed in (2), the very basic model of this research looks like this:

\[ \text{Return}_t = \alpha + \left\{ \text{volatility}_t \cdot \epsilon_t - \text{volatility}_t \right\} \]

(4)

Which implies that at time \( t \), the return is essentially a volatility process around the return’s mean. The basic model will be used to establish a preliminary model of input parameters which raise the probability of currently being in a high-, or low-volatility state, and is expressed as follows:

\[ P(\theta_1)_t = \exp(\alpha + \beta \Delta \text{spread}_{t} + \gamma \Delta \text{SP500}_{t} + \delta \Delta \text{gold}_{t} + \epsilon \Delta \text{BDI}_{t} + \theta \Delta \text{USD}_{t} + \epsilon_i) \]  

(5)

with \( \sum_{i=1}^{2} P(\theta_i) = 1 \)

(6)

Then, a one-period lag will be added to the parameters, where volatility is considered to be a probabilistic two-regime process, with regime \( \Theta \), the two states being a high-volatility and low-volatility one, and the probability of being in a certain volatility state in the next period being dependent on the aforementioned set of input parameters. Here, \( P(\theta_1)_t \), the probability of a certain volatility state at time \( t > t - 1 \) is calculated through:

\[ P(\theta_1)_t = \exp(\alpha + \beta \Delta \text{spread}_{t-1} + \gamma \Delta \text{SP500}_{t-1} + \delta \Delta \text{gold}_{t-1} + \epsilon \Delta \text{BDI}_{t-1} + \theta \Delta \text{USD}_{t-1} + \epsilon_{i-1}) \]  

(7)

with \( \sum_{i=1}^{2} P(\theta_i) = 1 \)

(8)

Where the deltas in (5) are the absolute returns respectively for each parameter at time \( t \), and at time \( t-1 \) in (7). Moreover, as there are two possible states, the probability of being in one regime is equal to one minus the probability of being in the other. This leads to the following two dynamic oil return formulas:

\[ R_{\theta_1} = \mu + \left[ P(\theta_1)_t \cdot \left\{ \exp^{\sigma_{\theta_1}} - \exp^{-\sigma_{\theta_1}} \right\} \right] \cdot \epsilon_t \]  

(9)

\[ R_{\theta_2} = \mu + \left[ (1 - P(\theta_1)_t) \cdot \left\{ \exp^{\sigma_{\theta_2}} - \exp^{-\sigma_{\theta_2}} \right\} \right] \cdot \epsilon_t \]  

(10)

Optimizing the model

In order to ensure the fit of these probabilities with respect to the volatility measure, and, in turn, the volatility measure related to the oil returns, Broyden-Fletcher-Goldfarb-Shanno (BFGS)-optimization...
techniques will be used supported by a Marquardt-steps system. BFGS is a Quasi-Newton-category method, which constructs a quadratic model of the objective function in such a way that superlinear convergence is realised; in the case for this model convergence between both the set of input parameters, the probabilities of both regimes, oil’s second moment and its returns. Its derivation starts with the quadratic model:

$$m_k(p) = f(\tilde{x}_k) + \nabla f(\tilde{x}_k)^T \bar{p} + \frac{1}{2} \bar{p}^T \beta_k \bar{p} \quad (11)$$

with current iterate $\tilde{x}_k$ and symmetric positive definite matrix $\beta_k$ which will be updated with each iteration. Allowed by the convexity feature of the quadratic model, minimizer $\bar{p}_k$ can be expressed as follows:

$$\bar{p}_k = -\beta_k^{-1} \nabla f(\tilde{x}_k) \quad (12)$$

Given this definition of the minimizer, the next iteration then equals:

$$\tilde{x}_{k+1} = \tilde{x}_k + \alpha_k \bar{p}_k \quad (13)$$

Where the step length $\alpha_k$ is determined by a process originally established by Marquardt (1963). Optimized for this paper, it works as follows: when, at the $k$th iteration, the equation

$$\phi_k^* = (\vartheta_k^* + \alpha_k I) \cdot \delta_k^* \quad (14)$$

is constructed and solved for $\delta_k^*$, then we use another outcome from the same author

$$\delta_k = \frac{\delta_k^*}{\sqrt{Y_{kk}}} \quad (15)$$

in order to obtain $\delta_k$. This value will be used as input for the new trial vector

$$b_{k+1} = b_k + \delta_k \quad (16)$$

which, in turn, results in a new sum of squares $\phi_{k+1}$. Hence, the sum of squares, or the fit of the model, is directly linked to the Marquardt process. It is therefore essential to select step length $\alpha_k$ such that

$$\phi_{k+1} < \phi_k \quad (17)$$

is satisfied. Unless $b_k$ is already at a minimum, a sufficiently large $\alpha_k$ to satisfy (17) should, at least in theory, always exist; this should then lead to a rapid convergence of each iteration, and hence the model, to least sum of squares. Marquardt (1963) provides the following strategy for finding an optimal $\alpha_k$:

let $v > 1$, $\alpha_{k-1}$ be equal to the previous value for $\alpha$ from the preceding iteration, and the initial value, $\alpha_0$, arbitrarily be equal to $10^{-2}$. Proceed with computing $\phi(\alpha_{k-1}/v)$ and $\phi(\alpha_{k-1}/v^\omega)$. Then,

if $\phi(\alpha_{k-1}/v) \leq \phi_k$,

let $\alpha_k = \alpha_{k-1}/v \quad (18)$

if $\phi(\alpha_{k-1}/v) > \phi_k$, and $\phi(\alpha_{k-1}) \leq \phi_k$

let $\alpha_k = \alpha_{k-1} \quad (19)$

if $\phi(\alpha_{k-1}/v) > \phi_k$, and $\phi(\alpha_{k-1}) > \phi_k$, increase $\alpha_k$ by $v$ until

for some smallest value of $\omega$ $\phi(\alpha_{k-1}v^\omega) \leq \phi_k$.

let $\alpha_k = \alpha_{k-1}v^\omega \quad (20)$
The iteration \( k \) is said to have converged when
\[
\frac{|\delta_k|}{\tau + |b_k|} < \epsilon
\]
for all \( k \) and some small values for \( \epsilon \) and \( \tau > 0 \). Marquardt (1963) mentions \( 10^{-5} \) and \( 10^{-3} \) respectively. In practice \( \nu = 10 \) seems to work, which is also the default number of iterations used in this model.

After doing this, we end up with a new model:
\[
m_{k+1}(\vec{p}) = f(\vec{x}_{k+1}) + \nabla f(\vec{x}_{k+1})^T \vec{p} + \frac{1}{2} \vec{p}^T \beta_{k+1} \vec{p}
\]
(22)

To ensure the quality of each \( m_{k+1}(\vec{p}) \), it must match the gradient of the objective function in \( \vec{x}_k \) and \( \vec{x}_{k+1} \). The latter requirement is true by construction, since
\[
\nabla m_{k+1}(\vec{0}) = \nabla f(\vec{x}_{k+1})
\]
(23)

For \( \vec{x}_k \), in turn
\[
\nabla m_{k+1}(-\alpha_k \vec{p}_k) = \nabla f(\vec{x}_{k+1}) - \alpha_k \beta_{k+1} \vec{p}_k = \nabla f(\vec{x}_k)
\]
(24)

Additionally, after a sufficient amount of iterations has resulted in a least squares fit of the model and its parameters, the Akaike information criterion (AIC) will be calculated for the entire model in order to assess the quality of the model and its predictions. Introduced by Akaike (1969), the model will be chosen if it minimizes the Kullback-Leibnner distance between the actual situation and the one as predicted by the model. AIC combines the goodness of fit with the number of parameters for its verdict, and is expressed as follows:
\[
-2L_m + 2m
\]
(25)

where \( L_m \) is the maximum log-likelihood and \( m \) the number of parameters. In his pioneering work, Akaike (1969) suggests to take the model with the lower AIC value, hence, due to the positive impact on the measure, AIC imposes a ‘penalty’ on the use of parameters.

Each time an acceptable model in terms of fit has been calculated, its input parameters will be checked for significance. In case of insignificant parameters, the least significant parameter will be omitted and the model will be recalculated until all input is significant in terms of their respective contribution to the probability of a certain crude oil volatility state. Besides the basis model without lags, an additional model will be analysed where the input parameters contain a one-period lag. The latter model is particularly interesting in terms of practical use, since it is founded on the idea that a certain absolute return in one or more of the input parameters this week will increase or decrease the probability of a certain volatility state next week.

Now that the assumed theoretical relationships have been established, a visual assessment of the data has led to the formation of some hypotheses and the methodology has been explained in-depth, this paper continues with the actual analyses and their respective results in the next section.
Analysis and discussion

The section below will show and analyse the results of the simple switching regression as established in the last chapter. As mentioned earlier, two versions of the model will be tested, one basic model for all parameters at the same point in time, and one with input parameters containing a one-period lag. This latter model is particularly interesting as it could have significant predictive power with respect to crude oil’s second moment in the next period. Before a general conclusion is drawn, the two respective models will be analysed separately. Recall that the basic current-state model has the structure as in (9) and (10), with volatility states being subject to conditions (5) and (6). For the lagged model the basic structure is the same, but the volatility states, and the probabilities of a certain volatility state next period in particular, are subject to (7) and (8).

The basic model

The basic current-state version of the volatility model aims to establish the general relation between the return, the two presumed volatility states and the input parameters. Essentially, it will provide an answer to the question how deviations in one or more parameters at time $t$ will influence the probability of currently being in a high- or low-volatility state.

Single-parameter regressions

Before turning to the actual analysis of this model, first the singular regressions per input parameter will be assessed below in order to establish the ceteris paribus-conditions.

<table>
<thead>
<tr>
<th>n</th>
<th>$\mu$</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>c</th>
<th>$\Delta$s &amp; p500</th>
<th>$\Delta$gold</th>
<th>$\Delta$bdi</th>
<th>$\Delta$usdx</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0031</td>
<td>-2.427</td>
<td>-3.305</td>
<td>-1.525</td>
<td>0.0034</td>
<td>-2.288</td>
<td>-3.239</td>
<td>-2.552</td>
<td>13.483</td>
</tr>
<tr>
<td></td>
<td>(-0.0016)</td>
<td>(0.116)</td>
<td>(0.064)</td>
<td>(0.425)</td>
<td>(0.0015)</td>
<td>(0.115)</td>
<td>(0.046)</td>
<td>(0.574)</td>
<td>(3.564)</td>
</tr>
<tr>
<td>2</td>
<td>0.0030</td>
<td>-2.429</td>
<td>-3.317</td>
<td>-2.648</td>
<td>54.529</td>
<td>-3.293</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.105)</td>
<td>(0.056)</td>
<td>(0.494)</td>
<td>(12.350)</td>
<td>-3.266</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0034</td>
<td>-2.419</td>
<td>-3.301</td>
<td>-2.411</td>
<td>38.352</td>
<td>-3.257</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0016)</td>
<td>(0.111)</td>
<td>(0.063)</td>
<td>(0.576)</td>
<td>(11.277)</td>
<td>-3.286</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0030</td>
<td>-2.404</td>
<td>-3.292</td>
<td>-2.118</td>
<td>8.025</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0016)</td>
<td>(0.112)</td>
<td>(0.058)</td>
<td>(0.503)</td>
<td>(3.176)</td>
<td>-3.257</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.0028</td>
<td>-2.435</td>
<td>-3.322</td>
<td>-2.663</td>
<td>158.436</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.106)</td>
<td>(0.060)</td>
<td>(0.534)</td>
<td>(35.015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Regressions 2-6 each contain one probability parameter plus a constant c, a mean and two volatility states ($\sigma_1, \sigma_2$). The former two are related to the volatility states, as in (5) and (6), in each regression the coefficients correspond to $\sigma_1$. Further, the mean and volatility states define the returns as in (9) and (10). Based on their respective coefficient-standard error combinations, we conclude that each parameter is significant at the one-percent level, and hence, c.p., positively contributes to being in a state-one ($\sigma_1$).
volatility. For instance, in regression 2, a one-percent deviation in the spread leads to a probability of being in $\sigma_1$ of $e^{(-2.552+13.483-0.011)} = 8.91$ percent. $\sigma_1$ is the high-volatility regime in this case, since its coefficient is lower than the one for $\sigma_2$, and volatility is determined by $e^{(\sigma_1)}$. Continuing for regression 2, the outcomes lead to the following return formulas:

$$ R_{\theta_1} = 0.0034 + \left[ P(\theta_1)_t \cdot \left\{ \frac{\exp(-2.288)}{-e^{\exp(-2.288)}} \right\} \right] \cdot \varepsilon_t $$

$$ R_{\theta_2} = 0.0034 + \left[ (1 - P(\theta_1)_t) \cdot \left\{ \frac{e^{(-3.239)}}{-e^{(-3.239)}} \right\} \right] \cdot \varepsilon_t $$

With annual volatility in regime one equal to $e^{(-2.288)} \cdot \sqrt{2} = 73.2$ percent, and, likewise, an annual measure of 28.3 percent for regime one. In table 2, the remaining results for each regression are visualized.

<table>
<thead>
<tr>
<th>Delta spread</th>
<th>As&amp;P500</th>
<th>Delta gold</th>
<th>Delta bdi</th>
<th>Delta usdx</th>
<th>$R_{\theta_1}$</th>
<th>$R_{\theta_2}$</th>
<th>$\sigma_1$ p.a.</th>
<th>$\sigma_2$ p.a.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.9% high</td>
<td>12.2% high</td>
<td>13.2% high</td>
<td>13.0% high</td>
<td>34.0% high</td>
<td>0.0034 + P(\theta_1)_t \cdot 0.1015 \cdot \varepsilon_t</td>
<td>0.0034 + (1 - P(\theta_1)_t) \cdot 0.0392 \cdot \varepsilon_t</td>
<td>73.2%</td>
<td>28.3%</td>
</tr>
<tr>
<td>0.003434 ± P(\theta_1)_t \cdot 0.0881 \cdot \varepsilon_t</td>
<td>0.003434 ± (1 - P(\theta_1)_t) \cdot 0.3063 \cdot \varepsilon_t</td>
<td>0.003434 ± (1 - P(\theta_1)_t) \cdot 0.3072 \cdot \varepsilon_t</td>
<td>0.003434 ± (1 - P(\theta_1)_t) \cdot 0.3061 \cdot \varepsilon_t</td>
<td>0.003434 ± (1 - P(\theta_1)_t) \cdot 0.3086 \cdot \varepsilon_t</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each probability of being in state one is based on a benchmark deviation of one percent in the concerning parameter. The higher probability resulting from the USDx may be attributable to the fact that a one-percent deviation is relatively large for this parameter. On the right side of the table, the estimated annual crude oil volatilities per parameter for each state are shown.

**Multi-parameter regressions**

Even more interesting is to see how these parameters work together in order to explain the current state of the volatility. As mentioned earlier, the first regression will consist of the complete set of parameters. New regressions will follow until the parameters in the model are at least significant at the ten-percent level, each time omitting the least significant parameter from the preceding regression. The results from this process are visualized in table 3.

<table>
<thead>
<tr>
<th>n</th>
<th>$\mu$</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>$c$</th>
<th>Delta spread</th>
<th>As&amp;P500</th>
<th>Delta gold</th>
<th>Delta bdi</th>
<th>Delta usdx</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0036</td>
<td>-2.279</td>
<td>-3.252</td>
<td>-4.969</td>
<td>12.187</td>
<td>52.260</td>
<td>17.616</td>
<td>4.977</td>
<td>80.102</td>
<td>-3.251</td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.100)</td>
<td>(0.043)</td>
<td>(1.058)</td>
<td>(4.022)</td>
<td>(15.015)</td>
<td>(14.250)</td>
<td>(5.041)</td>
<td>(44.471)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.045)</td>
<td>(0.105)</td>
<td>(1.016)</td>
<td>(4.155)</td>
<td>(15.239)</td>
<td>(14.105)</td>
<td>(43.700)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.047)</td>
<td>(0.106)</td>
<td>(1.010)</td>
<td>(4.393)</td>
<td>(15.627)</td>
<td>(44.123)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Absolute deviations in BDI and gold do not seem to make a statistically significant contribution to the current WTI price volatility. For regression 1, since \( \sigma_1 > \sigma_2 \), this current state is a high-volatility one; for regressions 2-3, the model describes the effect of the probability parameters on a low-volatility state. After omitting the two factors, and following (5)-(6), (9)-(10), three dynamic regressions remain:

\[
P(\theta_1)_t = \exp\big(4.427 - 12.923 \Delta \text{spread}_t - 53.195 \Delta \text{s&q500}_t - 95.157 \Delta \text{usdx}_t + \varepsilon_t\big)
\]

(28)

\[
R_{\theta_1} = 0.0035 + \left[ P(\theta_1)_t \cdot \left( \exp(-3.250) \right) \right] \cdot \varepsilon_t
\]

(29)

\[
R_{\theta_2} = 0.0035 + \left[ (1 - P(\theta_1)_t) \cdot \left( \exp(-2.280) \right) \right] \cdot \varepsilon_t
\]

(30)

For simultaneous absolute deviations in each parameter of up to 2.74 percent, \( P(\theta_1)_t \), the probability of currently being in a low-volatility state is 100 percent. For higher deviations this probability decreases rapidly, essentially making a high-volatility state more likely. For instance, a simultaneous three-percent absolute deviation results in \( P(\theta_1)_t = 0.663 \), for five percent this number decreases to only two percent. Following (29) and (30), this could have significant impact on the returns on crude oil investments.

Hence, the current state of WTI’s rolling month futures price volatility seems to be driven by deviations in the spread, and the markets for stocks and currencies. This is confirmed by the AIC of the final model, which has the lowest value of all basic current-state regressions. Adding lags to the parameters, will this relation still hold for oil’s second moment in the next period?

**The lagged model**

Except for the lagged parameters, the methodology for the lagged model remains identical to the one used to describe the current volatility state. First, single-parameter regressions will be performed in order to establish the general relation between the lagged parameters and the current volatility state, i.e. the relation between the current parameters and next week’s volatility.

**Single-parameter regressions**

![Figure 4 - the lagged model: single-parameter two-state switching regressions](image-url)

<table>
<thead>
<tr>
<th>n</th>
<th>( \mu )</th>
<th>( \sigma_1 )</th>
<th>( \sigma_2 )</th>
<th>( c )</th>
<th>( \Delta \text{spread}(-1) )</th>
<th>( \Delta \text{s&amp;q500}(-1) )</th>
<th>( \Delta \text{gold}(-1) )</th>
<th>( \Delta \text{abdi}(-1) )</th>
<th>( \Delta \text{usdx}(-1) )</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-0.0016)</td>
<td>(0.116)</td>
<td>(0.064)</td>
<td>(0.425)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.0027</td>
<td>-2.361</td>
<td>-3.277</td>
<td>-1.931</td>
<td>8.542</td>
<td>-3.274</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0015)</td>
<td>(0.108)</td>
<td>(0.051)</td>
<td>(0.439)</td>
<td>(2.406)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0031</td>
<td>-2.410</td>
<td>-3.308</td>
<td>-2.659</td>
<td>49.986</td>
<td>-3.292</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0015)</td>
<td>(0.105)</td>
<td>(0.053)</td>
<td>(0.492)</td>
<td>(11.455)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0027</td>
<td>-2.374</td>
<td>-3.270</td>
<td>-2.472</td>
<td>30.702</td>
<td>-3.263</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0016)</td>
<td>(0.123)</td>
<td>(0.056)</td>
<td>(0.587)</td>
<td>(11.683)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.0029</td>
<td>-2.351</td>
<td>-3.262</td>
<td>-2.253</td>
<td>6.153</td>
<td>-3.257</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0016)</td>
<td>(0.132)</td>
<td>(0.058)</td>
<td>(0.591)</td>
<td>(3.086)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.0027</td>
<td>-2.377</td>
<td>-3.273</td>
<td>-2.764</td>
<td>128.960</td>
<td>-3.272</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0016)</td>
<td>(0.124)</td>
<td>(0.059)</td>
<td>(0.661)</td>
<td>(37.129)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Again, regressions 2-6 each contain one probability parameter plus a constant \( c \), a mean and two volatility states \( (\sigma_1, \sigma_2) \). The former two are related to the volatility states, for this model as in (7) and (8); in each regression coefficients correspond to \( \sigma_1 \). Returns, defined by the mean and volatility states, are still defined as in (9) and (10). Based on their respective coefficient-standard error combinations, we conclude that each parameter is at least significant at the five-percent level, and hence, c.p., could lead to an increased probability of a \( \sigma_1 \)-state next week. For instance, in regression 2, a one-percent deviation in the spread leads to a probability of being in \( \sigma_1 \) next period of \( e^{(-1.931+0.542-0.01)} = 15.8 \) percent, which is significantly higher than what we observed for the basic model. Also, for the lagged-spread regression \( \sigma_1 \) is the high-volatility regime in this case, as \( \sigma_1 < \sigma_2 \), and volatility is determined by \( e^{(\sigma_1)} \).

Continuing for regression 2, the outcomes lead to the following return formulas:

\[
R_{\theta_1} = 0.0027 + \left[ P(\theta_1)_t \cdot \left\{ e^{(-2.361)} \right\} \right] \cdot \varepsilon_t
\]

(31)

\[
R_{\theta_2} = 0.0027 + \left[ (1 - P(\theta_1)_t) \cdot \left\{ e^{(-3.277)} \right\} \right] \cdot \varepsilon_t
\]

(32)

With annual volatility under \( \sigma_1 \) equal to \( e^{(-2.361)} \cdot \sqrt{52} = 68.0 \) percent, and, likewise, an annual measure of 27.2 percent for \( \sigma_2 \). In table 5, the remaining results for each regression are visualized.

### Table 5 – the lagged model: full singular two-state switching regression results (Δ1%)

<table>
<thead>
<tr>
<th></th>
<th>( p(\theta_1)_t )</th>
<th>( \sigma_1 )</th>
<th>( R_{\theta_1} = )</th>
<th>( R_{\theta_2} = )</th>
<th>( \sigma_1 ) p.a.</th>
<th>( \sigma_2 ) p.a.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δspread(-1)</td>
<td>15.8% high</td>
<td>0.002687</td>
<td>0.0943 ( \cdot ) \varepsilon_t</td>
<td>0.002687 ( \pm (1 - P(\theta_1)_t) ) \cdot 0.0378 \cdot \varepsilon_t</td>
<td>68.0%</td>
<td>27.2%</td>
</tr>
<tr>
<td>Δs&amp;p500(-1)</td>
<td>11.5% high</td>
<td>0.003057</td>
<td>0.0898 ( \cdot ) \varepsilon_t</td>
<td>0.003057 ( \pm (1 - P(\theta_1)_t) ) \cdot 0.0366 \cdot \varepsilon_t</td>
<td>64.8%</td>
<td>26.4%</td>
</tr>
<tr>
<td>Δgold(-1)</td>
<td>11.5% high</td>
<td>0.002651</td>
<td>0.0931 ( \cdot ) \varepsilon_t</td>
<td>0.002651 ( \pm (1 - P(\theta_1)_t) ) \cdot 0.0380 \cdot \varepsilon_t</td>
<td>67.1%</td>
<td>27.4%</td>
</tr>
<tr>
<td>Δbdi(-1)</td>
<td>11.2% high</td>
<td>0.002877</td>
<td>0.0952 ( \cdot ) \varepsilon_t</td>
<td>0.002877 ( \pm (1 - P(\theta_1)_t) ) \cdot 0.0383 \cdot \varepsilon_t</td>
<td>68.7%</td>
<td>27.6%</td>
</tr>
<tr>
<td>Δusdx(-1)</td>
<td>22.9% high</td>
<td>0.002664</td>
<td>0.0929 ( \cdot ) \varepsilon_t</td>
<td>0.002664 ( \pm (1 - P(\theta_1)_t) ) \cdot 0.0379 \cdot \varepsilon_t</td>
<td>67.0%</td>
<td>27.3%</td>
</tr>
</tbody>
</table>

Also for the lagged model, each parameter on its own positively contributes to being in a high volatility state. Though, except for the spread, the probability coefficients are slightly lower than for the basic model. This could mean that the spread’s current deviations have a higher impact on future oil volatility relative to current volatility.

### Multi-parameter regressions

With the singular relation established, this research will again also assess whether a simultaneous deviation in multiple parameters could significantly influence the probability of a certain volatility state in the next period. As for the basic model, the first regression will consist of the complete set of parameters. New regressions will follow until the parameters in the model are at least significant at the ten-percent level, each time omitting the least significant parameter from the preceding regression. The results from this process are visualized in table 6.
For the lagged model, the same omissions as the ones performed in order to enhance the basic model have to be executed. Again, the first regression shows the lowest significance for BDI, followed by the gold parameter in the second regression. Hence, we conclude that neither of these two factors significantly contributes to a certain crude oil volatility state, neither currently nor for the next-period. For regressions 1 and 2, due to $\sigma_1 > \sigma_2$, this next-week state is a high-volatility one; for the third and most significant regression, the model describes the relations of the probability parameters with a low-volatility state. As the AIC for this third regression shows the lowest value for any lagged-parameter regression, we conclude this to be the best-fit model.

After omitting BDI and gold, following (7)-(10), three dynamic regressions remain:

\[
P(\theta_t) = \exp^\Delta \text{spread}_{t-1} \text{ s&p500}_{t-1} \text{ usdx}_{t-1} + \varepsilon_t \]

\[
R_{\theta_1} = 0.0027 + \left[ \exp^{\text{spread}_{t-1}} \cdot \left( \text{s&p500}_{t-1} \cdot \text{usdx}_{t-1} \right) \right] \cdot \varepsilon_t
\]

\[
R_{\theta_2} = 0.0027 + \left[ 1 - P(\theta_t) \right] \cdot \left( \exp^{\text{spread}_{t-1}} \cdot \left( \text{s&p500}_{t-1} \cdot \text{usdx}_{t-1} \right) \right] \cdot \varepsilon_t
\]

For simultaneous absolute deviations in each parameter of up to 3.10 percent, $P(\theta_t)$, the probability of currently being in a low-volatility state is 100 percent. For higher deviations this probability decreases rapidly, essentially making a high-volatility state more likely. For instance, a simultaneous 3.5-percent absolute deviation results in $P(\theta_t) = 0.669$, for five percent this number decreases to only 14.5 percent. Following (34) and (35), this could have significant impact on oil investment returns.

Hence, up to a certain extent, the lagged model and the basic one show the same results. The impact of each respective as well as simultaneous movement in the lagged parameters has a somewhat lower impact on the crude oil volatility of next week, compared to the effect on the current volatility state. Perhaps there is a direct effect of the parameters on crude oil’s second moment, which in the lagged model is smoothened out over a week’s time. Regardless, the analysis above shows significant evidence for a relation between the rolling-year WTI spread, the S&P 500, the US Dollar Index and the state of the volatility of the rolling-month WTI futures contract, both for the current period as well as the one for next week. This last feature in particular could be of great value for any oil market participant, be it an investor, (speculative) trader, producer or Finance minister of an oil-producing country.
Conclusion

This research has provided the theoretical foundations for the impact of movements in a set of four fundamental and one technical factor on the WTI crude oil price volatility. Moreover, it has statistically assessed and proved the relationship for a subset of these parameters. The four fundamentals are the S&P 500 index, the rolling-month NYMEX gold future, the Baltic Dry Index, and the US Dollar Index. While separate analyses of the impact of fundamental or technical factors on the crude oil price respectively have been performed before, this research is, to the author’s best knowledge, the first in combining both types of factors into one model related to crude oil volatility.

The limitations of the efficient market hypothesis as noted by Fama (1965) mark the starting point of both the fundamental and technical analysis. Indeed the market for WTI crude oil seems to contain certain inefficiencies, both in the short-terms as well as the long–term, where prices drift away from their fundamentals. Hence, fundamentals like the supply-demand relationship, and market factors such as the USD exchange rate, the gold price, and the stock market only seem to partially explain the price movements on the WTI market. The increased financialization of the crude oil market since the early 2000s and the presumed speculation which has come with this trend could have played a significant role here. Technical analysis, through the spot-futures spread in particular, could fill this explanatory gap in a volatility forecasting model. In order for such a forecast to be accurate, tomorrow’s prices should not only be dependent on today’s news; but rather be a function of certain market fundamentals as well as technical factors. Crude oil prices do not seem to follow a random walk, as explained by certain properties of the asset itself; the presumed existence of volatility clustering and fat tails in particular. Volatility clustering seems to be more important than fat tails on the crude oil market, as indicated by regime-switching models outperforming the GARCH model. Moreover, expectedly a model based on fundamental and technical factors should outperform separate analyses.

The data showed clustering of volatility on the market for crude oil is accompanied with significant high and lows in the WTI price over the covered period between 2000 and 2015, containing structural breaks. The movements in the assessed fundamental factors as well as the rolling-year spread show similar patterns. The model focuses on the absolute returns of these factors, hence working towards a conclusion based on any movement in the concerning parameters. Based on the data, the parameters were expected to have a positive impact on the probability of a certain volatility state; the most significant contributions being attributable to the S&P 500 index and the US dollar index.

The patterns in the data, the structural breaks in particular, induced the choice for the use of a switching-regression model. Essentially two models were estimated, one for the current state of the volatility based on current deviations in the assessed input factors and another for next week’s impact on WTI’s second moment resulting from current changes in the fundamentals and rolling-year spread.
Based on the results the following can be concluded:

- Simultaneous changes in BDI or the rolling-month NYMEX gold future, as part of a combined model with the rolling-year WTI spread, the US Dollar Index and the S&P 500, do not seem to have a statistically significant impact on the volatility state of the WTI rolling-month future, neither the current one nor the one for next period.

- On the other hand, simultaneous deviations in the rolling-year WTI futures spread, S&P 500 and US Dollar Index seem to increase the probability for a certain WTI volatility state, both the current one as well as the one for next week.

- For the current state, a simultaneous absolute deviation in these three parameters larger than 2.74 percent significantly increases the chance of a volatility switch in the current period. Furthermore, a simultaneous return larger than 3.10 percent now will significantly increase the chance of a volatility switch in the next period. These measures are at least significant at the ten-percent level, most even at the one-percent level.

These results could significantly improve risk management on the crude oil market. The outcome from the lagged model is particularly useful as it provides market participants with the probability of risks affecting their investments in the near-future based on the current developments on connected markets.

Future research could focus on the maximum amount of lags in the parameters which still provides significant impact on WTI’s volatility. Moreover, more fundamentals such as trader’s net investments in crude oil and commodities with strong correlations to oil such as natural gas could be added to the model. Lastly, certain corrections to the model such as seasonalities in the data could be assessed. For now, the first steps towards a better understanding of the combined effect of different analyses have led to a significantly pragmatic set of outcomes which could serve the oil market well.
Bibliography


