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Abstract

This paper gives a better understanding of the lead-lag relationships in the international stock return
market. Firstly, we reproduce the outcomes of Rapach et al.| (2013)) and also conclude that there is a signif-
icant predictive ability between countries. Similar to [Rapach et al.| (2013), we find that the most dominant
predictors for international excess returns are the United States’ excess returns. Secondly, we further investi-
gate the predictive ability, by examining the predictive ability of positive and negative lagged excess returns,
lagged excess returns in months of high and low volatility, and the predictive ability of lagged excess returns
during U.S. recession or U.S. economic growth. We conclude that the general predictive ability of positive
and negative lagged excess returns is equal, but differs for specific countries. When making a distinction
between the predictive ability of lagged excess returns in months of high and low volatility, we conclude that
the months with high volatility have more predictive ability. Furthermore, we see that the lagged United
States’ excess returns in times of U.S. Recessions have more predictive ability than the lagged excess returns
during American economic growth.

*A special thanks to my supervisor dr. X. Xiao for giving feedback and useful suggestions
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1 INTRODUCTION 2

1 Introduction

Stock return predictability is a widely researched topic. Rapach et al. (2013]) investigate the predictive power
of other countries lagged excess returns and conclude that there is a lead-lag relationship in the international
stock return markets. Before international stock excess returns were considered as predictors for excess returns,
national economic variables were used as predictors. |Ang and Bekaert| (2007)) describe how the nominal interest
rate and the dividend yield are two important variables for predicting returns. |[Stambaugh| (1999) examines the
method of regressing returns on lagged stochastic regressors, and discovers a bias, which is important to control
for. Eventually, /Ang and Bekaert| (2007) and Hjalmarsson| (2010) conclude that the predictive ability across
countries is larger than the predictive ability of these national economic variables. Therefore, we investigate
the international stock return model as mentioned by [Rapach et al.|(2013)), because it incorporates these across
countries components. In order to evaluate both in-sample and out-of-sample performance, Welch and Goyal
(2008)) provide a framework to determine the usefulness of the models for predicting excess stock returns. This
paper mainly discusses the in-sample evaluation, and focuses on the lead-lag relationships in the international
stock return markets.

Rapach et al.[(2013) conclude that the lagged international excess returns, with lagged United States’ excess
returns in particular, have predictive ability. Based on this finding we further examine this lead-lag relationship.
Firstly, we make a distinction between the predictive ability of lagged positive and negative excess returns of
a specific country for forecasting another country’s excess returns. In general we conclude that the predictive
ability is equally strong for positive and negative excess returns, as the number of significant estimates overall
is similar. Nonetheless, the predictive ability of positive and lagged excess returns differs for specific countries,
with Canada amongst others having a large predictive ability when using lagged negative excess returns and
no predictive ability of the lagged positive excess returns. Secondly, we estimate the predictive ability of the
returns of a specific country by distinguishing the excess returns in months of high and low volatility, to find if
the predictive ability is different. We conclude that lagged excess returns in months of high volatility have larger
predictive ability than excess returns in months with low volatility. For the United Kingdom and the United
States, this effect is particularly strong. Lastly, as [Rapach et al. (2013) conclude that lagged U.S. monthly
excess returns have a substantial predictive ability, we examine the predictive ability during U.S. recessions
and times of a growing U.S. economy. The results show that the lagged U.S. excess returns in times of U.S.
recessions have more predictive ability than in times of a growing U.S. economy. The above mentioned results
give a better understanding of the lead-lag relationships in the international stock markets, and contribute to

existing scientific literature on the subject and should be of interest to the investor community.

2 Data

In order to investigate the lead-lag relationships in the international stock markets, we use datzﬂ for the following
countries: Australia (AUS), Canada (CAN), France (FRA), Germany (DEU), Italy (ITA), Japan (JPN), The
Netherlands (NLD), Sweden (SWE), Switzerland (CHE), United Kingdom (GBR) and the United States (USA).

1The data used is from the Global Financial Data.
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When regressing country i’s monthlyﬂ excess returns on country j’s lagged monthly excess returns, we adjust
for the fact that that markets around the world have different closing timeﬁﬂ This is crucial because released
information at the last trading day of the month in an open market cannot be incorporated into the price of
the closed markets until the first day of the next month. We solve this by excluding the last trading day of
the month of a country j if the closing time of country i’s market is before the closing time of country j’s
market and calculating the monthly returns without this last trading day. This adjustment is done for all of
the following models. We compute the monthly returns from daily closing prices which are available from 1980
for all eleven countries. The returns for every country are computed using the national currency. We choose
the same sample as [Rapach et al| (2013), from February 1980 (1980:02) up to and including December 2010
(2010:12). The excess returns are computed by subtracting the risk free rate of the monthly returns. The risk
free rate is the three month Treasury bill rate at the end of the specific month. Moreover, we use dividend yield

data which we incorporate in the regressions.

Table 1: Summary Statistics
The table shows summary statistics of the countries’ excess returns, calculated by the difference between the return and the
three-month Treasury bill rate. Column two up to and including column five are reported in percentages. The Sharpe ratio
is computed by dividing the mean excess return of a country by its standard deviation.

1 2 3 4 5 6 7
Country Mean (%) Standard Minimum (%) Maximum (%) Autocorrelation Sharpe
Deviation (%) Ratio
Australia 0.35 5.07 -43.06 14.99 0.05 0.07
Canada 0.30 4.72 -23.31 13.42 0.13 0.06
France 0.50 5.73 -22.49 21.58 0.13 0.09
Germany 0.51 5.71 -24.09 19.84 0.09 0.09
Italy 0.42 6.98 -20.66 28.78 0.09 0.06
Japan 0.22 5.39 -21.68 17.51 0.12 0.04
Netherlands 0.68 5.38 -23.69 15.78 0.11 0.13
Sweden 1.03 6.73 -22.61 33.90 0.15 0.15
Switzerland 0.55 4.63 -24.88 12.22 0.18 0.12
United Kingdom 0.50 4.68 -27.33 12.90 0.02 0.11
United States 0.55 4.50 -22.09 12.96 0.06 0.12

The summary statistics are reported in[Table 1] Firstly, one sees that the average monthly excess returns in the
sample for the different countries range between 0.22% in Japan and 1.03% in Sweden. Secondly, the largest
standard deviation occurs for Sweden, with a value of 6.73%. Furthermore, the U.S. has the smallest standard
deviation, namely 4.5%. Thirdly, Australia, with an average excess return of 0.35%, has the largest negative
excess return in the sample, being -43.06%, while Sweden has the largest positive excess return (33.90%).
Besides having the highest positive excess return, Sweden seems to have relatively high returns overall, with a
minimum of -22.61%. Fourthly, the autocorrelations are ranging from 0.02 for the UK, to 0.18 for Switzerland.
Lastly, the Sharpe ratios are all relatively small, which is due to the fact that this ratio is calculated by dividing
the mean of the excess returns, which is close to zero, by the standard deviation. The highest ratio of 0.15 is

for Sweden, which shows that Sweden on average has the highest risk adjusted return.

2Throughout the paper, we use monthly excess returns, but for simplicity we write excess returns.
3The specific closing times are mentioned in Appendix A.
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3 Methodology

In the methodology, we discuss all relevant methods that are used throughout the paper. Firstly, we reproduce
some of the methods of Rapach et al.| (2013). Secondly, our own extensions for the international stock excess

return prediction model are discussed.

3.1 Replication

In the Replication part, we thus describe the methods introduced by [Rapach et al.| (2013). Firstly, the Bench-
mark Regression is covered. Secondly, we discuss the Pairwise Granger Causality model, which will be funda-
mental for our extensions. Thirdly, the General Model Specification of [Rapach et al.| (2013) is explained, and

lastly, the Out-of-Sample Evaluation is mentioned.

3.1.1 Benchmark Predictive Regressions

As stated by |Ang and Bekaert| (2007)), two important predictors for stock prices are the nominal interest rate
and the dividend yield. In order to recreate the benchmark model of Rapach et al.| (2013)) for predicting excess

returns, we only use these two variables and a constant in the following regression:

Tit+1 = Bio + Biwbills ¢ + Biadyi s + €5 141 (1)

where r; ¢4 is the excess return during the period from month ¢ until month ¢+1 of country 3, bill; ; is the three-
month Treasury bill rate at the end of month ¢ of country ¢, and dy; ; is the natural logarithm of the dividend
yield at the end of month ¢ of country i. The coefficients 5; ¢, 5i, and S3; 4 correspond to the constant, the
coefficient of the nominal interest rate variable, and the coefficient of the log dividend yield variable respectively.
The error term €; ;11 has a mean equal to zero.

Because this implies a regression of returns on to a stochastic lagged regressor (dividend yield), we compute
empirical p-values (next to heteroskedasticity robust ¢-statistics) with a variant of the wild bootstrap procedure.
This covers the bias discovered in|Stambaugh| (1999). The variant of the wild bootstrap procedureﬂ is explained
in detail in the Internet Appendix of Rapach et al.|(2013]). The t-statistics and wild bootstrapped p-values are
following from testing Ho : B;p = 0 and Hy : B¢ = 0 against H, : ;5 < 0 and H, : ;4 > O repsectively.

Furthermore, we test for no predictability at all by means of a x? statistic, testing Ho : 85 = Bi.a =0

3.1.2 Pairwise Granger Causality for Full Sample

In order to extend the benchmark model, Rapach et al.| (2013) add lagged excess returns of the country corre-
sponding to the dependent variable (country i) and lagged excess returns of a different country (country j) to
(1). The extended model is as follows:

Tit+1 = Bi,0 + BiiTie + BijTie + Bipbilly ¢ + Bi.adyi e + €441 i F£ g (2)

where 7;; and 7;; are excess returns for the period from the end of month ¢ —1 up to and including month ¢ for

countries 7 and j respectively and f3; ; and f3; ; are the coefficients for these lagged excess returns respectively.

4Throughout the rest of the paper, this method will be called wild bootstrap procedure.
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The other factors have similar interpretation as in[subsubsection 3.1.1l We perform a test for Granger Causality

by testing if the lagged excess returns of country j Granger cause the excess returns of country . This is done
by testing the significance of 3; ; in equation .

Apart from including the effect of 7+ on 7; 41, the addition of country i’s own excess returns r;; and the
country ¢’s national variables bill; ; and dy; ; is of importance, in order to control for the part that is predicted
by these national economic variables. Because we include lagged excess returns from country j as a predictor
for country 7’s excess return, we adjust for differences in the closing times for the different markets as described
in lsection 2

Furthermore, a pooled estimation is performed with the restrictions that 3;; = BAR,ﬁi,j = Bj,ﬁi,b = B
and B;q = B4 for i = 1...N, to obtain an idea about the average relationship for the used data. Again,
the significance of the j3; ; estimates is based on the empirical bias corrected p-values, according to the wild
bootstrap procedure. Also, heteroskedasticity robust t-statistics are computed. Both methods for assigning

significance follow from testing Hy : §; ; = 0 against H, : 8;; > qﬂ

3.1.3 General Model Specification

The general model for assessing the predictive ability of different countries on the excess returns of a specific
country 4 is a VAR(1) model for all of the countries, with the country i’s economic variables as additional

regressors. The regression specification as mentioned by [Rapach et al.| (2013) is as follows:

i1 = Bio + BiTix + Z#i Bijrit + Bipbilliy + Biadyie + €041 1 F ] 3)

The interpretation of the f8; ; coefficients is similar to the interpretation in [subsubsection 3.1.2] but now, the

lagged excess returns of all countries are included in the regression. The seminal least absolute shrinkage
and selection operator (LASSO), introduced by |Tibshirani| (1996), is a method for parameter shrinkage and
variable selection. Due to some complications, the improvement of this model resulted in the adaptive elastic
net (Zou and Zhang| (2009), Ghosh| (2011)). The estimates of the §; ; are obtained by using this adaptive
elastic net, as explained in detail in the Internet Appendix of Rapach et al|(2013). In order to evaluate the
parameter estimates, we construct a 90% confidence interval with the bias-corrected wild bootstrap method. We

furthermore perform a pooled version of , which consists of the homogeneity restrictions: 8;; = Bar, Bij =
ijﬁi,b = /Bb7 and Bi,d = /Bda fori= 17 ey N.

3.1.4 Out-of-Sample evaluation

Although in-sample evaluation can show a significant indication of international stock return predictability,
Welch and Goyall (2008) show that the out-of-sample forecasts of these models often fail to outperform the

baseline model, using the historical average as predictor. The historical average forecast is performed as follows:

Tit+1 = Bi0 + €141 (4)

where f3; o is the average of the excess returns from the start of the sample period up to and including the last

observation at time t. This model is compared to the following model which incorporates lagged U.S. excess

5For the replications, both t-statistics and bootstrapped p-values follow from testing this hypothesis.
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returns as dependend variable:

Titr1 = Bio + Biusarusat + €1 1£USA (5)

Following this specification, the prediction of the excess return of time ¢ 4+ 1 is computed by estimating the
coefficients of the regression with data up to and including time ¢. The forecasting period is from January
1985 to October 2010. In order to compare the models as stated in equation and , the out-of-sample
R%¢, as mentioned in |Campbell and Thompson| (2008)), and the adjusted mean squared forecast error (MSFE)
mentioned by |Clark and West| (2007) are used. The above mentioned out-of-sample evaluation follows from
Rapach et al.| (2013).

For the extensions, the out-of-sample evaluation is not needed, because the data is transformed. Due to
these transformations, there is no continuous time line to predict, thus an out-of-sample evaluation is irrelevant.
Furthermore, the focus of the extensions is not to make a good prediction model, but to understand the

predictive ability of different type of returns.

3.2 Extensions

In this section, we discuss our extensions on the Pairwise Granger Causality model introduced by |[Rapach et al.
(2013)). Firstly, we examine the predictive power of lagged positive and negative excess returns. Secondly, we
investigate the predictive power of lagged excess returns in months of high and low volatility, and lastly, we

analyse the predictive ability of lagged U.S. excess returns in times of U.S. Recessions and economic growth.

3.2.1 Impact of Positive and Negative Returns

Because |Rapach et al.| (2013) conclude that international lagged excess returns have a significant impact on
country i’s excess returns, we further investigate this lead-lag relationship. In this section, we assess the
difference in the predictive ability of the positive and negative international lagged excess returns. We do so by

performing the following regressions:

Tit+1 = Bio + (Biirie + Bijrie + Biwbills ¢ + Biadyit)I(rje > 0) + €141 i Fj (6)
Tit+1 = Bio + (Biirie + Bijrie + Biwbills ¢ + Biadyi ) (1 — I(rje < 0)) + € 141 i F£J (7)

where I(r;; > 0) is an indicator function having value 1 if r;+, the lagged excess return of country j, is larger
or equal to zero and 0 if it is negative. The coefficients 5; 0 ,8::, Bi,j» Bip, and B; 4 in regression @ have
a similar interpretation as in equation , but are computed when only using the observations matching to
the positive lagged excess returns of country j. The same holds for the coefficients in regression , using the
observations matching the negative lagged excess returns of country j. The moving block bootstrapped p-values
(and heteroskedasticity robust t¢-statistics) of the coefficient estimates are based on a moving block bootstrap
procedure when testing Hy : §8; ; = 0 against H, : §; ; > qﬂ A wild bootstrap is not necessary because the

data is divided into parts according to positive or negative lagged excess returns of country ]ﬂ Still, we use a

6For all Bi,; in the extensions, this hypothesis for testing significance holds.
"For further extensions, the same argument for the moving block bootstrapped p-values holds.
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moving block bootstrap because the observations have the characteristics of a time series. The moving block

bootstrap procedure is explained in detail in [subsubsection 3.2.41

It is of great importance to be cautious when selecting the corresponding observations with the positive or
negative lagged excess returns of country j. For every of the 110 regressions the selection of the observations for
the lagged excess returns of country i, the Treasury bill and log dividend of country ¢ has to match the periods
where the lagged excess returns of country j is either positive or negative. If the closing time of country j is
after the closing time of country ¢, it is important to choose the data matching the positive or negative lagged
monthly excess returns of country j computed excluding the last trading day in the month. This implies that
not all regressions when looking at positive or negative returns will contain the same number of observations.

If for example we look at if negative Japanese lagged excess returns Granger cause French excess returns
and if negative Canadian lagged excess returns Granger cause French excess returns, the number of negative
Japanese lagged excess returns can be different from the number of negative lagged Canadian excess returns.
Additionally, for Canada, the number of lagged negative excess returns are based on the excess returns excluding
last trading day, and for Japan, the regular negative lagged excess returns are used. The number of observations

used for all of the variables in @ will most likely be different for the above explained two cases.

3.2.2 Predictability of High and Lower Volatility Regimes

Apart from making a distinction in positive and negative returns, a distinction among periods of relative high

and low volatility is also rather interesting to evaluate. Therefore, we specify the following regressions:

Titt1 = Bio + (Biirie + Bijrie + Biwbills ¢ + Biadyi 1) I (vizy > ;) + €141 i# ] (8)
Tiit1 = Bio + (Biirie + Bijrie + Biwbills o + Biadyi ) (1 — I(vizg e > x5)) + €441 i #£ g 9)

where I(viz;; > x;) is an indicator function with value 1 if the volatility index (vix) of country j is larger than
or equal to ; and 0 if the value is below x;. For every month, we compute the monthly volatility with the daily
closing prices by taking the standard deviation of the daily returns. The average monthly volatility of country
j is used as the bound z;.

The coefficients 3; o, 8., Bi,j, Bip, and B; 4 in regression have similar interpretations as explained for the
previous regressions. However, in this regression only the observations matching to the lagged excess returns
of country j corresponding to months with the volatility being higher than z; are taken into account. The
same holds for the coefficients in @D, when using observations matching to lagged excess returns of country j
corresponding to months with volatility below ;. The significance of the coefficient estimates is based on the
moving block bootstrapped p-values.

Again, it is important to compute the regressors precisely. For all regressions, the data for the lagged
variables is used depending on the volatility of the returns in the lagged month of country j. This again implies
that the number of observations are all based on the characteristics of the information of country j, as previously

described in [subsubsection 3.2.11
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3.2.3 Predictability in Times of U.S. Recessions

Since [Rapach et al|(2013) conclude that the predictive ability of the lagged U.S. excess returns is the greatest
of all examined countries, we further research the U.S. predictive ability in more detail. Lagged excess returns
in times of U.S. recession could have different impact on international excess returns than in times of a growing
US economy. Equation and contain data of periods of U.S. recession and U.S. economic growth

respectively.

Tit+1 = Bio + (Biirit + Busairusa, + Biwbills ¢ + Biadyi¢) I (x) + € 141 1 #USA (10)
Tigr1 = Bio + (Biirit + Busaorvsas + Bipbills ¢ + Bi adyit)(1 — Ii(x)) + €441 ¢ £ USA (11)

where I;(x) is an indicator function that has value 1 if it is stated that the US has been in an economic recession
in month ¢ and 0 if the US had an economic growth in the corresponding month ¢. In equation , only lagged
observations are used for the months where the US has a recession, and in equation the lagged observations
during economic growth are used. Again, the significance of the coefficient estimates is based on the moving
block bootstrapped p-values.

Furthermore, because Rapach et al|(2013)) show that some of the national economic variables, such as the
Treasury bill rate and or log dividend yield, have a significant influence on country ¢’s excess returns, we will
assess the predictive ability of these variables when using the observations in times of a U.S. recession and in

times of U.S. economic growth. The following two regressions are performed:

rit1 = Bio + (Bipbilli s + Biadyi ) Le(x) + €541 (12)
Tigr1 = Bio + (Bipbilli s + Biadyi ) (1 — I(x)) + €441 (13)

where the coefficients have similar interpretations as before, but equation and use the observations in
times of U.S. recession and U.S. economic growth respectively. The significance for the 3, ;, and 3; 4 is according
to the moving block bootstrapped p-values when testing Hy : 8;, = 0 and Hy : B;,¢ = 0 against H, : 8; < 0
and H, : ;4 > 0 respectively. In order to test no predictability at all, we compute the x? statistic for testing
Hy:Bip=Bia=0

3.2.4 Moving Block Bootstrap

In order to test for significant coefficient estimates, we compute moving block bootstrapped p-values for testing
Hy : By = 0 against H, : 8,y > 0. The p-values are computed as follows:

First, a regression under the null hypothesis Hy : 85, = 0 is performed. For example, if we want to check
the significance with the moving block bootstrap of the Bl ;j in regression @, we first evaluate the model under

Hj, which means estimating the following regression:

Tit+1 = Bio + (Biirie + Biwpbillsy + Biadyi ) I(rj¢ > 0) + € 4141 i £ (14)

From this regression, we obtain the estimates Bi,m Bi’i, Bi,b and Bi’d as well as the corresponding errors é€;41,
fort=1,...,T.
Next, we start the bootstrapping process by defining a new dependent variable ¥; 41, using the fixed

regressors in , the estimated coefficients in this regression and the mutated errors €, ;; which are computed
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as follows. First, the estimated errors é;41, obtained from the regression are divided into T'— L + 1 blocks
of size L. The first block contains observations 1, .., L of é;41, the second block observations 2, ..., (L + 1) all the
way up to the last block, containing observations (T — L + 1),...,T of é;11. From all of the T — L + 1 blocks,
T/L blocks are randomly chosen (replication is allowed). With these chosen blocks, the new errors €, ;41 are
created. If the division T'/L is not an integer value, the value is rounded down on integers. Next, an extra block
from the moving blocks is selected, and the remaining values for the error term €, . are filled up by the values

from the last randomly chosen block. The new dependent variable is computed as following:
Yit+1 = Bi,o + (Bi,iri,t + Bi,bbi”i,t + Bi,ddyi,t)I(Tj,t >0)+ € t+1 i#£] (15)

using the estimates of the regression in , the fixed regressors and the bootstrapped errors €; ;1.
Using 9; ++1, a regression as in equation @ is performed, but now with the bootstrapped ¥; 141 as dependent

variable:
Uit+1 = Bio + (Biirie + Bijrje + Bipbillis + B qdyie) [(1j0 > 0) + €041 i F ] (16)

As we now use a new dependent variable, a new Bl ; estimate is obtained.

When repeating this bootstrapping process 2000 times, we obtain 2000 B;" ; estimates for the 2000 regressions
as stated in , which are all different due to the random nature of block selecting which leads to randomly
selected €; 441, and ¥;+1. In order to compute the bootstrapped p-values for the 3;; estimate in @, we
calculate the proportion of the 2000 bootstrapped estimates of 5/, in that is larger than the 3; ; estimate.

With respect to the block size, there is a substantial trade off between the amount of samples we obtain and
the amount correlation that we preserve. There, we perform a sensitivity analysis with block sizes of three, five,
and ten. For every extension, we use a moving block bootstrap to calculate the p-values for the 3; ; coefficient
estimate which assigned the significance of the estimate. We investigate whether changing the block size gives
different results. The results that are reported throughout the paper are based on a block size of five, which is
the benchmark for the block sizes. Per extension, for block sizes of three and ten, we look at the percentage

of estimates that lead to the same conclusion for significance as when using the benchmark block size of five.

For the extensions in [subsubsection 3.2.1| and [subsubsection 3.2.2] we count the number of times the different

block size (three or ten) gives equal significance to the f; ; estimates and divide this by the total number of

regressions. For the extension in [subsubsection 3.2.3] only ten regressions are performed for the United States,

thus the proportion of equally assigned significance of these ten regressions is calculated.

4 Results

In this section, the results of the discussed models are reported and analysed. The results of the replications

are mentioned first, after which the findings of the extensions are reported.

4.1 Replication

The results of the Benchmark Regression, the Pairwise Granger Causality model, the General Model Specifica-
tion and the Out-of-Sample Evaluation are discussed in this section and are similar to the findings by Rapach
et al.| (2013).
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4.1.1 Benchmark Regression

reports the results of the benchmark regression as stated in equation . We can see that all 3,
estimates are negative except for Japan, and that except for Italy, all 38; 4 estimates are positive. The expectation
of the effect of the Treasury bill rate and log dividend yield being negative and positive respectively thus holds.
For the countries Canada, Germany, The Netherlands and the United Kingdom, the nominal interest rate is a
significant predictor. However, the log dividend yield is only found to be a significant excess return predictor
for the United Kingdom. Since in general returns are known to be highly unpredictable, low R? statistics occur.

For the countries with a significant 3;; or §; 4 estimate, the R? is higher than 1%.

Table 2: Benchmark Regression

This table shows estimates of the benchmark regression as described in equation . The second and sixth column
contain the estimates for the coefficient of the Treasury bill rate with the heteroskedasticity-robust t-statistic, testing
Hyg : B;p = 0 against Hy : 8;5 < 0, in the parentheses below and the third and seventh columns show the estimates for
the coefficient of the log dividend yield with again the t-statistics, testing Ho : B; ¢ = 0 against Hq : 3; 4 > 0, in the
parentheses below. In the fourth and eighth column, the R? statistic for every regression is shown. In the parenthesis
below these R? statistics, the x? statistic for testing Hy : Bi,p = Bi,a = 0 are stated. Furthermore, the pooled estimates
are shown, which impose the restriction that 3; ; = By and Bid = B4. The asterisk indicates significance on 10% or
better, based on wild bootstrapped p-values.

1 2 3 4 5 6 7 8
i Bis Bi.a R? i Bis Bi.a R?
Australia -0.05 0.68 0.13% Netherlands -0.32* 1.82 1.72%
(-0.49) (0.29) (0.26) (-2.54) (1.81) (6.48)
Canada -0.23* 1.44 2.58% Sweden -0.01 1.18 0.45%
(-2.42) (1.22) (6.47) (-0.19) (1.24) (1.54)
France -0.09 0.92 0.31% Switzerland -0.15 0.23 0.55%
(-1.00) (0.86) (1.09) (-1.32) (0.25) (2.01)
Germany -0.33* 1.68 1.24% United Kingdom -0.16* 3.71* 2.60%
(-1.86) (1.24) (3.78) (-1.67) (2.90) (8.75)
Ttaly -0.01 -0.69 0.14% United States -0.19 1.61 1.51%
(-0.08) (-0.59) (0.37) (-1.66) (2.03) (4.15)
Japan 0.04 0.41 0.10% Pooled -0.06 0.53 0.35%
(0.32) (0.68) (0.59) (-1.06) (1.20) (2.06)

4.1.2 Granger Causality for Full Sample

In order to conclude if we can predict a country i’s excess returns with lagged country j’s excess returns, we
test the significance of the estimate of 3; ; in regression . The estimates of the §; ; coefficients are given
in We see that the estimates often are positive. For 98 out of the 110 regressions, the estimates are
positive. Furthermore, 47 estimates are significant, which indicates a significant lead-lag relationship in the
international stock market. The U.S. has the strongest predictive ability, with nine out of ten estimates being
significant and most of the estimates being greater than 0.20. Sweden and Switzerland also seem to have high
predictive ability, with nine and seven significant estimates respectively. Furthermore, it is interesting to see that
the lagged excess returns of eight out of the ten countries Granger cause the excess returns of The Netherlands,
with most of the Syrp,; estimates being larger or equal to 0.15. When testing the significant impact on U.S.
excess returns, only two out of the ten non U.S. lagged excess return have significant predictability. When
looking at the pooled results, which indicate the average relationships, eight out of the eleven estimates are

significant, with the pooled BUS A having the largest value of 0.17. The leading predictive ability of the U.S. is
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confirmed by the pooled results.

Table 3: Granger Causality
The table reports the f3; ; estimates of regression . In the parenthesis below the coefficient estimates,
heteroskedasticity-robust t-statistic are shown for testing Ho : 8; ; = 0 against Hg : 8;,; > 0. Furthermore, the
asterisk indicates significance at a 10% significance level according to wild bootstrapped p-values.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi,aus Bi,can Bi,rrA Bipeu Biira Bi,gpn BinrLp Bi,swre Bicue BiaBr Biusa
AUS 0.11* 0.12* 0.13* 0.08* 0.10* 0.13* 0.08* 0.11* 0.07 0.20*
(1.35)  (1.96) (2.06) (2.24) (1.91) (1.77) (1.91) (1.67) (0.94)  (2.34)
CAN 0.05 0.06 0.06 0.06* 0.06 0.06 0.15* 0.08 0.07 0.21*
(0.84) (1.21)  (1.24) (1.53) (1.26) (0.79) (3.73) (1.00) (0.99)  (2.19)
FRA 0.01 —0.01 —0.03 —0.05 0.04 0.002 0.14* 0.16* 0.03 0.12
(0.15) (—0.15) (—0.31) (=0.91) (0.53) (0.02) (2.27) (1.47) (0.26)  (1.28)
DEU 0.03 0.09 0.13* 0.06 0.09* 0.06 0.14* 0.26* 0.07 0.22*
0.37)  (1.11)  (1.49) (1.29)  (1.42) (0.55) (249) (2.26) (0.77)  (2.33)
ITA —0.01 0.06 0.16* 0.11 0.05 —0.06 0.06 0.21* 0.15* 0.15*
(—0.07)  (0.66) (1.63) (1.21) 0.72) (—0.59)  (0.99) (1.84) (1.48)  (1.59)
JPN 0.04 0.12* 0.11* 0.02 0.03 0.07 0.09* 0.11* 0.11* 0.11*
(0.70)  (1.70)  (2.07) (0.44) (0.78) (1.17) (177 (1.61)  (1.71)  (1.48)
NLD 0.10* 0.15* 0.15* 0.15* 0.05 0.11* 0.16* 0.33* 0.11 0.32*
(1.46)  (1.95) (2.20) (L79) (1.05) (2.12) (2.76)  (3.28) (L.11)  (3.69)
SWE —0.03 0.16* 0.05 0.08 0.08 0.06 0.01 0.12 0.10 0.23*
(—0.31) (175 (0.58) (0.88) (L.09) (0.76) (0.13) (1.23)  (0.90)  (2.22)
CHE 0.03 0.03 —0.0003 —0.02 0.00 0.02 —0.01 0.13* 0.02 0.14*
(0.50)  (0.41)  (0.07) (—0.20) (—0.08) (0.51) (—0.08) (3.14) (0.32)  (1.67)
GBR 0.11* 0.08 0.08 0.02 0.01 0.09* —0.02 0.09* 0.11* 0.23*
(1.74)  (1.02) (1.17) (0.26) (0.24) (1.85) (—0.18) (2.03) (1.42) (2.26)
USA 0.06 0.03 0.01 —0.01 0.06* —0.0003 0.01 0.09* 0.04 0.02
(1.00)  (0.27) (0.20) (—0.20) (1.52) (—0.01) (0.18) (2.31) (0.48) (0.22)
Average 0.04 0.08 0.09 0.05 0.04 0.06 0.03 0.11 0.15 0.08 0.19

Pooled 003 007 008 005 004 006* 002  011* 013* 008"  0.17*
(0.65) (1.34) (2.02) (1.08) (1.32) (1.52) (0.42) (3.56) (2.22) (1.45)  (2.98)

The leading role of the United States could be explained by the findings of [Lo and MacKinlay| (1990)). They
conclude that large-cap returns lead small-cap returns. Since the U.S. has the world’s largest equity market,
when classifying this on the market capitalization, the market as itself can be seen as a large-cap return and

the other countries’ markets as small-cap returns.

4.1.3 Pooled General Model

The general model, as specified in equation , is first performed by setting the homogeneity restrictions:

Bii = Bar, Bij = Bj, Biv = B, and Bi g = Ba, fori =1, ..., N. The pooled estimates are given in [Table 4, The
pooled estimates for the U.S., Sweden, and The Netherlands are significant. The strong predictive ability for

the U.S., and Sweden became clear in [subsubsection 3.1.2] but the significance for The Netherlands is relatively
unexpected. The pooled estimate of Syga of the general model, being 0.17, corresponds to the value in
(éUSA = 0.17) and is again the largest value. The Swedish pooled estimate of 0.08 is also in compliance with
the estimate in (ESW g = 0.11). However, the pooled estimate of The Netherlands has a negative value
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of -0.12, which is different from the value in [Table 3 (,é ~nrp = 0.02). Analysing at the Dutch results in|Table 5

we see that the Dutch estimates are not robust, which will be discussed later.

Table 4: Pooled Estimates for General Model
This table shows estimates for Bi,j in regression when using the pooled restrictions 3; ; =
Bar,Bi,; = Bj,Bip = By, and B; g = Bq, for i = 1. In the brackets below the coefficient
estimates, the bias-corrected wild bootstrapped 90% confidence interval are reported. The
asterisk shows significance at 10% or better.

1 2 3 4 5 6
Baus Bean Brra BpEU Brra BipN
-0.03 -0.01 0.03 -0.03 0.01 0.02
[0.12,0.06]  [-0.12,0.00]  [-0.06,0.11]  [-0.12,0.07]  [-0.04,0.06]  [-0.04,
7 8 9 10 11

BNLD Bswe BecuE BeBr Busa

-0.12* 0.08* 0.08 0.004 0.17*

[0.23,-0.01]  [0.03,0.14]  [-0.050.21]  [-0.10,0.11]  [0.05,0.29]

Table 5: Adaptive Elastic Net Estimates for General Model

The table contains the estimates of 3;; in the regression as described in equation . Only the estimates chosen by
the adaptive elastic net are reported and are named f;;. In the brackets below the estimates, the bias-corrected wild
bootstrapped 90% confidence intervals can be found. The asterisk shows significance of the estimates at 10% or better.

1 2 3 4 5 6 7 8 9 10 11 12
i B;AUS éz’*,CAN B;,FR,A BZ,DEU BZ.ITA B?,JPN Bi*,NLD B’?,SLVE B?,CHE B;,GBR sz'SA
AUS 0 0 0 0.01 0 0 0 0 0 0.12*
[-0.01,0.03] [0.05,0.25)
CAN 0 0 0 0 0 -0.06 0.13* 0 0 0.10*
[-0.18,0.01] [0.08,0.21] 0.02,0.23)
FRA 0 -0.09 -0.11 -0.05 0 -0.07 0.16* 0.17 -0.01 0.12
[-0.25,0.04] [-0.29,0.03] [-0.15,0.02] [-0.25,0.09] [0.07,0.28] [-0.01,0.39] [-0.17,0.13]  [-0.04,0.32]
DEU -0.06 -0.02 0.04 -0.02 0.03 -0.13 0.10* 0.19* -0.09 0.22*
[-0.20,0.08] [-0.19,0.13] [-0.10,0.19)] [-0.05,0.10] [-0.07,0.13] [-0.32,0.06] [0.01,0.21] [0.002,0.40] [-0.27,0.07]  [0.04,0.44]
ITA -0.07 0 0.15* 0.05 0 -0.41* 0 0.27* 0.17* 0.07
[-0.22,0.01] [0.01,0.34] [-0.05,0.19] [-0.71,-0.29] 0.08,0.51] [0.02,0.41]  [-0.05,0.23]
JPN 0 0.04 0.04* 0 0 0 0.04 0 0.003 0
[-0.01,0.11] [0.02,0.12] [-0.002,0.10] [-0.04,0.04]
NLD 0 0.01 0 0 0.04 0.09* 0.21* -0.07 0.22*
[-0.07,0.09] [-0.03,0.12] [0.01,0.19] [0.04,0.41] [-0.24,0.07]  [0.08,0.41]
SWE 0.13* 0.07 0 0 0.07 0 -0.13 0.01 0 0.30*
[-0.31,-0.003] [-0.04,0.23] [-0.03,0.19) [-0.37,0.01] [-0.11,0.12] [0.13,0.55]
CHE 0 0 0 0 0 0 0 0.10* 0 0.08*
[0.06,0.17] 0.01,0.18]
GBR 0 0 0 0 0 0.002 -0.11% 0.04* 0 0.19*
[-0.02,0.03] [-0.25,-0.06] [0.02,0.12] [0.09,0.38)
USA 0 0 0 -0.03 0.02 0 0 0.08* 0 0
[-0.11,0.01] [-0.01,0.06] [0.04,0.16]
Average  -0.03 -0.001 0.02 -0.01 0.01 0.01 -0.09 0.08 008 1.0x1078 0.14

The results for the non-pooled general model are stated in |Table 5’| The adaptive elastic net method selects

8The confidence intervals computed by the wild bootstrap procedure sometimes slightly differ from Rapach et al.| (2013), which

is due to the randomness of the bootstrap procedure.
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the lagged U.S. excess returns as good predictors for nine out of ten times, which again confirms that the
lagged U.S. excess returns are the most dominant predictors. Most of the B;‘ Usa values are higher than 0.10.
Furthermore, the Swedish and Dutch lagged returns are selected eight and six times respectively. The Swedish
estimates are often significant, with values around 0.10. However, the Dutch estimates all are negative, which
is remarkable in the table. Moreover, only two Dutch estimates are significant, which shows that the robustness

of the Dutch predictive ability is relatively low.

4.1.4 Out-of-Sample Evaluation

In this section, we discuss the out-of-sample performance. contains the R%S statistics, from testing
the out-of-sample performance of equation against the performance of the historical average, discussed in
. As we can see from the results, all of the normal R% ¢ for the non-U.S. countries are positive, except for
Australia. This means that the mean squared forecast error (MSFE) of the model in equation is lower than
the historical average model for almost all countries. The significance of this R% g statistic also shows that the
prediction of the model with lagged U.S. excess returns outperforms the baseline model, using the historical
average as predictor. This is the case for all countries except the United Kingdom. However, for the pooled

results, all of the non-U.S. countries have a significant RZg.

Table 6: Out-of-Sample Evaluation
The second and fifth column show the out of sample R? statistic (R%S) for testing the forecasts,
computed by the estimates from the regression as stated in equation , against the forecasts
following from the historical average as mentioned in equation . The third and sixth column show

this statistic, but now for a pooled version of , that is with the restriction that 3; ysa = BUSA
for all 7 £ USA.

1 2 3 4 5 6

27i R2OS R%S,pooled i RQOS R%S,pooled

Australia —0.69* 0.50* Netherlands 3.81* 3.88*
(1.49) (1.60) (2.62) (2.58)

Canada 1.30* 1.86* Sweden 2.90* 2.76*
(2.36) (2.18) (2.25) (2.31)

France 1.52* 1.91* Switzerland 2.64* 2.95*
(1.90) (2.12) (2.45) (2.40)

Germany 1.57* 1.98* United Kingdom 0.28 0.43*
(1.78) (1.91) (0.97) (1.34)

Italy 0.92* 1.54* Average 1.51 1.91
(1.54) (2.05)

Japan 0.82* 1.30*
(1.33) (1.65)

4.2 Extensions

In this subsection, we discuss the results of our extensions. Firstly, the predictive power of lagged positive and
negative excess returns is reported. Secondly, the results of the significance of lagged excess returns in months
of high and low volatility are shown, and lastly, the predictive ability of lagged U.S. excess returns in times of

U.S. recessions and economic growth becomes clear.
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4.2.1 Impact of Positive and Negative Returns

contains the f3; ; estimates and indicates whether a particular country j Granger causes country ¢ when
we only use the lagged variables if the corresponding lagged excess return of country j is positive. We see that
89 of the 110 §; ; estimates prove to be positive of which 32 estimates are significant. Compared to the results
shown in less estimates are significant, namely 32 versus 47 significant estimates. The reduction in
significance could partly be caused by the different computation of the p-values. Nevertheless, the results still

indicate a predictive ability for the international stock markets.

Table 7: Impact of Positive Lagged Excess Returns
The table reports the §; ; estimates of regression @, so only when using positive lagged country j’s excess
returns (and the corresponding data). In the parenthesis below the coefficient estimates, heteroskedasticity-
robust t-statistic are shown for testing Ho : 8; ; = 0 against H, : 3; ; > 0. Furthermore, the asterisk indicates
significance at a 10% significance level according to the moving block bootstrapped p-values.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi,aus Bi,can Birra Bipeu Biara BigpN Bi,NLD Biswik Bi,cHE Bi,GBR Biusa
AUS —0.02 0.13 0.22* 0.01 0.07 0.25* 0.07 0.09 —0.04 0.13
(—0.18) (1.05) (2.05) (0.23) (0.93) (1.94) (0.93) (0.75) (—0.26)  (1.09)
CAN 0.14 0.13 0.22* 0.12 0.09 0.21* 0.25* 0.08 —0.02 0.32*
1.30) (1.68) (2.52) (1.98) (1.26) (2.00) (3.32) (0.70) (—0.20)  (2.90)
FRA 0.18* —0.17 —0.002 0.01 0.06 0.10 0.18* 0.25* —0.26 0.23*
1.32) (—1.07) (=0.01) (0.14) (0.48) (0.62) (1.87) (1.58) (—1.44)  (1.56)
DEU 0.02 —0.07 0.12 0.03 0.03 0.14 0.16 0.24* —0.14 0.23*
0.16) (—0.47) (0.82) (0.45)  (0.34) (0.99) (1.71) (1.57) (—0.98)  (1.48)
ITA 0.18* —0.06 0.23* —0.05 —0.23 —0.13 0.13 0.50* 0.08 0.24*
0.94) (—0.29) (1.44) (—0.33) (-1.64) (—0.68) (1.19) (2.47) (0.38)  (1.25)
JPN 0.14* —0.05 0.04 0.04 0.02 0.10 0.07 0.18* 0.05 0.11
0.99) (—0.37) (0.34) (0.44) (0.25) (0.83)  (0.82) (1.09) (0.35)  (0.71)
NLD 0.19* 0.01 0.24* 0.06 0.14 0.11 0.24* 0.35* —0.04 0.28*
1.74)  (0.08) (2.15) (0.47) (2.00) (1.27) (2.48)  (2.42) (—0.20)  (2.03)
SWE —0.03 0.04 0.25* 0.20* 0.26* 0.16* 0.17* 0.20* 0.11* 0.29*
—0.14)  (0.20) (2.06) (1.62) (1.99) (1.18)  (1.04) (1.15)  (0.66)  (1.52)
CHE 0.04 —0.09 0.00 —-0.19 0.03 0.05 0.03 0.12 —0.13 0.10
0.38) (—0.83) (0.00) (—1.74) (0.45) (0.59) (0.24) (1.81) (—1.28)  (0.82)
GBR 0.13 —0.01 0.06 0.04 0.07 0.14 0.12 0.16 0.14 0.19*
1.07) (=0.07) (0.68) (0.50) (L.10) (1.86) (1.22) (2.26) (1.38) (1.55)
USA 0.07 -0.21 0.08 0.18 0.13 0.08 0.18 0.15 0.07 —0.11
0.75) (—1.47) (0.84) (1.63) (1.85) (L.11) (1.49) (1.99) (0.51) (—0.86)
Average 0.11 —0.06 0.13 0.07 0.08 0.06 0.11 0.15 0.21 —0.05 0.21
Pooled 0.12 —0.07 0.12 0.09 0.08* 0.05 0.12* 0.15* 0.21* —0.03 0.20*

(1.11) (—0.65) (1.26) (0.87) (1.42) (0.38) (1.31) (2.37) (1.59) (—0.26)  (1.67)

The most dominant predictors when only using the positive excess returns are the U.S. and Switzerland, with
seven and six out of ten B” being significant respectively. Both the U.S. and Swiss estimates have an average
value of 0.21. The USA has six estimates with a value larger or equal to 0.23. For Switzerland five estimates
are larger or equal to 0.20. The strong predictive ability of these two countries is also notable in the pooled
estimates. The estimates ELCHE and éi,Us A are the largest with values of 0.21 and 0.20 respectively. The

other countries do not have strong predictive ability. The Canadian 3; can estimates are noteworthy, because
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most of these values are negative, which differs from the overall estimates. However, none of these Canadian
estimates are significant, which shows that the estimates are not robust. Another exceptional finding is that
the Swedish and Dutch excess returns are relatively easily predictable when using country j’s positive lagged
excess returns as predictors, with eight significant Ssw g ; and five significant Byrp,; estimates.

When comparing the results of to the full sample results, we see that the USA and Switzerland
remain dominant predictors when only using the positive lagged excess returns. Furthermore, one Swedish
Bi,swE estimate is significant when only using positive lagged excess returns, which is different from the nine
significant results when using the full sample. As mentioned before, the differences in the number of significant
estimates between the extensions and replications are partly caused by the difference in the p-value computation,

but the overall comparison of a country being a strong or weak predictor still holds.

Table 8: Impact of Negative Lagged Excess Returns
The table reports the j3; ; estimates of regression @, so only when using negative lagged country j’s ex-
cess returns (and the corresponding number data). In the parenthesis below the coefficient estimates,
heteroskedasticity-robust ¢-statistic are shown for testing Ho : 8; ; = 0 against Hg : 8;,; > 0. Furthermore, the
asterisk indicates significance at a 10% significance level according to the moving block bootstrapped p-values.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi,aus Bi,can Bi,rra Bipeu Bigira Bi,gpNn Binrp Bi,swe Bicoe BiaBr Biusa
AUS 0.12 0.15 0.10 0.14 0.12 0.19* 0.12 0.04 0.17* 0.22*
(0.76)  (1.32) (0.78) (1.31) (0.92) (1.34) (1.21) (0.34) (1.08)  (1.00)
CAN —0.06 —0.01 0.01 0.16 0.14 0.10 0.04 —0.004 0.08 0.14
(—0.75) (-0.08) (0.05) (L77) (1.25) (0.67) (0.38) (—0.03) (0.55)  (0.69)
FRA —0.05 0.20* —0.07 0.15 0.11 0.08 0.08 0.31* 0.28* 0.11
(—0.39)  (1.31) (—0.44)  (1.02) (0.71) (0.44) (0.59) (1.53) (L.71)  (0.58)
DEU 0.09 0.27* —0.15 0.16 0.26* 0.16 0.21 0.56* 0.29* 0.30*
(0.56)  (1.68) (—0.79) (1.55)  (1.55) (0.69) (1.40) (2.54) (1.40)  (1.24)
ITA —0.10 0.18* 0.21* 0.21* 0.21* 0.08 0.05 0.20* 0.11 0.12
(—0.81)  (1.20) (1.06) (1.22) (1.36)  (0.46) (0.38) (1.16) (0.62)  (0.61)
JPN 0.08 0.15* 0.03 0.05 0.01 0.31* 0.07 0.13 0.10 0.18*
(1.00) (1.20) (0.33) (0.42) (0.06) (2.32)  (0.57)  (0.97) (0.83)  (1.10)
NLD 0.13 0.32* 0.14 0.35* 0.18 0.18* 0.17 0.73* 0.53* 0.58*
(0.83) (1.95) (1.01) (2.11) (1.68) (1.33) (1.35)  (3.81) (2.70)  (2.72)
SWE 0.13 0.40* 0.09 0.09 —0.02 0.14 0.05 0.45* 0.003 0.23*
(0.94) (2.48) (0.43) (0.47) (—0.15) (0.75) (0.20) (2.20)  (0.01)  (0.97)
CHE —0.03 0.23* —0.12 0.28* 0.07 0.05 0.19 0.05 0.35* 0.25*
(—0.26) (1.52) (—0.77) (1.82) (0.69) (0.43) (1.20)  (0.44) (2.19)  (1.44)
GBR 0.07 0.21* 0.11 0.10 0.15 0.11 0.21 0.08 0.32* 0.71*
(0.54)  (1.54) (0.75) (0.73) (1.52) (0.95) (L11) (0.71)  (1.98) (2.97)
USA 0.14 0.19 0.02 —0.01 0.20 0.11 0.15 0.04 0.05 0.11
(1.27)  (1.03) (0.12) (—0.13) (1.91) (1.05) (0.83) (0.37) (0.32) (0.62)
Average 0.04 0.23 0.05 0.11 0.12 0.14 0.15 0.09 0.28 0.20 0.28
Pooled 0.03 0.21* 0.05 0.08 0.12* 0.14 0.14 0.09 0.23* 0.16 0.22

(0.22) (1.62) (0.42) (0.60) (1.36) (1.01) (0.89) (0.91) (1.33) (1.26)  (1.23)

Furthermore, the results when only using negative excess returns, as mentioned in equation @, are shown in
Of the 110 regressions, 99 estimates are positive, of which 35 significant. A notable result is that

Canada has the most significant 3; can estimates, with eighth out of ten significant estimates. The average
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value of the estimates is 0.23 and six estimates are larger or equal to 0.20. The significance of Canada is
remarkable if we compare it to the results in [Table 3| and [Table 7, so when only using the lagged negative

excess returns, Canada has large predictive ability. The U.S. and Switzerland remain dominant predictors, with

seven and six significant 3; ; estimates respectively. The average value of the USA estimates is 0.28 and six
estimates are larger or equal than 0.22. Swedish estimates also have an average value of 0.28 and six estimates
are larger or equal to 0.20. The pooled estimates indeed show large values for Ei,CAN, éi,CHE and Ei,USA, which
corresponds to these three countries having most significant estimates. Furthermore, the Dutch excess returns

are again relatively easy predictable, with six significant estimates of Bnrp ;.

4.2.2 Predictability of High and Low Volatility Regimes

Next, we look at if the country j’s lagged excess returns have significant effect on country i’s excess returns
if only the observations corresponding to the months where the lagged country j’s monthly returns have high
volatility are used. The results are shown in

Table 9: Impact of Months with High Volatility

The table reports the §; ; estimates of regression , so only when using lagged country j’s monthly excess
returns corresponding to months with volatility being larger than the average monthly volatility in the sample
(and the corresponding data). In the parenthesis below the coefficient estimates, heteroskedasticity-robust
t-statistic are shown for testing Ho : B;; = 0 against H, : B;; > 0. Furthermore, the asterisk indicates
significance at a 10% significance level according to the moving block bootstrapped p-values.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi,aus Bi,can Bi,rra Bipeu Bigra Bi,gpn Binrp Bi,swe Bicae BiaBr Biusa
AUS —0.003 0.12 0.01 0.08 0.05 0.05 0.12 0.10 0.05 0.21*
(—0.03) (1.43) (0.09) (1.84) (0.94) (0.49) (2.16) (1.10) (0.51)  (1.36)
CAN 0.09 0.03 0.04 0.09 0.14* 0.09 0.14 —0.08 0.12 0.16*
(1.09) (0.59)  (0.56) (1.91) (2.72) (0.95) (2.88) (—0.71) (1.30)  (1.03)
FRA 0.07 —0.002 0.02 —0.04 0.08 0.05 0.15 0.25* 0.13* 0.13*
(0.70) (—0.02) (0.10) (—0.65) (0.81) (0.30) (1.41) (1.39) (0.68)  (0.69)
DEU 0.06 0.12* —0.01 0.05 0.13* —0.05 0.15 0.39* 0.25* 0.38*
(0.55)  (1.13) (—0.10) (0.97)  (1.65) (—0.30) (1.45) (1.98) (1.68)  (2.40)
ITA —0.02 0.03 0.43* 0.22* 0.10* —0.06 0.14* 0.33* 0.25* 0.14*
(—0.20) (0.27) (3.19) (1.25) (1.05) (—0.43) (1.72) (1.97) (1.74)  (1.02)
JPN 0.05 0.05 0.10 0.05 —0.01 0.01 0.15* 0.13* 0.17* 0.17*
(0.64) (0.54) (1.39) (0.73) (—0.26) (0.15)  (2.15)  (1.30) (1.75)  (1.54)
NLD 0.16* 0.18* 0.17 0.32* 0.09 0.21* 0.20* 0.45* 0.34* 0.49*
(L72)  (1.55) (1.82) (2.20) (1.91) (2.98) (2.38)  (242) (2.15)  (3.48)
SWE 0.14* 0.13* 0.01 —0.10 0.16* 0.06 —0.02 0.15* 0.12* 0.25*
(1.45)  (1.09) (0.08) (—0.75) (1.84) (0.59) (—0.09) (0.98) (0.73)  (1.68)
CHE 0.08 0.01 —0.11 —0.11 —0.01 0.08 —0.06 0.09 —0.02 0.27*
(0.95)  (0.09) (—1.16) (—1.01) (—0.27) (1.33) (—0.51) (1.45) (-0.12)  (1.75)
GBR 0.10 0.14* 0.06 —0.03 0.01 0.11 0.06 0.01 0.04 0.38*
(1.13)  (1.37)  (0.92) (—0.20) (0.32) (1.72) (0.40) (0.19) (0.31) (2.06)
USA 0.08 —0.02 —0.001 0.01 0.12 0.12 0.02 0.07 —0.02 0.08
(1.04) (=0.13) (=0.02) (0.12) (2.72) (2.45) (0.18) (1.18) (—0.17) (0.68)
Average 0.08 0.06 0.08 0.04 0.05 0.11 0.01 0.12 0.17 0.15 0.26

Pooled ~ 0.07* 006  008* 003  006* 0.11* 002  012* 015 0.14*  0.22*
(1.29)  (0.90) (2.23) (0.65) (2.02) (2.01) (0.29) (3.19) (2.17) (1.85)  (2.57)
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In general, we see that out of the 110 regressions, 88 estimates are positive and 39 significant. The general
predictability thus is higher than when only using positive or negative lagged excess returns. The U.S. and
Switzerland are again dominant predictors, with ten and six significant 3; ; estimates respectively. Six of the
Biusa estimates are larger or equal to 0.20 and the average f; ysa estimate is 0.26. The Swiss estimates are
often lower, but still mostly above 0.15 with an average value of 0.17. Next to these two countries, the British
lagged excess returns in months of high volatility are also good predictors, as six 8;.¢pr estimates are significant
and have an average value of 0.15. The large predictive ability of the U.S. when using excess returns in months
with high volatility reflects in the pooled estimate 5¢,US 4 of 0.22, which is the largest value. Furthermore, the
Dutch and Swedish excess returns are again relatively easy predictable, with eigth By p, ; and six BswE,; being

significant.

Table 10: Impact of Months with Low Volatility

The table reports the §; ; estimates of regression @, so only when using lagged country j’s monthly excess
returns corresponding to months with volatility being below the average monthly volatility of the sample (and
the corresponding data). In the parenthesis below the coefficient estimates, heteroskedasticity-robust ¢-statistic
are shown for testing Hp : 3; j = 0 against H, : 8; ; > 0. Furthermore, the asterisk indicates significance at a
10% significance level according to the moving block bootstrapped p-values.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi,aus Bi,can Bi,rra Bipeu Biira Bi,ypNn BinrLDp Bi,swe Bicue BiceBr Biusa
AUS 0.25* 0.12* 0.25* 0.07 0.17* 0.16* 0.03 0.13* 0.10 0.19*
(210)  (1.19) (2.02) (1.28) (1.57) (1.82) (0.36) (1.25) (0.79)  (2.06)
CAN 0.01 0.08 0.07 0.003 —0.08 —0.01 0.13 0.19* 0.03 0.25*
(0.11) (0.92)  (0.96) (0.05) (—0.96) (—0.09) (1.99) (1.65) (0.27)  (2.05)
FRA —0.08 0.02 —0.01 —0.06 —0.01 —0.03 0.13* 0.19* —0.03 0.02
(—0.78)  (0.18) (—0.08) (—0.60) (—0.12) (—0.23) (1.75) (1.38) (—0.24)  (0.21)
DEU —0.05 0.06 0.24* 0.08 0.01 0.12* 0.09 0.21* —0.09 0.01
(—0.54)  (0.56)  (2.24) (0.92)  (0.11) (1.04) (1.36) (1.48) (—0.81)  (0.12)
ITA 0.09* 0.20* —0.06 0.07 0.07 —0.06 —0.06 0.29* 0.08* 0.06
(0.71)  (1.42) (—0.52)  (0.58) (0.63) (—0.40) (—0.60) (1.79) (0.51)  (0.45)
JPN —0.003 0.20* 0.12 0.003 0.11 0.02 0.003 0.14* 0.03 —0.03
(—0.03) (1.82) (1.62) (0.04) (1.40) (0.27)  (0.05) (1.35) (0.29) (—0.30)
NLD 0.02 0.13* 0.13 —0.04 —0.04 —0.09 0.09 0.22* —0.06 0.12*
0.25)  (1.22) (1.31) (—0.42) (—0.46) (—1.24) (1.17)  (1.85) (—0.48)  (1.14)
SWE —0.31 0.22* 0.11* 0.14* —0.08 0.09 0.01 0.13* 0.04 0.12*
(-2.69) (1.55) (1.00) (1.27) (=0.77) (0.77)  (0.06) (0.97)  (0.30)  (0.90)
CHE —0.05 0.03 0.09 0.003 0.004 —-0.07 —0.001 0.15 —0.04 —0.04
(—0.64) (0.24) (0.80) (0.03) (0.06) (—0.92) (—0.02) (2.61) (—0.41) (—0.41)
GBR 0.09 0.03 0.10 0.004 —-0.01 0.08 —0.13 0.16* 0.08 0.08
(0.97)  (0.28) (0.81) (0.04) (—0.22) (0.87) (=1.32) (2.28) (0.74) (0.64)
USA 0.01 0.08 0.03 —0.06 —0.06 —0.20* -0.01 0.08 0.04 —0.05
(0.13)  (0.70)  (0.36) (—0.84) (—1.18) (=2.79) (—0.13) (1.30)  (0.36) (—0.42)
Average —0.03 0.12 0.10 0.04 0.002 —0.004 0.01 0.08 0.16 0.00 0.08
Pooled —0.03 0.11* 0.07 0.04 0.004 —0.01 —0.00 0.06* 0.15* 0.01 0.06

(-0.45)  (1.30) (1.28) (0.64) (0.08) (—0.11) (—0.05) (1.36) (1.81) (0.13)  (0.79)

Furthermore, we look at the predictive ability of country j’s lagged excess returns when only using observations
matching the lagged excess returns corresponding to the months where the monthly volatility is below the
average monthly volatility. The results are reported in Out of the 110 regressions, 78 estimates are
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positive of which 29 are significant. This shows that, in general, the lagged excess returns corresponding to the
months with low volatility have less predictive ability. The only significant predictor when using lagged excess
returns in months of low volatility is Switzerland. Eighth of the ten Bi,CH g are significant and the average
value of the estimates is 0.16. In comparison to British and U.S. lagged excess returns in months of
low volatility have a lot less predictive ability, now having one and four significant §; ; estimates respectively.
The Dutch excess returns are also harder to predict when using lagged country j’s excess returns corresponding
to the month of low volatility for country j; only three Byxrp,; estimate are significant. The Swedish excess
returns are a bit easier to predict with five significant Bsw g ; estimates. Furthermore, he dominant predictive
ability of Switzerland reflects in the largest pooled 3; ci g estimate, being 0.15.

The main result is that the predictive ability of lagged returns in months with high volatility have more
predictive ability than lagged returns in months with low volatility, especially for the U.S. |Ramchand and
Susmel| (1998) find that high volatility in the U.S. markets leads to more correlations between the U.S. and
other international markets compared to a low volatility state of the U.S. markets. This explains the result of
the lagged U.S. excess returns having ten significant Bi,US 4 in months of high volatility and only four significant

estimates in months of low volatility.

4.2.3 Predictability in Times of U.S. Recession

Because lagged US excess returns show to have a significant effect on different countries’ excess returns, we

further investigate this predictive ability. The results in [Table 11| and [Table 12| show the significance of the

lagged US returns as predictor for another country ¢, when only using the recession months and months of
economic growth as observations for the regressors respectively.

Based on the results, it becomes clear that the lagged U.S. excess returns corresponding to times of U.S.
recession have more significant predictive ability than lagged U.S. returns corresponding to times of U.S. eco-
nomic growth. When using data during US recessions, nine out of ten times the 3; ysa estimate is significant,
while during a U.S. growing economy only four estimates are significant. During recession, the volatility is
often higher. More volatility in the U.S. leads to more correlation with other international stock markets as
Ramchand and Susmel| (1998)) conclude, thus this could give an explanation to the strong predictive ability of
data in recessions and weak predictive ability of data during economic growth. Moreover, the impact on the
Dutch excess returns is significant for both cases, because we see that they are easily predictable in general as

discussed before.

Table 11: Impact of Lagged U.S. Excess Returns in Times of US Recession

The table reports the 3; s estimates of regression , so only when using lagged US monthly excess returns
corresponding to the months of US recession (and the corresponding data). In the parenthesis below the
coefficient estimates, heteroskedasticity-robust ¢-statistic are shown for testing Ho : 3; ; = 0 against H, : §8;,; >
0. Furthermore, the asterisk indicates significance at a 10% significance level according to the moving block
bootstrapped p-values.

AUS CAN FRA DEU ITA JPN NLD SWE CHE GBR

Bivsa  044*  0.76*  0.25* 052 0.54°  042* 077" 0.39° 034 071
(2.14)  (2.68)  (1.34)  (2.44)  (2.39)  (1.93)  (2.92) (1.88) (1.92) (3.47)
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Table 12: Impact of Lagged U.S. Excess Returns in Times of a Growing US Economy
The table reports the 3; yga estimates of regression , so only when using lagged US monthly excess
returns corresponding to the months of US economic growth (and the corresponding data). In the parenthesis
below the coefficient estimates, heteroskedasticity-robust ¢-statistic are shown for testing Ho : 3;; = 0 against
H, : fBi; > 0. Furthermore, the asterisk indicates significance at a 10% significance level according to the
moving block bootstrapped p-values.

AUS CAN FRA DEU ITA JPN NLD SWE CHE GBR

Bivsa  0.10° 004 006  014* 002 001  021* 016 008  0.07
(1.09)  (0.49) (0.61) (1.32) (0.19) (0.18) (2.15)  (1.26)  (0.86)  (0.59)

Table 13: US Recession Benchmark Regression

This table shows estimates of the benchmark regression as described in equation . The second and sixth column
contain the estimates for the coefficient of the Treasury bill rate with the heteroskedasticity-robust ¢-statistic, testing
Ho : B;p = 0 against Hy : 8;5 < 0, in the parentheses below and the third and seventh columns show the estimates for
the coefficient of the log dividend yield with again the t-statistics, testing Ho : 8; ¢ = 0 against Hq : 35,4 > 0, in the
parentheses below. In the fourth and eighth column, the R? statistic for every regression is shown. In the parenthesis
below these R? statistics, the x? statistic for testing Ho : Bi,b = Bi,a = 0 are stated. Furthermore, the pooled estimates
are shown, which impose the restriction that 8;; = By and Bi,a = Bq. The asterisk indicates significance on 10% or
better, based on the moving block bootstrapped p-values testing the same hypothesis as the t-statistics.

1 2 3 4 5 6 7 8
i Bib Bi,d R? i Bib Bi,d R?
Australia —0.31 4.43 3.76% Netherlands —0.25 4.21* 3.95%
(—1.51) (1.34) (2.57) (—0.75) (1.66) (2.95)
Canada —0.22 2.10 2.56% Sweden —0.01 2.06 0.81%
(—1.12) (0.80) (1.25) (—0.03) (0.70) (0.59)
France —0.17 4.86* 6.02% Switzerland —0.19 5.90* 6.98%
(—0.75) (1.69) (3.83) (—0.68) (2.26) (5.42)
Germany —0.55* 9.05* 11.45% United Kingdom —0.12 5.35% 4.98%
(—1.36) (2.42) (6.82) (—0.63) (1.96) (4.60)
Italy 0.17 3.08 1.51% United States —0.32 3.88* 4.90%
(0.96) (0.90) (1.03) (—1.15) (1.67) (2.91)
Japan 0.40 2.71* 3.11% Pooled —0.05 2.33* 2.30%
(1.72) (1.05) (4.35) (—0.34) (2.51) (6.51)

Furthermore, because results in show significance for some of the conventional national economic
variables used for the benchmark regression, we also check the significance of these variables during US recession
and US economic growth. The results are reported in [Table 193] and [Table 14]

We see that when making the distinction for U.S. recession and U.S. economic growth, the /31'7;, are all

negative except for Italy and Japan (both during recession and economic growth), but all Bi,b estimates are
positive which is different when using the whole sample. The Treasury bill rate is in general a better predictor
in times of U.S. economic growth with seven significant estimates respectively versus only the one significant
estimate when using data during the U.S. recession. The log dividend yield is a dominant predictor in both
estimations, as there are seven significant estimates when using data during US recession and nine significant

estimates when using data during economic growth.
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This table shows estimates of the benchmark regression as described in equation . The second and sixth column
contain the estimates for the coefficient of the Treasury bill rate with the heteroskedasticity-robust t-statistic, testing
Ho : B;p = 0 against Hg : B; 5 < 0, in the parentheses below and the third and seventh columns show the estimates for
the coefficient of the log dividend yield with again the t-statistics, testing Ho : 3; ¢ = 0 against Hg : 3; 4 > 0, in the
parentheses below. In the fourth and eighth column, the R? statistic for every regression is shown. In the parenthesis
below these R? statistics, the x? statistic for testing Ho : Bib = Bi,a = 0 are stated. Furthermore, the pooled estimates
are shown, which impose the restriction that 8;; = By and Bi,a = Ba4. The asterisk indicates significance on 10% or
better, based on the moving block bootstrapped p-values testing the same hypothesis as the t-statistics.

Table 14: US Growing Economy Benchmark Regression

1 2 3 4 5 6 7 8
i Bib Bi,a R? i Bib Bi,a R?
Australia —0.07 3.74* 1.30% Netherlands —0.32* 2.26* 2.07%
(—0.53) (0.94) (1.18) (—2.70) (2.04) (7.52)
Canada —0.26* 2.17* 2.93% Sweden —0.02 2.29* 1.41%
(—2.90) (1.74) (8.82) (—0.28) (1.93) (3.86)
France —0.09* 1.23* 0.41% Switzerland —-0.17* 0.82 0.60%
(—-1.02) (0.97) (1.41) (—1.56) (0.80) (2.45)
Germany —0.25* 1.51* 0.71% United Kingdom —0.21* 4.61* 3.75%
(—1.42) (1.06) (2.03) (—1.98) (3.23) (10.70)
Italy 0.04 0.07 0.10% United States —0.18* 1.64* 1.64%
(0.50) (0.06) (0.27) (—1.74) (2.06) (4.45)
Japan 0.10 1.08* 0.64% Pooled —0.05 1.03* 0.55%
(0.89) (1.65) (3.06) (=0.91) (1.99) (4.24)

Furthermore, the R? statistics during U.S. recession are all relatively high (mostly above 3%) as can be seen

20

in especially for regressions with significant parameters. For the regressions during U.S. economic

growth, the R? statistics as reported in [Table 14| are generally lower, but are still mostly above 1% when a

coefficient in the regression is significant.

4.2.4 Sensitivity Analysis

The results of the sensitivity analysis are shown in[Table 15] We see that the results are consistent with respect

to the selection of the block size. For the first four extensions, at most two of the 110 estimates have different

result for the significance when changing the block size from five to three and ten. For the last two extension,

at most one of the ten estimates is different when changing the benchmark block size to three or ten.

Table 15: Sensitivity Analysis Moving Block Bootstrap

The percentages of equally made conclusions for the significance of 8; ; when using different block sizes L

compared to the benchmark size five are shown in the table. The results are per extension.

Positive Negative High VIX Low VIX US Recession US Growth
L=3 0.98 0.98 0.98 1.00 1.00 1.00
L=5 1.00 1.00 1.00 1.00 1.00 1.00
L=10 0.99 0.99 0.99 0.99 1.00 0.90




5 CONCLUSION 21

5 Conclusion

The findings in our paper are in line with conclusions from previous research conducted by Rapach et al.[(2013)).
The strong predictive ability of the United States’ lagged excess returns is clear, both when considering the
Granger causality as well as the number of times the United States is chosen as a predictor by the adaptive elastic
net in the general model. Furthermore, we find approximately equal predictive ability when using positive or
negative lagged excess returns in terms of overall significance although for some countries the predictive ability
differs substantially when making this distinction. Canada in particular, shows very strong predictive ability
when using negative lagged excess returns with eight out of nine estimates being significant. When using positive
lagged excess return, none of the Canadian estimates are significant which indicates no predictive ability at all.
When differing in the magnitude of monthly volatility, there is a strong indication that the predictive ability of
lagged excess returns in months of high volatility is larger than the predictive ability of lagged excess returns
in months of low volatility. Especially the United Kingdom and the United States have stronger predictive
ability when using months with high volatility as predictors. From the last extension, looking at the distinction
between the U.S. recession months and the months where the U.S. economy was growing, we find a larger
international predictive ability of the U.S. lagged excess returns in times of recession and economic growth.

In this research, we examined the predictive ability for the excess returns for the whole market. In order
to understand the drivers of this lead-lag relationships in the international stock markets, making a distinction
for specific sectors will explain this international correlation more clearly. For example, one could examine
the predictive ability of the U.S. car industry for the German car industry. Furthermore, for more further
research, one could examine differentiating between more extreme returns and investigate the predictive power
of these tail events. Additionally, in recent years, China and other Asian countries have become prominent
global economies. In this paper, only Japan is considered due to the availability of data. In order to make a
more comprehensive research it is suggested to include more Asian countries in the analyses when enough data

becomes available.
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A Appendix
Table 16: Impact of Lagged US Excess Returns in Times of US Recession
This table reports the closing times of all countries, according to the Eastern Standard Time.
AUS CAN FRA DEU ITA JPN NLD SWE CHE GBR USA
Closing Time  1:00am  4:00pm  11:30am  2:00pm  11:30am  1:00am  11:30am  11:30am  11:20am  11:30am  4:00pm
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Table 17: Impact of Positive Returns

The table reports the j3; ; estimates of regression E so only when using positive lagged country j’s excess returns (and the
corresponding data). In the parenthesis below the coefficient estimates, heteroskedasticity-robust t-statistic are shown for testing
Hy : Bi,j = 0 against H, : 8; j > 0. Furthermore, the asterisk indicates significance at a 10% significance level according to the
moving block bootstrapped p-values. In the brackets, the moving block bootstrapped p-values are reported for testing the same

hypothesis as the t-statistic. Below the p-values, the R? statistics is showed in percentages.

1 2 3 4 5 6 7 8 9 10 11 12
i i/}z,AUS Bz,CAN 37‘,/“1{.4 si,l)EU Si,ITA ﬁi.JPN ﬁi,Nl,n Bz,SWE i;z,CHI-J 61’.GBR Bz,USA
AUS —0.02 013 022 001 007 025* 007 009 —0.04 0.13
(=0.18) (1.05) (2.05) (0.23) (0.93) (1.94) (0.93) (0.75) (—=0.26)  (1.09)
[0.88] [0.37] [0.16] [0.95] [0.63] [0.09] [0.69] [0.48] [0.77] [0.31]
463 426 577 462 777 481 425 521 161 6.03
CAN 0.14 013 022 012 009 021 025 008 —0.02 0.32"
1.30) (1.68) (2.52) (1.98) (1.26) (2.00) (3.32) (0.70) (=0.20)  (2.90)
[0.24) (0.37] [0.15] [0.52] [0.52] [0.14] [0.17] [0.44] [0.83] [0.01)
7.93 991 1198 781 1016 515 1352 597 6.0l 8.42
FRA 0.18" —0.17* 000 001 006 010 018  0.25* —0.26* 0.23*
1.32) (—1.07) (=0.01) (0.14) (0.48) (0.62) (1.87) (1.58) (—1.44)  (1.56)
[0.06] [0.07] [0.99] [0.94] [0.56] [0.40] [0.17] [0.00]  [0.00] [0.01]
6.26  4.41 356 470 378 315  7.02 643  5.96 4.35
DEU 002 —0.07 012 003 003 014 016  0.24* —0.14 0.23"
0.16) (—0.47) (0.82) (0.45)  (0.34) (0.99) (1.71) (L57) (—0.98)  (1.48)
[0.79]  [0.40]  [0.37] (0.82] [0.76] [0.24] [0.26] [0.02] [0.11] [0.01]
363 352 915 313 679 258 640 553 443 6.33
ITA 0.18* —0.06  0.23* —0.05 -0.23* —0.13 0.3 050" 0.8 0.24"
0.94) (—0.20) (1.44) (—0.33) (-1.64) (—0.68) (1.19) (2.47) (0.38)  (1.25)
[0.02] [0.40] [0.01]  [0.59] [0.00] [0.11] [0.22] [0.00] [0.23] [0.00]
1.86 156 324 2.09 459  1.89 276 522 228 2.38
JPN 014 —0.05 004 004  0.02 0.10 007 0.8 005 0.11
0.99) (—0.37) (0.34) (0.44) (0.25) (0.83) (0.82) (1.09) (0.35)  (0.71)
[0.10] [0.55] [0.73] [0.67) [0.92] [0.32] [0.57] [0.04] [0.57] [0.23]
579 328 420 161 313 259 375 218 248 1.81
NLD 0.19* 001 024 006 014 011 0.24* 035" —0.04 0.28*
1.74)  (0.08) (2.15) (0.47) (2.00) (1.27) (248) (2.42) (-0.29)  (2.03)
[0.08) [0.91] [0.10] [0.63] [0.39] [0.35] [0.10]  [0.00] [0.67] [0.00]
801  9.03 1202 988 671 1201 1298 954 9.07 11.80
SWE  —003 004 025 020° 026* 016* 017" 0.20* 0.1 0.29*
—0.14)  (0.20) (2.06) (1.62) (1.99) (1.18) (1.04) (1.15)  (0.66)  (1.52)
[0.74] [0.58] [0.01] [0.03] [0.02] [0.06] [0.05) [0.01] [0.12] [0.00)
542 666 768 514 951 521  7.73 750 6.61 9.38
CHE 004 —0.09 000 -019 003 005 003 0.2 —0.13 0.10
0.38) (—0.83) (0.00) (—1.74) (0.45) (0.59) (0.24) (1.81) (-1.28)  (0.82)
[0.77] [0.45] [1.00] [0.23] [0.86] [0.76] [0.84] [0.50] [0.29] [0.41]
540 957 819 1136 329 633 601  9.22 9.21 9.04
GBR 0.13 —0.01 006 004 007 014 012 016 0.14 0.19
1.07) (—0.07) (0.68) (0.50) (1.10) (1.86) (1.22) (2.26) (1.38) (1.55)
[0.36] [0.94] [0.69] [0.79] [0.73] [0.31] [0.41] [0.38] [0.21] [0.14)
902 3.8 537 469 525 646  3.73 10.09  6.21 6.39
USA 007 —021 008 018 013 008 018 015 007 —0.11

0.75) (—1.47) (0.84) (1.63) (1.85) (L.11) (1.49) (1.99) (0.51) (—0.86)
[0.58) [0.10] [0.60] [0.28] [0.50] [0.60] [0.23] [0.42] [0.57] [0.36]
506 7.32 446 537 614 282 398 982 432 520
Average 011 —0.06 013 007 008 006 011 015 021 —0.05 0.21
Pooled 012 —007 0.2 009 008 005 012* 0.15° 021" —0.03 0.20"
L11) (—0.65) (1.26) (0.87) (1.42) (0.38) (1.31) (2.37) (1.59) (—0.26) (1.67)
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Table 18: Impact of Negative Returns

The table reports the 3; ; estimates of regression A, so only when using negative lagged country j’s excess returns (and the
corresponding data). In the parenthesis below the coefficient estimates, heteroskedasticity-robust t-statistic are shown for testing
Hy : Bij = 0 against Hg : f3;; > 0. Furthermore, the asterisk indicates significance at a 10% significance level according to the
moving block bootstrapped p-values. In the brackets, the moving block bootstrapped p-values are reported for testing the same

hypothesis as the t-statistic. Below the p-values, the R? statistics is showed in percentages.

1 2 3 4 5 6 7 8 9 10 11 12
i Bl,AUS é’i,CAN Bi,FRA ﬁé)i,DEU Bi,ITA Bz,./PN ,gi,NLD Bz,SVVE Si,CHE BLGBR Bl,US'A
AUS 012 015 010 014 012 019 012 004 017 0.22*

(0.76)  (1.32) (0.78) (1.31) (0.92) (1.34) (1.21) (0.34) (1.08)  (1.00)
[0.20] [0.20] [0.43] [0.30] [0.27] [0.12] [0.38] [0.64] [0.11] [0.03]

195 256  1.58 455 260 288 322 262 221 3.35
CAN  —0.06 —0.01 001 016 014 010 004 000 0.8 0.14
(—0.75) (=0.08) (0.05) (1.77) (1.25) (0.67) (0.38) (=0.03) (0.55)  (0.69)
[0.66] [0.95] [0.97] [0.33] [0.26] [0.49] [0.83] [0.97] [0.53] [0.34]
4.22 268 272 525 230 608 524 410 391 6.39
FRA  —0.05  0.20 —0.07 015 011 008 0.08  031* 028 0.11
(—=0.39) (1.31) (=0.44) (1.02) (0.71) (0.44) (0.59) (1.53) (L.71)  (0.58)
[0.71]  [0.11] [0.70] [0.37] [0.33] [0.63] [0.63] [0.03] [0.05] [0.39]
1.90  3.68 387 458 343 624 285 528 279 4.21
DEU 009 027" —0.15 016  0.26* 016 021  056* 0.29% 0.30*
(0.56)  (1.68) (—0.79) (155) (1.55) (0.69) (1.40) (2.54) (1.40)  (1.24)
[0.51] [0.02] [0.35] [0.32] [0.03] [0.40] [0.25] [0.00] [0.03] [0.01]
267 532 1.89 505 311 620 463 884  3.86 4.93
ITA —0.10 018" 021 021 0.21* 008 005  0.20* 0.11 0.12
(-0.81) (1.20) (1.06) (1.22) (1.36) (0.46) (0.38) (1.16) (0.62)  (0.61)
[0.31] [0.04] [0.10] [0.10] [0.08] [0.50] [0.75] [0.06] [0.27] [0.22]
484 188 407 295 159 372 819 462 314 251
JPN 008 015 003 005 001 0.31* 007 013  0.10 0.18*
(1.00) (1.20) (0.33) (0.42) (0.06) (2.32)  (0.57) (0.97) (0.83)  (1.10)
[0.54] [0.19] [0.79] [0.71]  [0.97] (0.03] [0.71] [0.26] [0.39] [0.09]
265 291 323 396 175 576 243 451 421 4.02
NLD 013 032 014 035 018 0.8 017 073 053" 0.58*
(0.83) (1.95) (1.01) (2.11) (1.68) (1.33) (1.35)  (3.81) (270)  (2.72)
[0.34] [0.02] [0.33] [0.06] [0.26] [0.17] [0.39] [0.00] [0.00] [0.00]
263 431 270 467 719 211 586 1175 525 6.31
SWE 013 040 009 009 —002 014  0.05 0.45*  0.00 0.23*
(0.94) (248) (0.43) (0.47) (—0.15) (0.75) (0.20) (220) (0.01)  (0.97)
[0.23] [0.00] [0.54] [0.55] [0.87] [0.23] [0.71] (0.00]  [0.98] [0.01]
834 857 551 964 660 815  7.05 727 6.02 4.33
CHE  —0.03 023 —012 028 007 005 019 005 0.35* 0.25*
(=0.26) (1.52) (=0.77) (1.82) (0.69) (0.43) (1.20) (0.44) (2.19)  (1.44)
[0.82] [0.07] [0.50] [0.16] [0.72] [0.73] [0.30]  [0.80] 0.02] [0.06]
918 462 585 486 974 744 632 740 5.09 4.01
GBR 007 021 011 010 015 011 021 008  0.32* 0.71*
(0.54) (1.54) (0.75) (0.73) (1.52) (0.95) (L.11) (0.71) (1.98) (2.97)
[0.63) [0.11] [0.49] [0.59] [0.40] [0.43] [0.31] [0.67]  [0.06] [0.00]
220 549 443 594 718 385 929 519 622 10.88
USA 014 019 002 —001 020 011 015 004 005 0.11

(1.27)  (1.03) (0.12) (=0.13) (1.91) (1.05) (0.83) (0.37) (0.32) (0.62)
[0.47) [0.27] [0.94] [0.94] [0.33] [0.44] [0.49] [0.86] [0.80] [0.58]
377 318 445 623 574 631 901 229 374 217
Average 0.04 023 005 011 012 014 015 009 028 020 0.28
Pooled 003  021* 005 008 012 014 014 009 023 0.6 0.22
(0.22) (1.62) (0.42) (0.60) (1.36) (1.01) (0.89) (0.91) (1.33) (1.26)  (1.23)
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Table 19: Impact of Months with High Volatility

The table reports the 3; ; estimates of regression , so only when using lagged country j’s monthly excess returns corresponding
to months with volatility being larger than the average monthly volatility in the sample (and the corresponding data). In the
parenthesis below the coefficient estimates, heteroskedasticity-robust t-statistic are shown for testing Ho : 3;; = 0 against Hg :
Bi,j > 0. Furthermore, the asterisk indicates significance at a 10% significance level according to the moving block bootstrapped
p-values. In the brackets, the moving block bootstrapped p-values are reported for testing the same hypothesis as the ¢-statistic.

Below the p-values, the R? statistics is showed in percentages.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi.AUS /}i,CAN r‘éi,FRA ﬁz,DEU ﬁi,I’TA BZ.JPN Bi.NLD BZ.SWE ﬁz,CHE Bi,GBR BI.USA
AUS 000 012 001 008 005 005 012 010  0.05 0.21*
(=0.03) (1.43) (0.09) (1.84) (0.94) (0.49) (2.16) (1.10) (0.51)  (1.36)
[0.97] [0.28] [0.95] [0.44] [0.52] [0.58] [0.29] [0.20] [0.58) [0.02]
692 910 253 666 405 735 461 277 296 4.95
CAN 0.09 003 004 009 014* 009 014 —0.08  0.12 0.16
(1.09) (0.59)  (0.56) (1.91) (2.72) (0.95) (2.88) (—0.71) (1.30)  (1.03)
[0.32] [0.76] [0.73] [0.48] [0.09] [0.47] [0.27] [0.32] [0.24] [0.19]
5.03 995 666 821 1050 882 1237 671  3.34 6.05
FRA 0.07  0.00 002 —004 008 005 015 025 0.3 0.13*
(0.70) (—0.02) (0.10) (—0.65) (0.81) (0.30) (1.41) (1.39) (0.68)  (0.69)
[0.30]  [0.98] [0.00] [0.75] [0.39] [0.63] [0.22] [0.00] [0.12] [0.09]
493 311 455 234 473 388 614 495 581 7.49
DEU 006 012 —0.01 005 013 —005 015  039° 0.25* 0.38*
(0.55)  (1.13) (—0.10) (0.97) (1.65) (—0.30) (1.45) (1.98) (1.68)  (2.40)
[0.40] [0.06] [0.94] [0.73] [0.13] [0.72] [0.30] [0.00]  [0.00] [0.00]
772 519 3.27 301 551 327 528 567 515 8.13
ITA —0.02 0.3 043" 022 010 —0.06  0.14* 033" 025" 0.14*
(=0.20) (0.27) (3.19) (1.25) (1.05) (—0.43) (1.72) (1.97) (1.74)  (1.02)
[0.73]  [0.54] [0.00]  [0.00] [0.11] [0.39] [0.08] [0.00] [0.00] [0.01]
382 301 1104 559 441 478 571 560 652 6.47
JPN 005 005 010 005 —0.01 001 015 013 017 0.17
(0.64) (0.54) (1.39) (0.73) (—0.26) (0.15) (2.15) (1.30) (1.75)  (1.54)
[0.42] [0.42] [0.21] [0.54]  [0.89] (0.87) [0.17] [0.04] [0.01] [0.01]
429 639 328 367 315 847 490  3.05 433 7.55
NLD 016 0.8 017  032° 009 021" 020  045*  0.34% 0.49*
(172)  (1.55) (1.82) (220) (1.91) (2.98) (2.38) (242) (2.15)  (3.48)
[0.11] [0.03 [0.21] [0.04] [0.49] [0.02] [0.17]  [0.00] [0.01] [0.00]
1196 959 649 633 529 865 806 852  6.17 12.03
SWE 0.14* 0.3 001 -010 0.6 006 —0.02 0.15*  0.12* 0.25*
(1.45)  (1.09) (0.08) (=0.75) (1.84) (0.59) (—0.09) (0.98) (0.73)  (1.68)
(0.03 [0.02] [0.91] [0.32] [0.07] [0.40] [0.86] (0.02]  [0.06] [0.00]
1083 869 524 595 1052  3.60 556 500 6.3 11.39
CHE 008 001 —011 —011 —0.01 008 —0.06  0.09 —0.02 0.27*
(0.95)  (0.09) (—1.16) (=1.01) (—0.27) (1.33) (—=0.51) (1.45) (=0.12)  (L.75)
[0.40] [0.94] [0.46] [0.58] [0.92] [0.48] [0.71]  [0.58] [0.90] [0.03]
1036 1248  14.00 1138  7.94 1433 984 1141 13.13 12.19
GBR 010 014 006 -003 001 011 006 001  0.04 0.38*
(1.13)  (1.37) (0.92) (=0.29) (0.32) (1.72) (0.40) (0.19) (0.31) (2.06)
[0.27] [0.14] [0.68] [0.87] [0.91] [0.27] [0.73] [0.95] [0.74] [0.00]
848 521 558 756 283 792 334 681 858 9.70
USA 008 —0.02 000 001 012 012 002 007 —0.02 0.8

(1.04) (—0.13) (=0.02) (0.12) (2.72) (245) (0.18) (1.18) (=0.17) (0.68)
(053] [0.88] [0.99] [0.95] [0.37] [0.28] [0.89] [0.69] [0.89] [0.57]
631 415 564 625 747 1045 442 878 472 230
Average  0.08  0.06 008 004 005 011 001 012 017 015 0.26
Pooled  0.07* 0.06  0.08 003  006* 0.11* 002 012" 0.15* 0.14* 0.22*
(1.29)  (0.90) (2.23) (0.65) (2.02) (2.01) (0.29) (3.19) (2.17) (1.85) (2.57)
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Table 20: Impact of Months with Low Volatility

The table reports the 3; ; estimates of regression , so only when using lagged country j’s monthly excess returns corresponding
to months with volatility being below the average monthly volatility of the sample (and the corresponding data). In the parenthesis
below the coefficient estimates, heteroskedasticity-robust t-statistic are shown for testing Ho : B;; = 0 against Hq : 3;; > 0.
Furthermore, the asterisk indicates significance at a 10% significance level according to the moving block bootstrapped p-values.
In the brackets, the moving block bootstrapped p-values are reported for testing the same hypothesis as the t-statistic. Below the

p-values, the R? statistics is showed in percentages.

1 2 3 4 5 6 7 8 9 10 11 12
i Bi.AUS /}i,CAN r‘éi,FRA ﬁz,DEU ﬁi,I’TA BZ.JPN Bi.NLD BZ.SWE ﬁz,CHE Bi,GBR BI.USA
AUS 0.25* 012  025* 007 0.17° 016 003 013  0.10 0.19*
(2.10)  (1.19) (2.02) (1.28) (1.57) (1.82) (0.36) (1.25) (0.79)  (2.06)
[0.01] [0.20] [0.02] [0.53] [0.08] [0.08] [0.82] [0.11] [0.27] [0.02]
396 250 407 178 181 509 163 185  2.00 3.0
CAN 0.01 008 007 000 —008 —001 013 019* 0.03 0.25*
(0.11) (0.92)  (0.96) (0.05) (—0.96) (—0.09) (1.99) (1.65) (0.27)  (2.05)
[0.94] [0.45] [0.49] [0.98] [0.41] [0.93] [0.33] [0.05] [0.74] [0.02]
6.91 417 942 502 758 396 681  7.69  9.20 7.04
FRA  —0.08  0.02 0.0l —0.06 —0.01 —0.03 013  0.19* —0.03 0.02
(—0.78)  (0.18) (—0.08) (—0.60) (=0.12) (—0.23) (1.75) (1.38) (—0.24)  (0.21)
[0.35]  [0.80] [0.92] [0.60] [0.84] [0.78] [0.20] [0.01] [0.66] [0.79]
331 5.00 3.04 541 267 364 377 463 684 1.97
DEU  —0.05 006  0.24* 008 001 012 009  021* —0.09 0.01
(-0.54)  (0.56) (2.24) (0.92)  (0.11) (1.04) (1.36) (1.48) (—0.81)  (0.12)
[0.60] [0.43]  [0.02] (051 [0.91] [0.19] [0.42] [0.01] [0.24] [0.86]
099 267 585 382 310 437 4838 487  4.29 447
ITA 009  020° —0.06 0.7 007 —006 —006 029 0.08 0.06
(0.71)  (1.42) (—0.52) (0.58) (0.63) (—0.40) (—=0.60) (1.79) (0.51)  (0.45)
[0.16] [0.00] [0.45] [0.38) [0.34] [0.39] [0.50] [0.00] [0.19] [0.27]
163 263 159  0.90 359 324 090 379 119 0.55
JPN 000  020° 012 000 0.1 0.02 000 014* 003  —0.03
(-0.03) (1.82) (1.62) (0.04) (1.40) (0.27)  (0.05) (1.35) (0.29)  (—0.30)
(0.97] [0.02] [0.24] [0.96] [0.38] (0.77] [0.97] [0.08] [0.73] [0.70]
139 335 399 312 296 110 6.03 346 227 0.73
NLD 002 013 013 —004 —0.04 —0.09 009 022 —0.06 0.12
(0.25) (1.22) (1.31) (—0.42) (—0.46) (—1.24) (117)  (1.85) (—0.48)  (1.14)
[0.80] [0.18] [0.27] [0.74] [0.78] [0.32] [0.50] [0.03] [0.49] [0.15]
208 382 7.03 8838 749  9.34 790 787 840 9.66
SWE  —0.31* 022 011 014* —008 009  0.01 0.13*  0.04 0.12*
(-2.69) (1.55) (1.00) (1.27) (=0.77) (0.77)  (0.06) (0.97) (0.30)  (0.90)
[0.00] [0.00] [0.15] [0.04] [0.43] [0.23] [0.91] (0.05]  [0.54] [0.05]
585 509 616 664 711 898  6.37 6.86  5.00 4.12
CHE  —0.05 003 009 000 000 -007 000 015 —0.04  —0.04
(=0.64) (0.24) (0.80) (0.03) (0.06) (—0.92) (—0.02) (2.61) (=0.41)  (—0.41)
[0.66] [0.74] [0.46] [0.98] [0.98] [0.47] [0.99] [0.27] [0.69] [0.66]
329 373 389 361 451 422 396 6.1 417 3.97
GBR 009 003 010 000 -00l 008 —013 016 0.8 0.08
(0.97) (0.28) (0.81) (0.04) (—0.22) (0.87) (—1.32) (2.28) (0.74) (0.64)
(043 [0.74] [0.34] [0.97] [0.92] [0.46] [0.23] [0.19] [0.43] [0.36]
487 737 724 681 745 522 904  T67 587 5.40
USA 001 008 003 -006 -0.06 -020* —0.01 008 004 —0.05

(0.13)  (0.70) (0.36) (—0.84) (—1.18) (-2.79) (=0.13) (1.30) (0.36) (—0.42)

(0.01] [0.46] [0.79] [0.53] [0.64] [0.05] [0.92] [0.54] [0.68] [0.62]

380 616 438 700 668 901 734 731 595 578
Average —0.03 012 010 004 000 000 001 008 016 0.0 0.08
Pooled —0.03  0.11* 007 004 000 -001 000 006* 0.5 001 0.06
(=0.45)  (1.30) (1.28) (0.64) (0.08) (—0.11) (—0.05) (1.36) (1.81) (0.13)  (0.79)
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Table 21: Impact of Lagged US Excess Returns in Times of US Recession

The table reports the 3; sa estimates of regression , so only when using lagged US monthly excess returns
corresponding to the months of US recession (and the corresponding data). In the parenthesis below the coeflicient
estimates, heteroskedasticity-robust t-statistic are shown for testing Hq : 8; ; = 0 against H, : 3; ; > 0. Furthermore,
the asterisk indicates significance at a 10% significance level according to the moving block bootstrapped p-values. In

the brackets, the moving block bootstrapped p-values are reported for testing the same hypothesis as the t-statistic.

Below the p-values, the R? statistics is showed in percentages.

AUS  CAN DEU ITA JPN NLD SWE CHE GBR
Biusa 044"  0.76* 052  0.54*  0.42°  0.77°  0.39° 034  0.71°
(2.14)  (2.68) (2.44)  (2.39)  (1.93)  (2.92)  (1.88) (1.92)  (3.47)
[0.01]  [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.07]  [0.00]
1887  23.22 2314 1756  13.95 21.71  11.32  21.86  24.07

Table 22: Impact of Lagged US Excess Returns in Times of a Growing US Economy

The table reports the 3; 754 estimates of regression (11, so only when using lagged US monthly excess returns

corresponding to the months of US economic growth (and the corresponding data). In the parenthesis below the

coefficient estimates, heteroskedasticity-robust t-statistic are shown for testing Ho : 8;,; = 0 against H, : §;,; > 0.

Furthermore, the asterisk indicates significance at a 10% significance level according to the moving block bootstrapped

p-values.
AUS CAN DEU ITA JPN NLD SWE CHE GBR
Bi,USA 0.10" 0.04 0.14* 0.02 0.01 0.21* 0.16™ 0.08 0.07
(1.09) (0.49) (1.32) (0.19) (0.18) (2.15) (1.26) (0.86) (0.59)
[0.05] [0.29] [0.01] [0.32] [0.39] [0.00] [0.00] [0.11] [0.20]
3.42 4.58 4.01 1.93 3.10 7.33 6.95 5.46 5.98
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Table 23: U.S. Recession Benchmark Regression

This table shows estimates of the benchmark regression as described in equation 4 The second and sixth
column contain the estimates for the coefficient of the Treasury bill rate with the heteroskedasticity-robust
t-statistic, testing Ho : B;, = 0 against Hq : B; < 0, in the parentheses below and the third and seventh
columns show the estimates for the coefficient of the log dividend yield with again the ¢-statistics, testing
Ho : B3, = 0 against Hq : B;,4 > 0, in the parentheses below. In the fourth and eighth column, the R?
statistic for every regression is shown. In the parenthesis below these R? statistics, the x? statistic for testing
Ho : Bi,p = Bi,a = 0 are stated. Furthermore, the pooled estimates are shown, which impose the restriction
that 3;, = By and Bi,a = B4. The asterisk indicates significance on 10% or better, based on the moving
block bootstrapped p-values testing the same hypothesis as the t-statistics. In the brackets, the moving block
bootstrapped p-values are reported

1 2 3 4 5 6 7 8
i Bib Bi,d R? i Bib Bi,a R?
Australia  —0.31 4.43 3.76%  Netherlands —0.25 4.21* 3.95%
(—1.51) (1.34)  (2.57) (—0.75) (1.66) (2.95)
(0.10]  [0.13] 0.22]  [0.04]
Canada —0.22 2.10 2.56%  Sweden —0.01 2.06 0.81%
(—-1.12) (0.80)  (1.25) (—0.03) (0.70) (0.59)
0.12]  [0.20] 0.41]  [0.18]
France -0.17 4.86*  6.02%  Switzerland -0.19 5.90* 6.98%
(—0.75)  (1.69)  (3.83) (—0.68)  (2.26)  (5.42)
0.21]  [0.04] 0.26]  [0.02]
Germany  —0.55* 9.05* 11.45% United Kingdom —0.12 5.35* 4.98%
(—1.36)  (242)  (6.82) (—0.63)  (1.96)  (4.60)
0.04  [0.00] 0.31]  [0.06]
Ttaly 0.17 3.08 1.51%  United States —0.32 3.88* 4.90%
(0.96) (0.90)  (1.03) (—1.15) (1.67) (2.91)
[0.73] [0.12] [0.15] [0.04]
Japan 0.40 2.71*  3.11%  Pooled —0.05 2.33* 2.30%
(1.72)  (1.05)  (4.35) (—0.34)  (251)  (6.51)

(0.80]  [0.09]
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Table 24: U.S. Growing Economy Benchmark Regression

This table shows estimates of the benchmark regression as described in equation 4 The second and sixth
column contain the estimates for the coefficient of the Treasury bill rate with the heteroskedasticity-robust
t-statistic, testing Ho : ;5 = 0 against Hq : 3;, < 0, in the parentheses below and the third and seventh
columns show the estimates for the coefficient of the log dividend yield with again the ¢-statistics, testing
Ho : B3, = 0 against Hq : B;,4 > 0, in the parentheses below. In the fourth and eighth column, the R?
statistic for every regression is shown. In the parenthesis below these R? statistics, the x? statistic for testing
Ho : Bi,p = Bi,a = 0 are stated. Furthermore, the pooled estimates are shown, which impose the restriction
that 3; 4, = B, and Bi,a = B4. The asterisk indicates significance on 10% or better, based on the moving
block bootstrapped p-values testing the same hypothesis as the t-statistics. In the brackets, the moving block
bootstrapped p-values are reported

1 2 3 4 5 6 7 8
i Bib Bi,d R? i Bib Bi,a R?
Australia  —0.07 3.74*  1.30% Netherlands —0.32* 2.26* 2.07%
(—0.53) (0.94) (1.18) (—2.70) (2.04) (7.52)
(0.18]  [0.02] (0.00  [0.01]
Canada —0.26* 217 2.93% Sweden —0.02 2.29* 1.41%
(—2.90) (1.74) (8.82) (—0.28) (1.93) (3.86)
[0.00] [0.03] [0.12 [0.00]
France —0.09* 1.23*  0.41% Switzerland —-0.17* 0.82 0.60%
(-1.02)  (0.97) (1.41) (—1.56)  (0.80)  (2.45)
0.06]  [0.09] 0.06]  [0.24]
Germany  —0.25* 1.51* 0.71% United Kingdom  —0.21* 4.61* 3.75%
(—1.42)  (1.06) (2.03) (—1.98)  (3.23)  (10.70)
(0.03]  [0.09] (0.01]  [0.00]
Ttaly 0.04 0.07  0.10% United States —0.18* 1.64* 1.64%
(0.50) (0.06)  (0.27) (—1.74) (2.06) (4.45)
[0.40] [0.45] [0.03] [0.03]
Japan 0.10 1.08* 0.64% Pooled —0.05 1.03* 0.55%
(0.89)  (1.65) (3.06) (—0.91)  (1.99)  (4.24)

(0.36]  [0.05]
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