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Abstract

In order to make sound economic decisions, it is of great importance to be able to predict

and interpret macro-economic variables. Researchers are therefore seeking continuously

to improve the prediction performance. One of the main economic indicators is the US

unemployment rate. In this paper, we empirically analyze whether, and to what extent,

Google search data have additional predictive power in forecasting the US unemployment

rate. This research consists of two parts. First, we look for and select Google search

data with potential predicitive power. Second, we evaluate the performance of level and

directional forecasts. Here, we make use of different models, based on both econometric and

machine learning techniques. We find that Google trends improve the predictive accuracy in

all used forecasting methods. Lastly, we discuss the limitations of our research and possible

future research suggestions.

1



1 Introduction

Nowadays, search engines are intensely used platforms. They serve as the gates to the Internet

and at the same time help users to create order in the immense amount of websites and data

available on the Internet. About a decade ago, researchers have realized that these search

engines contain an enormous quantity of new data that can be of great additional value for

modeling all kinds of processes. Previous researches have already proven this to be true. For

example, Constant and Zimmermann (2008) have shown that including Google - the largest

search engine in terms of search activity and amount of users - query data can be very useful

in measuring economic processes and political activities.

One of the most well-known economic features is the business cycle. Thorough understanding of

these natural fluctuations in many economic factors is crucial for small companies, large financial

institutions and even the governments of entire countries. Every player in the economic world

has to take into account the business cycles in its long-term decisions and plans. Here, a very

important aspect is the labor market. High unemployment rates inevitably interact with the

nation’s economy in a negative manner and are strongly correlated with recessions. It is therefore

crucial to keep improving the forecasting performance of those macro-economic variables, and

in particular the unemployment rate, such that the cycles (and especially their turning points)

can be predicted increasingly accurately.

In this paper we examine the predictive power of Google search trends in relation with the

US unemployment rate. We aim to show that search engine data can play a valuable role in

supporting the traditional flow of data in order to lay the foundations for well-thought and sound

economic decisions. For this matter we answer the question whether, and to what extent, Google

trends can attribute to performance improvements in predicting the US unemployment rate.

In order to provide an answer to this question, we will make various approaches in predicting

and evaluating the data. Among them are conventional econometric methods, such as linear

regression, and relatively new machine learning techniques.

2 Literature

With the launch of the Google trends platform, a large new set of big data has become available.

Search query data are considered to be somewhat different from more conventional data, in the

sense that Google searching activity reflects people’s thoughts, sympathies and interests, rather

than more common, quantifiable actions. In this way, it could be argued that search query data

2



is at another level of ‘depth’, because it goes beyond real-world actions and is able to capture

some of the people’s mental activities. Because of this new type of big data, researchers have

been exploring the potential advantages of including these data into all kinds of models, and

the first results are promising.

For example, Preis, Moat and Stanley (2013) have found that search query data can be very

useful in capturing trading behavior in financial markets. Carrière-Swallow and Labbé (2009)

show that search engine data can be helpful in predicting car sales in Chile.

On the other hand, Google trends are also involved in forecasting subjects that are less directly

linked to the world of finance and trade. For example, Ginsberg et al. (2009) successfully use

search query data in their approach to improve the forecasting of influenza pandemics. Artola,

Pinto and De Pedraza Garćıa (2015) use Internet activity in order to predict tourism inflows.

Regarding forecasting techniques for the unemployment rates, the inclusion of Google trends

in the model has been examined earlier. Askitas and Zimmermann (2009) have incorporated

Google trends in their model in order to forecast the German unemployment rate. Based on

four different categories of search queries, they evaluate the forecasting power of Google trends.1

Despite the rather small dataset they have available, they show the potential of forecasting

economic cycles with the help of search activity. Choi and Varian (2009) try to model initial

claims for unemployment benefits. They include two categories of Google trends in their model,

namely ‘local/jobs’ and ‘social services/welfare/unemployment’. Again, the Google trends add

extra predictive power to the original model.

With respect to Google trends in combination with artificial neural networks and machine

learning, the amount of literature available is smaller. Yu et al. (2018) have applied artificial

neural networks (ANN) in forecasting oil consumption with the help of Google search data. They

show that neural networks in general have better performance than conventional econometric

models, such as linear regression. This suggests that the application of ANN can increase

forecasting performance in other subjects and datasets as well. However, to the best of our

knowledge, there has never been executed a research that combines unemployment rates, Google

trends and ANN.

1The categories are ‘unemployment rate’, ‘unemployment office or agency’, ‘personnel consultant’, and a

category consisting of the largest job search engines in Germany.
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3 Data

For data, we distinguish two parts. The first part of the data forms the target dataset. The

second part forms the set of explanatory variables, in this particular case, the Google trends

data. The data are split up in two parts, of which we use one part as estimation sample, and

the other part is used for forecasting so that we can evaluate the performance empirically.

3.1 Unemployment rate

The dependent data used in this paper are monthly unemployment rates of the United States.

The data are derived from the St. Louis Federal Reserve Bank database. The Federal Reserve

defines the unemployment rate (UR) as the number of unemployed people as a percentage of

the labor force. The labor force consists of all Americans aged 16 and older, who are living on

American soil (overseas territories excluded) and who do not live in certain institutions (e.g.

prison and home for the aged), and who are not on active duty in the US Armed Forces.

The unemployment rate data are available from 1948 up until today. However, since Google

trends data are only available from the beginning of 2004, we choose the sample data to range

from 01/2004 until 04/2018, as shown in the first graph in figure 1. When looking at the figure,

we find the UR to range from 4 to 10 percent. The graph shows a wave-like pattern, which is

due to the business cycles. Regarding the pattern as a wave, the sample data describe a full

cycle. Besides, the strong increase between 2008 and 2010 is related to the financial recession.

Recessions and periods of strongly increasing UR are clearly and empirically correlated. As for

the most recent observations, the current UR is at its lowest point of the data sample, resulting

from the strong upward business cycle that has started in 2010.

In total, the dataset consists of 171 observations. Similar to the data division by Yu et al.

(2018), we split the data for estimation and forecasting purposes in a 80% : 20% proportion,

approximately. This boils down to samples consisting of 137 and 34 observations, representing

the periods of 01/2004 - 05/2015 and 06/2015 - 03/2018, respectively. In the remainder of this

paper, the unemployment rate time series is defined as yt, where t = 1, ..., 171.

3.2 Google trends

In order to assess the forecasting power of Google trends for unemployment rates, we retrieve

many search engine query data. Based on Askitas and Zimmermann (2009), and based on

Choi and Varian (2009), the trends snt (n = 1, ..., N) that are evaluated form part of different
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Table 1: The used Google trends snt per category.

(i) (iii) (iv)
Unemployment Careerbuilder Unemployment benefits
Unemployment rate Dice Unemployment compensation

Glassdoor Unemployment insurance
(ii) Google careers 1st PC
Unemployment agency Indeed.com
Unemployment office Job search engine

LinkedIn
Monster.com
1st PC
2nd PC
3rd PC

categories. We construct four categories. (i) The terms ‘Unemployment (rate)’. (ii) The terms

‘Unemployment office/agency’. (iii) A category consisting of several large job search engines in

the US. Next to that, we include the Google search term ‘Job search engine’. Because many

job-related websites have ambiguous names, we restrict the data to the category of Jobs &

Education. Furthermore, for each website we choose the search query with or without the .com

term depending on which query results in more searching activity. (iv) The terms ‘Unemploy-

ment benefits/compensation/insurance’.

The first category is the most obvious search term for this subject. For the second category,

we expect the trends to connect mostly to people having contact or relations with an unem-

ployment office, such that it relates to some ‘flow into unemployment’. The third category is

expected to relate to people who are looking for a new job, such that it reflects some ‘flow into

employment’. The fourth category connects to people that are either unemployed or anxious

to become so within the foreseeable future. For clarity, table 1 shows an overview of all used

Google trends snt per category. In graphs 2-8 in figure 1 all Google trends are shown.

3.2.1 Principal component analysis

At first sight, the Google trends show some similarities with each other within their categories.

These similarities are clearly present in categories (i) and (iv). Also, category (iii) contains

many Google trends, and this suggests that some Google trends can perhaps be represented

by a smaller amount of composite trends. For this reason, we perform principal component

analysis (PCA) on category (iii) and (iv). No PCA is performed on (i) and (ii), since those

categories already consist of only two trends. We pick the first principal components (PC) in a

way that at least 80% of the information of the Google trends of the category is accounted for.

For category (iii), the PCA results in 3 important principal components, accounting for 85%
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(of which 57% by the first PC). For category (iv), we find 1 PC, accounting for 81%. We add

a total of 4 principal components to the Google trends snt and include them in the relation-

ship investigation. This leads to a total of N = 19 trends to be investigated. The principal

components are also mentioned in table 1.

4 Methodology

We include Google trends and principal components in autoregressive models. We distinguish

two main steps in the procedure of forecasting with Google trends. First, we perform relationship

investigation. Second, we perform prediction improvement.

4.1 Relationship investigation

The goal here is to analyze whether the found Google trends snt are related to and have effect on

the unemployment rate yt. First, a cointegration test is performed in order to assess statistically

whether Google trends and unemployment rates influence each other. Cointegration holds if

and only if there exists a linear combination of two time series xt and zt that has a lower order

of integration than the series themselves. To test for this, a two-step Engle-Granger test is

performed. First, the stationarity of both series is tested based on the augmented Dickey-Fuller

(ADF) test. Then, for n = 1, ..., 19, we perform a simple linear regression: yt = β0 + β1s
n
t + εt

and we test for stationarity of the residual term εt.

Now, a first round of filtering of the trends can be executed. We omit all trends having sta-

tionarity at a different level than the unemployment rate. This is done so because stationarity

at the same level as yt is a necessary condition for Granger causality. Next, for all remaining

trends snt we perform the Granger causality test to check for causal relations between Google

trends and the unemployment rate. Here, we use an autoregressive (AR) model:

yt = a0 + a1yt−1 + ...+ amyt−m + b1s
n
t−1 + ...+ bms

n
t−m + ut. (1)

Here, for the residual terms it holds that ut ∼ iid(0, σ2). Furthermore, m autoregressive terms

are included. The selection of m is based on the Akaike Information Criterion (AIC) and

the Schwartz Information Criterion (SIC). Now, by means of an F-test the significance of the

coefficients bi is assessed. If the coefficients b1, ..., bm are jointly significantly different from zero,

we can assume Granger causality from snt to yt, i.e. there exists a Granger causal relationship

of this particular Google trend on the unemployment rate. This means that the trend might be
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Figure 1: Graphs of the unemployment rate and the used Google trends. Graph 1: US unemployment rate

(%). Graph 2-8: Google trends.

7



useful in forecasting the unemployment rate.

After the Granger causality test, we can make a final selection of trends. We pick the Google

trends that display a Granger causal relationship with yt, and therefore might influence the

unemployment rate. The remaining set of Google trends and related principal components are

defined as skt , where k = 1, ...,K and K ≤ N = 19.

4.1.1 Handling of principal components

After having obtained the possibly useful trends skt , there exists a possibility that both Google

trends and principal components based on the same Google trends are still included. Since

principal components are in fact linear combinations of their related Google trends, these trends

can show a high degree of (multi)collinearity. Multicollinearity can cause severe problems with

regressing and forecasting data. To account for this problem we cannot include both types of

trends and a decision has to be made to omit either the Google trends or the corresponding

principal component. As a solution, we select the trends with the largest potential influence on

the unemployment rate, in terms of the Granger causality test statistic. We use the principal

component if its test statistic is larger than the test statistic of each Google trend that it is

based on. Otherwise, we use the Google trends and discard the PC.

4.2 Prediction improvement

In this section, we will perform forecasts and try to find improvements in the prediction quality

using several methods. In general, we consider two types of models. The first type is the

so-called benchmark one-step ahead prediction model. In this case, the benchmark model is

defined as follows:

ŷt+1 = f(Yt) = f(yt, yt−1, ..., yt−m+1), (2)

where m is the lag order of autoregression. The other type of models also includes the Google

trends skt resulting from the cointegration and causality tests, which leads to the following

general formula:

ŷt+1 = f(Yt, s
k
t ) = f(yt, yt−1, ..., yt−m+1, s

1
t , ..., s

K
t ). (3)

Now, for f(·), we define various different functions, among them econometric and AI meth-

ods. Furthermore, we distinguish two types of prediction approaches, namely both directional

predictions and level predictions.
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4.2.1 Directional predictions

For directional predictions, we will use two different techniques to forecast the unemployment

rate, which are Logit (Huang, Yang & Chuang, 2008) and BPNN (Groth & Muntermann, 2011).

Logit Logistic regressions are one of the most common techniques used for binomial estimating

and forecasting. It calculates the probability p of the occurrence of a particular event, in this

case the probability of an upward directional change of the unemployment rate. One of multiple

ways to interpret this model in general is the following. Since we are looking for a probability,

the outcome should have a value between 0 and 1. Because a standard linear regression is not

restricted to this range, a logit transformation is applied on the probabilities. This results in a

linear model for the log-odds of the occurrence of the event, rather than for the probability, as

shown in equation 4. Here, the values of βi (i = 1, ..., l) are the partial regression coefficients of

the corresponding explanatory variables xi (i = 1, ..., l). We will call this function z.

z := ln

(
P (ŷ = 1)

1− P (ŷ = 1)

)
= β0 + β1x1 + ...+ βlxl (4)

However, instead of the value of z, we are interested in the probability of an upward trend. For

this reason, we rewrite the equation, yielding the following formula:

P (ŷ = 1) =
exp(z)

1 + exp(z)
. (5)

In this particular paper, we define z as a linear combination of a constant, all autoregressive

terms and the relevant Google trends and PCs, as shown in equation 6:

z = β0 + β1yt + ...+ βmyt−m+1 + βm+1s
1
t + ...+ βm+Ks

K
t . (6)

For the benchmark model we restrict the values such that βi = 0, for i > m. A general-to-

specific approach is then performed to omit all insignificant variables from the model. Here, we

work at the common 5% significance level. The value of P (ŷ = 1) is compared to an arbitrary

threshold, which in this case equals 0.5, and predicts the trend accordingly. This will result in

the prediction of an upward trend (ŷ = 1) if P (ŷ = 1) ≥ 0.5 and in the prediction of a downward

trend (ŷ = 0) if P (ŷ = 1) < 0.5.

BPNN The second level prediction technique is based on back-propagation neural networks

(BPNN), which is a specific case within the set of artificial neural networks (ANN). An ANN is

a computing system with a structure based on the human brain. The idea behind an ANN is to
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Figure 2: Example of an artificial neural network with one hidden layer, and m + K = 3, i.e. three input

neurons, four hidden neurons, and one output neuron.

replicate or simulate a network of connected brain cells in an computer and to make it capable

of learning and recognizing relationships and patterns.

In general, an ANN consists of different neurons, which can be considered as brain cells. The

neurons are grouped in different layers, resulting in one input layer, one or more hidden layers,

and one output layer. Input data walks through the network starting at the input layer, through

the hidden layer(s) and produces some output in the output layer. Across layers, all units are

connected by arcs so that a complex network takes shape. The arcs indicate to which neurons

the output is given and they carry weights on them, which is of later use for the self-learning

feature of the network.

In this paper, we make use of a BPNN. One of the main advantages of a BPNN compared to

other ANNs, is the efficiency and relatively straight-forward algorithm of the training routine.

The process of back-propagation means that the network improvement starts by comparing the

output it produces to the true value and then calculates the difference or error term. Then, by

back-propagating through the network, it updates the weights of the arcs such that the next

output is closer to the target value. By repeatedly comparing output values to target values and

constantly decreasing the difference between them, the network is learning to give the correct

output for some given input.

Walking through the network in more detail, it begins with the network structure. The input

layer consists of the exact number of neurons equaling the amount of explanatory variables.

In this paper, this number equals m + K, the number of autoregressive lags plus the number

of Google trends. The hidden layer consists of the number of neurons in the input layer plus

one, equaling m+K + 1. The output layer consists of only one neuron. An example of a small

network structure (with m+K = 3) can be seen in figure 2. All weights on the arcs between the
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different layers’ neurons are initialized with a random value, drawn from a uniform distribution

on the (0, 1) interval. Now, some input is given to the network. For each neuron feeding forward

to all of its following neurons we use an activation function, the so-called sigmoid function. The

sigmoid function is an S-shaped function with output ranging from 0 to 1, and is defined as

s(x) = 1/(1 + exp(−x)). One of the main advantages of this function is the simplicity of its

derivative, defined as s′(x) = s(x) · (1− s(x)). For any neuron j in the hidden layer, this results

in the following formula:

hj =
1

1 + exp{−(
∑m+K

i wijxt,i + θh)}
, (7)

where wij represents the weight from unit i in the input layer to neuron j. xt,i represents the

normalized value of the ith explanatory variable for predicting yt and is used as input value in

unit i, and θh represents the so-called ‘bias’, or threshold for activation, corresponding to the

hidden layer. For the output neuron, the activation function is defined as follows:

ok =
1

1 + exp{−(
∑m+K+1

j wjkhj + θk)}
, (8)

where wjk represents the weight between neuron j in the hidden layer and output neuron k,

and θk represents the bias of the output layer.

After the calculation of ok, the result is compared to the true value and a squared error term, E,

is calculated. Then, in order to reduce this error term, the weights are adjusted until optimal

with the use of back-propagation and gradient descent. Starting with the weights between the

hidden and output layers, followed by the weights between the input and hidden layers, in each

step, the weights are updated slightly:

w∗jk = wjk − η ·
∂E

∂wjk
, (9)

where w∗jk represents the updated weight, η represents an arbitrary learning rate, and the last

term represents the partial derivative of the error term to the weight, which can be interpreted

as the influence of a change of the value of the specific weight to E. The updates for w∗ij are

executed in a similar way.

The back-propagation procedure repeatedly goes on until the satisfaction of the stop criterion.

In this case the iteration stops as soon as the average improvement of E over the last 100

iterations is lower than some small (of the order of 1 · 10−6) and arbitrary value, ε. In this

manner we still allow for small increases in E. This is necessary since E sometimes inevitably

rises from a local minimum in order to obtain a larger fall. Now, in order to predict the trend
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direction in out-of-sample data, we compare the output ok to a threshold value of 0.5. An

output value below the threshold results in the prediction of a downward trend (ŷ = 0), and an

output above the threshold represents the prediction of an upward trend (ŷ = 1).

4.2.2 Level predictions

For level predictions, we will use three different approaches for forecasting the unemployment

rate. These are OLS (Brey, Jarre-Teichmann & Borlich, 1996), BPNN (Yu, Zhao & Tang, 2014)

and ELM (Huang, Zhu & Siew, 2006).

OLS Ordinary least squares (OLS) is one of the simplest and most common methods in the

econometric world. It consists of many different categories and subtypes. For the benchmark

function we will perform OLS based on the following formula:

yt = β0 + β1yt−1 + ...+ βmyt−m + ε. (10)

Following a general-to-specific approach, all insignificant variables are omitted from the model.

Then, based on the variables and their estimated corresponding coefficients, one-step ahead

forecasts can be constructed according to the following equation:

ŷt+1 = β̂0 + β̂1yt + ...+ β̂myt−m+1. (11)

Similarly, for the case with Google trends, the K different Google variables skt are added to

the model and included in the OLS estimation. Again, a general-to-specific approach ensures

that all coefficients of the variables in the model are significantly different from zero. Now

the directional one-step ahead forecast can be constructed based on the extended version of

equation 11:

ŷt+1 = β̂0 + β̂1yt + ...+ β̂myt−m+1 + β̂m+1s
1
t + ...+ β̂m+Ks

K
t . (12)

BPNN Again, we use the BPNN method to make predictions. BPNN is suitable for both

directional and level predictions. In the level prediction case, the estimated output is represented

by ok ≥ 0, as defined before.

However, in order to facilitate this type of predictions, the output data has to be normalized

first. This is the consequence of the fact that the underlying sigmoid activation function of

ok only ranges from 0 to 1 and the original data do not. The normalization of the data is

performed by means of a so-called ‘min-max normalization’. This method is a linear function
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and reshapes all data to fit within the range from 0 to 1. The normalized value of yt is defined

as follows: y∗t = (yt − min)/(max − min), where min and max represent the minimum and

maximum value of the observations Y , respectively.

ELM Although the structure is very similar to that of a BPNN, an extreme learning machine

(ELM) is a special case of a single-hidden layer artificial neural network. We make use of the

same notation that has been introduced for the BPNN method. In the case of ELM, the weights

wij on the arcs between the input and hidden layers are set randomly, without any further fine-

tuning of their values. This feature has the advantage of saving time in comparison with the

earlier mentioned BPNN. These savings in time result from the fact that the back-propagation

only iterates over one set of weights - the weights wjk between the hidden and output layers -

instead of both sets of weights.

4.2.3 Cross-validation

A major risk of training neural networks is a consequence of the relatively large amount of

variables and parameters, such as the weights and the number of layers, that are involved in the

model. This could theoretically lead to an over-fitting situation in the estimation of the data.

This means that the model might be adjustable in a way that every observation in the training

sample can be predicted almost perfectly. Although a good fit of the training data is desirable,

this does not directly imply a comparable performance on the testing sample, since the network

is not trained for these observations. If this is the case, it would mean that the model is not

generalizable to data outside of the training sample.

In order to test for the presence of this characteristic, we perform a 6-fold cross-validation. This

cross-validation involves splitting up the training data randomly in six equally sized parts. For

each run, one of six parts is omitted from the model, after which the network is trained for

the five remaining parts. After completion, based on the estimation, we evaluate the prediction

performance of the sixth, omitted data part, which is then used as a temporary testing sample.

We compare the prediction performance in terms of the squared error term E of the six differ-

ent runs. We check whether the six performances are comparable to each other, which is an

indication of generalizability. We apply cross-validation on the ELM method including Google

trends, for time-saving considerations.
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4.3 Evaluating results

After the relationship investigation and predictions have been executed, the results are inves-

tigated. In order to assess possible improvements in comparison with the benchmark model,

the results and statistics are then compared to each other. We make a distinction between the

directional and level prediction results.

4.3.1 Directional prediction results

For the assessment of the directional predictions, we use one criterion: PCC (Edwards, Cutler,

Zimmermann, Geiser & Moisen, 2006). We calculate the value of the percentage correctly

classified (PCC), which is defined as follows:

PCC =
1

M

M∑
t=1

It, (13)

where It is an indicator function taking the value 1 if ŷt = yt and the value 0 otherwise. The

PCC can range from 0 to 1. A PCC equaling 1 would indicate that the predictor is perfectly

forecasting the directions.

Next, we construct a variable to calculate the relative improvement in error terms that follows

from adding Google trends, compared to the benchmark models. For the PCC, the improvement

rate (IR) is defined as

IRpcc =
pccG − pccB

pccB
· 100%. (14)

In the formula, the PCC of the benchmark model B is compared to that of the extended Google

trend model G.

4.3.2 Level prediction results

For the assessment of the level predictions, we use two common criteria: the root mean squared

error (RMSE) and the mean absolute percentage error (MAPE) (Wang, Yu, Tang & Wang,

2011). The criteria are defined as follows:

RMSE =

√√√√ 1

M

M∑
t=1

(ŷt − yt)2, (15)

MAPE =
1

M

M∑
t=1

∣∣∣∣ ŷt − ytyt

∣∣∣∣ , (16)
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with M being the sample size. Again, we construct the improvement rate. The IR for RMSE

and MAPE are defined in a comparable way as the IR for PCC in equation 14, except for the

fact that we multiply by −1 here. This leads to the following formula for RMSE, and similarly

for MAPE:

IRrmse = −rmseG − rmseB
rmseB

· 100%. (17)

5 Results

For clarity purposes, the analyses of the results are split up in two parts. First, the results with

respect to the relationship investigation will be evaluated in 5.1. Second, the results from the

unemployment rate predictions will be investigated in 5.2.

5.1 Relationship investigation

Table 2: Results of the stationarity test and the cointegration tests, both in terms of t-statistics (p-values).
Bold and underlined results are significant at the 5% level.

Panel A Panel B
Stationarity test Cointegration test

Time series Original level 1st-order difference 1st-order difference

Unemployment rate -0.5089 (0.4943) -2.1523 (0.0307)

(i) Unemployment -0.4938 (0.5005) -4.3649 (0.0000) -10.0303 (0.0000)
Unemployment rate -2.6143 (0.0925) -12.0559 (0.0000) -9.6102 (0.0000)

(ii) Unemployment agency -1.8281 (0.3656) -17.0283 (0.0000) -15.6606 (0.0000)
Unemployment office -0.4502 (0.5180) -3.3303 (0.0010) -2.6541 (0.0082)

(iii) Careerbuilder -2.2923 (0.1760) -13.7496 (0.0000) -2.8984 (0.0040)
Dice -7.0223 (0.0000) - -
Glassdoor 1.7595 (0.9997) -0.2938 (0.9214) -
Google careers -0.2676 (0.9254) -11.3060 (0.0000) -10.2066 (0.0000)
Indeed.com -0.7314 (0.3979) -7.4364 (0.0000) -7.5247 (0.0000)
Job search engine -3.1009 (0.0288) - -
LinkedIn 1.8157 (0.9998) -1.9778 (0.2963) -
Monster.com -1.5581 (0.1117) -10.7378 (0.0000) -10.0593 (0.0000)
1st PC -0.5094 (0.8847) -13.2156 (0.0000) -2.3598 (0.0182)
2nd PC -2.9595 (0.0414) - -
3rd PC 0.5195 (0.8267) -10.2193 (0.0000) -13.1894 (0.0000)

(iv) Unemployment benefits -2.5571 (0.1045) -11.2426 (0.0000) -11.2807 (0.0000)
Unemployment compensation -1.3111 (0.1748) -15.4985 (0.0000) -13.8131 (0.0000)
Unemployment insurance -1.4168 (0.1453) -13.0893 (0.0000) -11.8726 (0.0000)
1st PC -1.3008 (0.1779) -10.1265 (0.0000) -12.3594 (0.0000)
2nd PC -1.9519 (0.0490) - -

The research begins with investigating whether the Google trends snt show any relationship

with the unemployment rate. The first test that is conducted is a test for stationarity by
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means of the ADF test, with an intercept included. The corresponding results are shown in

Panel A in table 2. The results show that the US unemployment rate is stationary at the first-

difference level. The same holds for the Google trends of category (i) and (ii). For category

(iii), two Google trends and one principal component are stationary at the original level. The

Google trends for ‘Glassdoor’ and ‘LinkedIn’ are not stationary at the original level nor the

first-difference level. For category (iv), all Google trends and the first principal component

are stationary at the first-difference level. Being a necessary condition for cointegration and

Granger-causality, the unemployment rate and the Google trends must be stationary at the

same level. In other words, all trends that are not stationary at the first-difference level, are

omitted from the dataset.

The next step is testing for cointegration. This test is performed at the first-difference level

because of the US unemployment rate results from the stationarity test. The results of the

cointegration test are reported in Panel B in table 2. Here, it becomes clear that all Google

trends that have passed the stationarity test successfully also show significant cointegration

relationships with the US unemployment rate at the 5% level. Therefore, no additional variables

are omitted from the model in this step.

The last step of the relationship investigation involves testing for Granger causality. Using

the test we can assess statistically whether the Google trends might be able to predict the

unemployment rate. First, for equation 1 the correct value of m is selected based on the AIC

and SIC. Both criteria show an optimal number of lags of m = 6. For this reason, each time

the test is performed over lags 1 to 6. A concise overview of the relevant results can be found

in table 3, and a complete overview of all results can be found in the Appendix. We observe

that in each category one Google trend shows Granger causality over all six lags at the 5%

significance level. In category (iv), also the first principal component appears to Granger cause

the unemployment rate. We omit all Google trends and principal components that do not meet

the requirement of Granger causality over all six lags.

Based on the relationship investigation, we select the Google trends skt that might be able

to help predicting the unemployment rate. Thus, more specifically, the selection consists of

the Google trends of ‘Unemployment’, ‘Unemployment office’, ‘Monster.com’, ‘Unemployment

benefits’, and the first principal component of the fourth category. However, we observe that

the latter two trends both are part of the fourth category. Due to imminent collinearity, we

wish to omit one of both from the model. As mentioned earlier, we select the trend having

the strongest Granger causal relationship with the unemployment rate, in terms of the Granger

16



Table 3: Results of the Granger-causality analysis with 6 lags, in terms of F-statistics (p-values), under the
null hypothesis that the Google trend does not Granger-cause the unemployment rate. Bold and underlined
results are significant at the 5% level. Only the significant Google trends are shown; for the complete results, see
Appendix.

Time series F-stat (p-value)

(i) Unemployment 2.9525 (0.0101)
(ii) Unemployment office 2.6995 (0.0172)
(iii) Monster.com 4.2341 (0.0007)
(iv) Unemployment benefits 3.8270 (0.0016)

1st PC 2.7643 (0.0150)

causality test statistic. The p-values resulting from the F-test over 6 lags of ‘Unemployment

benefits’ and the first PC are 0.0016 and 0.0150, respectively. For this reason we discard the first

principal component of the fourth category. This leads to a remainder of four Google trends,

all originating from a different category.

5.2 Prediction results

After the useful Google trends have been selected, we can make predictions with and without

these trends included, and evaluate the results. We distinguish two types of predictions, namely

the directional and the level predictions.

5.2.1 Directional predictions

Table 4: Comparison of the results of different directional forecasting methods in terms of PCC.

Logit BPNN

Without Google trends 73.53% 64.71%
With Google trends 76.47% 73.53%
IR 4.00% 13.63%

We have used two different methods for directional forecasting, each with and without Google

trends. We observe the PCC values and observe an increase after including the Google trends.

For the Logit model, the value of the PCC increases by four percentage points. Now, for the

directional forecasts based on the BPNN method, we observe a larger improvement than for the

Logit model, namely around 14% percentage points.

Next to comparing the performances of the models with and without Google trends per method,

we can evaluate possible differences existing between the methods. Regarding the models with-

out Google trends, we observe that the Logit model has better performance than BPNN, with

its PCC value being 9 percentage points higher. Between the models with Google trends, the

Logit model now only performs three percentage points better, in terms of the PCC. However,
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it must be noted that, after inclusion of the Google trends, the performance of the BPNN still

only is exactly as good as the Logit model without Google trends.

5.2.2 Level predictions

Table 5: Comparison of the results of different level forecasting methods in terms of MAPE.

OLS BPNN ELM

Without Google trends 2.02% 3.81% 10.86%
With Google trends 1.98% 2.86% 6.49%
IR 1.98% 34.97% 40.24%

Table 6: Comparison of the results of different level forecasting methods in terms of RMSE.

OLS BPNN ELM

Without Google trends 0.1344 0.2100 0.5848
With Google trends 0.1147 0.1602 0.3769
IR 14.66% 23.71% 35.55%

We have performed one-step ahead forecasts based on three different methods, and for each

method we have used both the model without and the model with Google trends. We start the

analysis of the level prediction performance by evaluating the value of the MAPE. Regarding

the improvement rate, all three models show improvement after the inclusion of Google trends.

The IR of the OLS method (2%) is significantly smaller than those of BPNN and ELM (35%

and 40%, respectively). On the other hand, the value of the MAPE of OLS is already smaller

than the other two models, both without and with Google trends. The ELM can be considered

as a simplification of the BPNN method. In comparison with BPNN, the performance of ELM

has worsened. This means that in predicting the unemployment rate, compared to BPNN, the

advantage of faster estimation with the ELM method comes at the cost of worse prediction

performance.

Regarding the values of the RMSE for all methods, again we observe that the OLS method has

the best performance for both models, followed by BPNN, and ELM performs the worst. For

all three methods it holds that the improvement rates are considerably large.

As an overall indication of the performance, we note that the average values of the MAPE and

RMSE of all three methods are smaller (3.78% and 0.2173, respectively) for the models with

Google trends than for the models without the trends (5.56% and 0.3097, respectively). Once

again, this confirms the additional predictive power as provided by the inclusion of relevant

Google trends.

The 6-fold cross-validation, applied to ELM, results in 6 squared error terms: 0.090, 0.082,
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0.085, 0.087, 0.074, 0.082. These values are close to each other and all fall within the 95%-

confidence interval of (0.073, 0.093). This is a fairly reasonable argument to assume that the

data are generalizable to unknown data outside of the training set.

6 Conclusion

To summarize, the most important conclusions that can be drawn from the results, are the

following. First of all, different relationship tests, such as the cointegration and Granger causal-

ity tests, show that there exist several Google trends that have the potential of being effective

predictors of the American unemployment rate. The useful Google trends are all related to

different categories and are all representing query data of a different nature, indicating that a

wide range of Google trends might be capable of improving unemployment rate predictions.

Second, for the prediction of directions, the addition of Google trends slightly improves the

forecasting performance in terms of the PCC value. For the Logit method the improvement

equals four percentage points, and for the BPNN the improvement equals roughly 14 percentage

points. Next to that, we observe that the Logit method, which is technically less sophisticated

and expensive, outperforms the BPNN method.

Third, for the prediction of levels, for all methods the addition of Google trends improves the

forecasting performance, in terms of both the MAPE and the RMSE values. Again, OLS,

technically the least sophisticated method, outperforms the methods based on artificial neural

networks. In terms of the IR, the addition of Google trends is most useful for neural networks

with improvement rates well over 20%, whereas for the OLS method Google trends are less

effective in increasing the forecasting accuracy.

Returning to the research question as stated in the introduction, we answer the question

whether, and to what extent, Google trends can attribute to performance improvements in

predicting the US unemployment rate. We have shown empirically that Google trends can in-

deed add predictive power to both level and directional prediction methods. The Google trends

especially contribute to better predictions for those methods with relatively poor performance

in the benchmark models, which are the methods based on artificial neural networks.

7 Discussion

Although the results show some promising results with respect to forecasting improvements for

econometric and AI methods using Google trends, the research has several limitations. De-
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spite the fact that the selection of potentially useful Google trends was performed carefully and

based on earlier literature, it nevertheless remains an arbitrary process. The selection of Google

trends leaves room for improvement. More categories could be set up and the already existing

categories can be expanded.

Second, there are difficulties with respect to the replicability of the research. Google trends

are automatically standardized for any requested dataset. This results in the fact that Google

trends for any search term can be different, even for the same location and keyword. Another

limitation related to the standardization of the Google trends, is the fact that the results are

rounded off to their nearest integers, resulting in a loss of accuracy.

For further research, we suggest a more thorough exploration of the possibilities of artificial

neural networks. The effects of adding hidden layers, adjusting the learning rate and using

different activation functions could be looked after, as well as making use of other gradient

descent methods such as the Quasi-Newton method.
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