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Abstract

Automatic text classification has numerous applications such as information retrieval out of a corpus, sentiment analysis of text or spam filtering. The use of machine learning in these text classification tasks are increasing in both frequency and performance. Unfortunately, this fast performance increase in machine learning techniques for text classification is often not accompanied with a better theoretical understanding of these machine learning models. This research investigates the performance and links to related theory behind some automatic text classification methods.

Broadly speaking, automatic text classification consists of three steps. The first step is pre-processing, which reduces noise and removes unwanted textual features. The second step is feature representation, which transforms the textual corpus to a numerical data matrix. The last step is the classification of this data matrix using a classifier. This thesis specifically focuses on two feature representation methods: Bag-of-Words and Bag-of-Concepts. The performance as well as the important features of the models are investigated in this thesis.

The Bag-of-Words is commonly used and represents a document by the frequency of its words. On top of the word term frequency representation, we also investigate the effect of applying different weighting schemes (TFIDFs) to the Bag-of-Words as well as using boolean features instead of term frequencies.

Bag-of-Concepts is an alternative to Bag-of-Words and works similarly through representing a document by the frequency of its concepts. These concepts are made by clustering word vectors generated by the word2vec algorithm, which assigns each word a vector based on the context it appears in. The clusters, the numbers ranging in size between 10 and 1000, were made using K-means. All of these feature representations are classified with multinomial naive Bayes.

In this thesis three data sets were used, consisting of labeled documents. The first data set investigated, R52, is a subset of the commonly used Reuters-21578 news set. The other data sets have as source questions from the Q&A forum StackExchange: one data set contains questions regarding computer games and the last data set contains questions regarding the English language.

Of the four Bag-of-Words variants that were evaluated in this research, the word term frequencies Bag-of-Words was found to be the best performing one, as measured using F1-score. The boolean Bag-of-Words performs slightly worse, it is however a good alternative. In contrast to literature, the use of TFIDF decreased the performance of the classifier. It is hypothesized that this is due to the lack of parameter optimization as well as feature selection in this thesis. But, albeit investigated, a solid theoretical explanation for this result cannot be given in this research.

In general, the Bag-of-Words representation was found to be performing somewhat better than the Bag-of-Concepts representation. Nevertheless, a significant dimension reduction was achieved using Bag-of-Concepts and the word clusters (concepts) that arise from the Bag-of-Concepts method were considered (humanly) relevant to the classification tasks. Because of this, the Bag-of-Concepts method could be used to identify important keywords for a certain class.
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1 Introduction

Under civil procedure and investigation rules litigants must, when requested by a court, produce documents that are reasonably relevant to the issue and facts of the matter. Traditionally, this process, called “discovery” was performed by consultants or attorneys which review boxes of paper by hand. Nowadays, this information has become digital. This gives rise to the concept of electronic discovery (e-discovery).

Lawsuits and regulatory investigations are common in today’s society and due to fast growing numbers of digital communication, costs of e-discovery are spiraling out of control. The costs of document review can amount to as much as 25 percent of all costs (Gruner, 2008; Roitblat et al., 2010) and for the large-volume e-discovery cases it is even reported that these costs can rise to 70 percent of all production costs (Nicholas M. Pace, 2012). Currently, typical cases involve hundred of thousands or even millions of electronic documents needing to be accurately searched for relevant documents. Because of the large corpora that have to be searched through, e-discovery has grown to become a multi-billion dollar industry.

1.1 Text classification in e-discovery

In the context of e-discovery, good text classification methods are highly sought after. Using an algorithm to automatically label a part of the corpus would highly reduce the associated costs. The long term goal in e-discovery is to have a system that accurately and quickly classifies documents without the need of human intervention.

There are two main properties that set document classification in e-discovery apart from other document classification tasks. In e-discovery, each classification task is unique. This is in contrast to for example spam filtering (the definition of spam does not change) or labeling movie reviews as positive or negative. However, a document which is relevant to one e-discovery case, might very well be irrelevant to another. Therefore, for every new case, a fraction of the documents of the corpus should be labeled by a human to be available for training the algorithm. After a small training phase has been completed, the classifier should label all unreviewed documents.

In other text classification tasks, the problem is treated solely as a supervised learning problem. Features of a text can be selected using already provided class labels and the (machine learning) algorithm can be trained on a part of the already labeled data, which was available from old use cases. In a real life e-discovery case, labels are scarce and should be gathered one-by-one, which is a costly process. For this reason, documents that should be labeled are carefully picked, using a semi-supervised algorithm. The field which optimizes the documents to be labeled query for humans is called active learning. The original idea for this paper was to research different kind of active learning strategies. The optimization of active learning in the context of e-discovery requires a data set with not only training examples, but also a human difficulty level per document. Since each e-discovery case has new guidelines regarding what documents are considered relevant or irrelevant, humans are prone to make errors in classifying documents, especially if the document can have multiple interpretations. These human errors (and the reduction of these as reviewers get accustomed with the case) should somehow be taken into account while optimizing active learning algorithm for an e-discovery case. Unfortunately, data regarding the interactions between human labeling and text classification algorithms is hard to find. Because of this, active learning is no longer the focus of this thesis, but some assumptions throughout this thesis are made with this research field in mind.

The second thing that sets e-discovery apart from other text classification tasks is the fact that it is often court ordered, which means that very strict guidelines have to be followed. Because of this, a high reliability has to be proven. As a consequence, an algorithm that accurately classifies documents on itself is not enough: it has to be shown that theoretical foundation of the machine learning classifier is solid.

For this reason, the use of machine learning techniques for e-discovery is not yet allowed in court by the majority of judges even though some promising text classification algorithms are available.

1.2 Downsides of machine learning

Since automatic text classification is desirable, research which investigates the theoretical foundation of machine learning algorithms is in demand. The first requirement for investigating a machine learning algorithm used in an e-discovery case is an available data set and outcome of the algorithm. Unfortunately, e-discovery data is generally very privacy sensitive. The data used in e-discovery cases contains personal e-mails of employees and perhaps even information regarding customers or clients. Because of this, data regarding specific e-discovery cases was unavailable,
and an alternative approach for this thesis had to be found. This was not a huge problem as the interpretability of machine learning algorithms is an issue that not solely appears in the field of e-discovery.

As machine learning is gaining more applications in all different kinds of aspects of everyday life, not only courts are asking for the inner workings of models, but also regulatory bodies are questioning its use in everyday tasks. If we are unable to verify how an algorithm works and on what it bases its decisions, it is hard to convince others that it is functioning as expected. The underlying question in this all is: should we allow computers to make decisions with algorithms we do not fully understand? For example see Stokmans and van Lonkhuyzen (2018). This principle is especially true if we can only inspect the input and output, and not the model itself. Using paranormal humans instead of computers, P.H. Dick already posed this question (with regards to predicting felonies) in 1956 with his successful book *The Minority Report*.

The issue is accelerated by the fact that academic literature regarding machine learning has the tendency to be very goal oriented. If a higher accuracy rate is achieved, or if the algorithm is a little faster, the result is publishable. This appears even more true for papers and algorithms that are published by large technology companies such as Facebook, Google or Microsoft. See for example Bojanowski et al. (2016); Mitra et al. (2016). Theoretical analyses of text classification algorithms are lagging behind, simply because the results are considered to be more interesting than the underlying mathematical model. In this thesis, an attempt is made to gain more insight into the inner workings of some algorithms used in text classification.

As stated earlier: e-discovery data is difficult to obtain. Accordingly, other data sets are used. The first data set investigated is a subset of the Reuters-21578 data set called R52. This data set contains news articles from Reuters, with a corresponding label. Besides the R52 data set, we investigate questions from the popular Q&A forum www.stackexchange.com, regarding the topics computer games and the English language. Each of the questions is categorized with one or multiple labels. A full description of these data sets is given in Section 3. We classify the documents of these data sets with a few different kind of text classification algorithms. In this thesis, we look into the performance of these different classifiers, as well as the human interpretability of their performance: can we explain why a certain label was given to a document?

### 1.3 Relation to e-discovery

This thesis was written in combination with an internship at PwC, which, among other services, provides e-discovery support. Hence, a connection with e-discovery in this thesis was desired. For reasons stated earlier, investigating and optimizing an actual e-discovery case was not possible. Therefore, in this thesis it is also attempted to suggest possible improvements for the current work-around regarding the limitations of machine learning in e-discovery.

Because of the ‘black box’ issue of machine learning algorithms, in an actual e-discovery case, a large list of positive and negative keywords is conceived to reduce the size of the to be investigated corpus. This has its obvious drawbacks of being not specific enough and/or being too specific. Commercial software that assists in the keyword generation is available, but extensive descriptions of the relevant algorithms is unavailable. Generally, domain experts use their knowledge to produce an initial list of keywords. Consequently, an algorithm, which uses semantic and dictionary knowledge, devises alternatives that could also be included in the keyword list.

Therefore, in addition to investigating the veracity and explainability of the methods of our interest, we would like to investigate if they can be used right away to help in the keyword generation process that is currently used in e-discovery cases.

### 1.4 Process of text classification

Text classification is not straightforward, and there are many steps that can be adjusted to optimize the chosen algorithm. Broadly speaking, there are multiple steps that need to be performed to get a working text classification algorithm. The first step is pre-processing, which often consists of removing common occurring words (stop words such as a, of, the), stemming of words (which leaves just the stem, affecting → affect), lemmatization (grouping together inflected forms of a word using dictionary knowledge, better → good) and replacing or removing characters, or words which are deemed to carry no extra information such as interpunction or numbers. Depending on the application, steps can be omitted or altered. For example, in machine translations stemming most likely does not increase performance, as the word affecting should be translated differently than affects. The goal of pre-processing is to reduce noise in the data and to improve the performance of your model.
The next step is representing the (pre-processed) text as vectors, resulting in a regular matrix for your entire corpus (often called vectorization). This is called feature representation. In general, the feature representation is a function (or method) which maps the textual data to a vector of numbers. The vectorization of text is required as classifiers solely work on numerical data.

The last step in text classification is classifying the data matrix, which can be performed by many different kind of classification algorithms.

1.5 Research questions

Two different feature representation methods are Bag-of-Words (BoW) and Bag-of-Concepts (BoC). BoW is a naive way of vectorizing texts, as it simply constructs a list of the vocabulary, and counts the occurrence frequency of each word in all documents. Therefore, it is easy for humans to understand and in literature it is often used as a benchmark method. Besides the plain BoW approach, a transformation called Term Frequency-Document Inverse Frequency (TFIDF), a class of weightings schemes, is often applied on BoW as it has been shown that they improve the performance (Rennie et al., 2003).

Bag-of-Concepts (BoC) is conceptually closely related to BoW, but theoretically more sophisticated. BoC makes use of word2vec, a small neural network that embeds words in a relatively low dimensional space. The word vectors resulting from this embedding can be used to measure similarity between words. These word vectors can be clustered, and each cluster can be considered as concept: since the word vectors are nearby each other in the embedding space, they must be (semantically) similar. Per document, the occurrences of these clusters (concepts) are counted and these counts are used as the number representation of documents for BoC.

This leads to the following research question:

**How does Bag-of-Words (with different TFIDF weightings) compare to Bag-of-Concepts?**

This question is investigated by answering the following subquestions:

1. How do the Bag-of-Words (with different TFIDF weightings) and Bag-of-Concepts feature representations compare in performance?

2. How comprehensible are these methods for humans (or: how well can the results be explained)?

3. Can Bag-of-Concepts be used as a tool in the keywords generation process for an e-discovery case?

The motivation behind the first subquestion is straightforward. Since we are comparing the methods BoW and BoC, their performance should of course be compared. The second subquestion examines the ‘black box’ aspect of a model. How well can a human observer follow the decisions of the algorithm? It is expected that the BoW model should be easy to interpret, as it is just a collection of words. Texts that are vectorized by BoC, are represented by cluster counts, where each cluster has a conceptual meaning. For this reason, it is expected that these representations are harder to understand, but still meaningful to humans. The last subquestion attempts to improve current e-discovery practices. More precisely, we want to investigate if the concepts that are made by BoC can be useful in the keyword generation process.

1.6 Approach

To investigate these questions, we make use of the three steps in text classification which were described earlier. First, we pre-process three different data sets (Reuters, StackExchange Gaming and StackExchange English), the exact procedure is described in Section 4. Next, we vectorize the textual data using BoW and BoC. After which we apply different weighting schemes to the BoW representation. To make use of the BoC methods, we first have to generate word vectors and cluster them. The theoretical foundation of these methods are explained in Section 2. After making the BoW and BoC feature representations, the data matrices are classified using naive Bayes, and the model is investigated. Naive Bayes is used in this thesis as this method is commonly used as a benchmark. Moreover it is a fast and simple model and is well understood. This all is summarized in a general overview in Figure 1.
Figure 1: Global overview of the different kind of feature representations that are investigated in this thesis.
2 Theoretical Background

In this section we elaborate on the theory related to the models we use to classify text. We explain Bag-of-Words and possible feature selection methods and the two TFIDF weighting schemes which will be applied. Furthermore, a thorough, yet not complete, explanation of the word2vec algorithm will be given as well as explaining the subsequent clustering process that results in the Bag-of-Concepts feature representation.

2.1 Feature selection and Bag-of-Words

Textual data cannot be directly used as input for machine learning classifiers. Therefore, the text first has to be vectorized. The Bag-of-Words (BoW) approach is perhaps the easiest method. In this model every single word is used as a feature and the vectorized document is simply the frequency of all words (term frequencies). The number of different words in a corpus can be huge (easily above 25000) which typically leads to sparse document vectors. Therefore, in almost all literature a number of attributes \( m \) are selected, with \( m \) ranging in size often between 50 and 5000 (Androutsopoulos et al., 2000; Metsis et al., 2006). The selection of which attributes should be used is not straightforward. Using the \( m \) most occurring words in a corpus does most likely not provide the most discriminatory power between the classes.

Different methods to select the optimal features have been proposed. Sarkar (2013) did an empirical study that compares four feature selection metrics with different classifiers, namely Information Gain, Mutual Information, Chi-squared and Symmetrical Uncertainty. Unfortunately, all of these common occurring metrics are supervised methods, meaning they need pre-labeled data points to work with. In the context of this research (e-discovery), labeled data is not readily available and therefore supervised feature selection is not possible. Unsupervised feature selection methods are discussed in numerous papers, but due to the absence of meaningful label information their performance is inferior to supervised feature selection methods. It is suspected by the author of this thesis that for this reason, they are not used as widely in academic literature. As the scope of this research is limited, no feature selection is performed and all words (resulting from the pre-processing step) are used as attributes. This leads to our Bag-of-Words with dimensions \( V \times n \), where \( V \) is the size of our vocabulary, and \( n \) is the number of documents.

2.2 Term-Frequency Inverse Document Frequency

Counting all words gives us the Bag-of-Words feature representation and although this simple method has proven its usefulness, improvements on the BoW have been widely suggested (Rennie et al., 2003; Kosmopoulos et al., 2008; Georgala et al., 2014). A consequence of counting all words is that there are large differences in the frequency counts, as some words are common whilst others are rare. Intuitively, a word that is common in the corpus is likely to appear in all classes and is therefore not a good discriminator. Therefore, these words should be given less weight than the ones that occur rarely. Moreover, frequent occurring words could have some random variation in their class distribution, which could cause fictitious (significant) correlations. On top of that, due to their high frequency they can (even with low weights) strongly influence the class label. A measure that implements a solution to this intuition in an heuristic is Inverse-Document Frequency (IDF). When this weighting (which has an inverse relationship with the frequency) is multiplied by (a transformation of) the Term Frequency (TF), we obtain TFIDF.

There are different kind of weighting schemes that belong to the class of TFIDFs. All of these have in common that the IDF portion decreases with increased frequency of the word throughout the corpus, and the TF portion increases with the frequency of the word in a document. In this thesis, we test two different kind of TFIDF’s. The first TFIDF is suggested by Kosmopoulos et al. (2008), and has a logarithmic term frequency. Therefore, we denote it by log TFIDF. The second weighting scheme is the TFIDF as implemented by the python package scikit-learn which is denoted as SK-TFIDF.

Kosmopoulos et al. (2008) has tested multiple variants of TFIDF and described the log TFIDF version as the best performing one. For this reason, log TFIDF is used in this thesis. The SK-TFIDF variant has been chosen as an alternative for comparison. Since scikit-learn is a popular machine learning package for python, it is likely that their TFIDF transformation is widely used. Therefore, it is suited as a benchmark comparison.
2.2.1 log TFIDF

Log TFIDF weighting scheme incorporates three transformations from the straightforward term frequency of words in a document (the pure BoW approach). For details and a more thorough explanation see Rennie et al. (2003). The first transformation compensates for the fact that multinomial naïve Bayes uses a multinomial model to describe the text, which is inaccurate in reality (this is further explained in Section 2.6). Term frequencies have a heavier tail than a multinomial distribution; it has been found that a relatively simple log-transformation can compensate for this. The second transformation accounts for words which occur a lot in both classes. It should be prevented that these words dominate the classification model (for the reasons stated in Section 2.2). To overcome this, the IDF transformation has been proven to be useful. Lastly, document length should be taken into account, as otherwise longer documents will dominate the class preferences. If a word occurs in a document, it is likely to occur again in the same document. As this effect is of greater magnitude in longer documents, normalization should take place to prevent biasing the parameter estimation of the multinomial distribution.

For the mathematical notation of the transformation, some notation is introduced. A vector \( \langle x_1, x_2, \ldots, x_m \rangle \) represents a document \( j \). Here \( m \) is the number of attributes. Each scalar \( x_{ij} \) is initially the term frequency, that is, the frequency of attribute \( t_i \) in document \( j \). Moreover, \( \delta_{ik} \) is the boolean version of this. That is, 1 if \( x_{ij} \geq 1 \) and 0 otherwise.

(i) \( \hat{x}_{ij} \leftarrow \log(x_{ij} + 1) \) (term frequency transformation)

(ii) \( \hat{x}_{ij} \leftarrow \hat{x}_{ij} \cdot \log\left(\frac{\sum_k 1}{\sum_k \delta_{ik}}\right) \) (inverse document transformation)

(iii) \( \hat{x}_{ij} \leftarrow \frac{\hat{x}_{ij}}{\sqrt{\sum_i 1 (x_{ij})^2}} \) (document length transformation)

\( \hat{x}_{ij} \) is the first TFIDF statistic that is used in this thesis (Kosmopoulos et al., 2008), and is referred to as log TFIDF (due to the log transformation of the term frequencies).

2.2.2 SK-TFIDF

The log TFIDF variant is compared with the default TFIDF transformation as provided by the python scikit-learn package. We now describe the transformations done using the default parameters, using the same notation as above.

(i) \( \hat{x}_{ij} \leftarrow x_{ij} \cdot \left(1 + \log\left(\frac{1 + \sum_k 1}{1 + \sum_k \delta_{ik}}\right)\right) \) (inverse document transformation)

(ii) \( \hat{x}_{ij} \leftarrow \frac{\hat{x}_{ij}}{\sqrt{\sum_i 1 (x_{ij})^2}} \) (document length transformation)

By comparing these equations to the previous ones, one can easily recognize that the TFIDF of scikit-learn has no log term frequency transformation and adds a one to the denominator and nominator of the IDF.

2.3 Word2vec

A downside of BoW is a huge feature space, as each word has its own dimension. This can cause computational difficulties. In machine learning applications, reducing the dimensions of your feature space without the loss of too much information, is desirable. One way to reduce the dimensions for BoW is feature selection. This however loses all information of words that are not selected as features. Another method that can reduce the dimensions was introduced by Kim et al. (2017). Instead of counting words, ‘concepts’ in a document should be counted. This is the foundation of the Bag-of-Concepts method.

In literature regarding information retrieval, concepts are often made using domain ontology. These concepts, in combination with TFIDF (or Concept-Frequency IDF) are subsequently used to represent documents (IJntema et al., 2010; Goossen et al., 2011). Kim et al. (2017) propose to make the concepts in a different way. In their paper, the concepts are made by all words of a corpus in a small neural network. Once this neural network is trained on a certain objective, each word has an embedded representation in \( \mathbb{R}^n \), with \( n \) often in the order of magnitude of a few
hundred. Each embedded word representation can be interpreted as a word vector which gives rise to the name of this embedding method: word2vec. These word vectors can be clustered using k-means, after which each cluster is considered a concept.

A summary of this process is shown in Figure 2. In the next subsections, we first explain how word2vec embeds the words to make word vectors out of a corpus and subsequently how the clustering process works. Since the clusters of BoC consist of word vectors, it is important to understand how these word vectors are constructed. Therefore, we first explain the theory behind word2vec, before giving the details of the clustering methods.

Figure 2: Overview of Bag-of-Concepts.

Mikolov et al. (2013a) introduced the word2vec algorithm. Instead of treating a word as an atomic unit, words are described with vectors based on their context. This relies on the distributed hypothesis (Harris, 1954), which states that words in a similar context have a similar meaning. Word2vec uses this assumption and predicts the (continuous) context of a word, which is then used as a vector representation of the word. The idea is shown Figure 3.

Figure 3: word2vec predicts the context of the word using a Skip-Gram model. A context window size of 2 is used in this figure. Figure from Mikolov et al. (2013a).

Surprisingly, Mikolov et al. (2013a) found that the word2vec algorithm can be used for more than just constructing dense document vectors. They show that after training on a large corpus, they can capture semantic relations between two words accurately. They give as example that the word vector that is closest to word2vec(biggest) - word2vec(big) + word2vec(small) is word2vec(smallest). In other words, they show that two pairs of words with the same semantic
relationship can be identified using simple algebraic operations on the word vectors. If all the word vectors of a
document are simply averaged out, a document vector can be created. It has been shown that this document vector
performs well when used to determine similarity between documents (Kim et al., 2017). A large downside of this
document vector is that all human interpretation is lost, which is not the case for the Bag-of-Words model.

2.4 Word vectors

Even though the word2vec algorithm employs a neural network, it is not considered to be a deep learning technique.
As it only uses a single hidden layer, the model is surprisingly simple. The word2vec algorithm has two main models:
the Skip-Gram model as well as the continuous bag of words (CBOW) model. The Skip-Gram model attempts to
predict the context given a single word, while the CBOW model predicts a single word using the context as input (i.e.
reverse the in- and output in Figure 3). Mikolov (2013) elaborates that they are comparable given enough training data.
Explicitly he mentions the following advantage and disadvantage of Skip-Gram vs CBOW:
“Skip-Gram: works well with small amount of the training data, represents well even rare words or phrases”
“CBOW: several times faster to train than the Skip-Gram, slightly better accuracy for the frequent words”

Furthermore, as best practice he recommends “to try few experiments and see what works the best for you, as different
applications have different requirements” (Mikolov, 2013). Since the scope of this thesis is limited, we have chosen to only
investigate the Skip-Gram model and the CBOW version is not explained any further.

Similar to many other unsupervised methods that attempt to learn word representations, co-occurrences of words
are used as a source of the information of the model. A possible way to devise a word vector given a certain corpus, is
to use a count based method. Count based methods, like GloVe (Global Vectors, Pennington et al. (2014)), simply count
the occurrence of words nearby and store this information in a co-occurrence matrix, which is then decomposed. This
window size of the context is a hyperparameter that should be tuned, but a size of 5 is typical. Using this value, the 5
words in front of the word of interest as well as 5 words behind it are seen as co-occurring with the center word (for a
total of 10 words). As offset or distance is not taken into account. Therefore, words that solely occur in pairs (think of
‘Angeles’ which is always preceded by ‘Los’ in a certain corpus) do not have a probability of one of occurring together,
as other words in the vicinity of ‘Angeles’ are also in the context of ‘Los’.

Similar to GloVe, word2vec uses the co-occurrence of words as basis of the model, but attempts to predict the co-
occurrence matrix instead decomposing a certain transformation of it using a weighted least squares. Pennington et al.
(2014) claims that this result in the exact same weights as word2vec (Řehůřek, 2014). The discussion of GloVe versus
word2vec, albeit interesting, is outside the scope of this thesis. I refer interested readers to Řehůřek (2014).
A global overview of the word2vec Skip-Gram architecture is shown in Figure 4. The hidden layer are the encoded center word vectors, while the output layer can be seen as the encoded output word vectors. Basically, the model has to learn two vector representations for each word. One as a center word and one as context word. This is because it assumes that the center word and context words come from different vocabularies, as the same word obtains different weighting for its two appearances (one as center word and one as context word). This assumption is not explicitly motivated (Goldberg and Levy, 2014), but is further discussed in Section 2.4.6.

Unlike other neural networks, the training objective is not actually what the model is used for. The neural network is trained solely to learn the weights of the hidden layer and is in the end not used to predict the context words (even though that is the training objective). These hidden layer weights are actually the word vectors that the model is supposed to learn. Therefore, once the model is trained, the hidden layer can be saved and the rest of the model can be discarded.

2.4.1 Training objective of word2vec

The objective of word2vec is to predict the surrounding words of a certain input (center) word. It does so by maximizing the probability of all context words, given the current center word. The objective function of the model is stated as following:

\[
J'(\theta) = \prod_{t=1}^{T} \prod_{-5 \leq j \leq 5, j \neq 0} p(w_{t+j}|w_t; \theta) \Rightarrow J(\theta) = \frac{1}{T} \sum_{t=1}^{T} \sum_{-5 \leq j \leq 5, j \neq 0} \log (p(w_{t+j}|w_t; \theta))
\]  

(1)

Here \(T\) is the total count of words in our corpus, \(w_t\) is our center word and \(w_{t+j}\) is the jth word after the center word. \(\theta\) represent all the variables that are optimized. In other words, given a set of parameters \(\theta\), the likelihood of all 10 context words \(w_{t+j}\) conditional a center word \(w_c\) should be as high as possible. Before any training the model is initialized randomly (\(\theta\) is set to reasonable but random values). The way in which \(\theta\) is used in the model can be seen in Figure 5, which is an enlarged but more detailed version of Figure 4.

The hidden and output layer are here shown explicitly in matrix form. The elements of those layers (matrices) are the weights of the network. The goal of the model is to learn the values of these two matrices. These are the unknown \(\theta\) values (\(|\theta| = 2Tn\), with \(T\) vocabulary size and \(n\) number of embedding dimensions). Once these values are known, the embedded word vectors can simply be retrieved from these parameters.
The input of the model is \( w_t \), this is a one hot vector of the center word. That is, a one in the position that corresponds to the word and zero otherwise. This vector is multiplied with the weights in \( W_1 \). Each row of \( W_1 \) contains a respective embedded center word vector. As \( w_t \) is a one hot vector (a single one, the rest all zeros), this multiplication can be seen as a look-up in matrix \( W_1 \) and results in vector \( v_c \), the encoded word vector that corresponds to the input (center) word. The size of this vector, in Figure 4 shown as number of neurons, is a parameter that should be tuned. As the resulting word vector (\( \text{word2vec}(\text{word}) \)) is actually this row in \( W_1 \), it should be noted that this dimensionality is also the dimensionality of the resulting word vector. In literature, values between 100 and 1000 are common (Mikolov et al., 2013a; Kim et al., 2017; Socher, 2015). To obtain context word probabilities, this encoded word vector is multiplied with matrix \( W_2 \). Matrix \( W_2 \) is the embedded output matrix: again each row can be interpreted as a word vector, but this time for the context word, in probability form: \( p(\text{context word}|\text{center word}) \). After performing the operation \( W_2v_c \), we get an output score for each word in vocabulary \( V \). When the softmax function is applied, the predicted context word probabilities are produced.

### 2.4.2 Exponential normalization: Softmax

There are two matrices with values that can be optimized to maximize the probability of a context word. To understand the optimization technique, one has to see that each row in \( W_2 \) corresponds to a specific word in the vocabulary. In Figure 5, we have four of these rows which we denote as \( u_o \), which can be interpret as the embedded output word vector. In other words, we can say that \( u_o \) is the vector associated with the output (or context) word \( o \). Similarly, in matrix \( W_1 \) there are four rows, denoted as \( v_c \), that corresponds to the center word \( c \) (which, once again, in the end will be the word vector as produced by \( \text{word2vec} \)). The dot product of these two vectors, \( u'_o v_c \), gives a loose measure of similarity.

Given this measure of similarity, we can now attempt to express the probability for an output word \( o \) given the center word \( c \): \( p(o|c) \). As we have an embedding for both output word \( o \) as well as center word \( c \), we can use their dot product. Since we are calculating probabilities, the sum of all possible output words given a center word should be equal to one. We could simply normalize the output scores (dot products), but that would be invariant to scale differences. As the absolute difference between the output scores increases, so should the probabilities. Therefore, exponential normalization (softmax) is used, as is common in neural networks. With this in mind, \( p(o|c) \) can be expressed as \( \frac{\exp(u'_o v_c)}{\sum_{o,w} \exp(u'_w v_c)} \). This formula is the mathematical operation of softmax. These rows \( u_w \), which combined are the matrix \( W_2 \) and \( v_c \), which combined for all \( c \) are the matrix \( W_1 \) are the parameter \( \theta \) in Equation 1. Furthermore, the expression for \( p(o|c) \) can be substituted in Equation 1 to get an explicit objective function for each center and context word.

### 2.4.3 The network of word2vec: an example

An example of how \( \text{word2vec} \) calculates probabilities, using the weights from Figure 5 is shown in Figure 6. Here, our vocabulary consists of four words (\( \text{the, cat, sits, dog} \)). Our goal is to find \( p(\text{sits}|\text{cat}) \). For this, the one hot vector corresponding with the center word \( \text{cat} \) is multiplied with \( W_1 \). This results in the third row of \( W_1 \) as the embedded word vector. This would also be the \( \text{word2vec} \) output from \( \text{word2vec}(\text{cat}) \) if training was completed, and is denoted in the paragraph above as \( v_c \). This vector is multiplied with \( W_2 \). If we take the second row of \( W_2 \), and multiply it with \( v_c \),
we get 0.873. As the third row in $W_2$ corresponds with the word *sits*, this is the ‘score’ for $p(\text{sits} | \text{cat})$. To get the actual posterior distribution of words, softmax normalization is performed over the vector containing all the scores, denoted as $O$ in Figure 6. This results in a probability of 0.37 for $p(\text{sits} | \text{cat})$, as shown in Softmax(O) in Figure 6.

If we have a corpus consisting of one sentence: “*the cat sits*”, Equation 1 attempts to maximize the probabilities for *the* and *sits* given the center word *cat*. Therefore, the probabilities as shown in Figure 6 for *the* and *sits* would increase during training, while the probability *dog* would decrease. If we had another sentence “*the dog sits*”, the same would happen, but now for the probabilities associated with *dog* instead of *cat*. This results in similar word vectors for *cat* and *dog*, as is expected since these words are closely related and are likely to occur in similar contexts.

### 2.4.4 An example for calculating the probability

To train the neural network, training instances have to be generated. The context of a word should be predicted giving some trainings examples. For a sentence “*The cat sat on the table*” with a context window of one, six combinations can be formed. As if a word occurs at the start or end of sentence, half of the context is cut off, e.g. the context for the word *table* consists of only the word *the*. An example of a training instance is “*the cat sat*”. The objective is to maximize the probability of the words occurring in each others neighborhood (Equation 1).

Using the same notation as earlier, we calculate this probability using $\frac{\exp(u'_{\text{the}} v_{\text{cat}})}{\sum_{w=1}^{n} \exp(u'_{w} v_{\text{cat}})}$. Substituting the words in $J'(\theta)$ in Equation 1 we get

$$p(\text{the} | \text{cat}) p(\text{sits} | \text{cat}) = \frac{\exp(u'_{\text{the}} v_{\text{cat}})}{\sum_{w=1}^{n} \exp(u'_{w} v_{\text{cat}})} \cdot \frac{\exp(u'_{\text{sits}} v_{\text{cat}})}{\sum_{w=1}^{n} \exp(u'_{w} v_{\text{cat}})} \tag{2}$$

Since max $y$ is equivalent to max log $y$, maximizing this probability is equal to maximizing $J(\theta)$ of Equation 1:

$$u'_{\text{the}} v_{\text{cat}} + u'_{\text{sits}} v_{\text{cat}} - 2 \log \left( \sum_{w=1}^{n} \exp(u'_{w} v_{\text{cat}}) \right)$$

To obtain a loss function in standard format, we multiply this function by minus one and we find the objective function which we want to minimize. Taking the derivative of this with regards to $v_{\text{cat}}$ gives us a well defined function for updating $W_1$, and taking the derivative with regards to $u_{o}$ (o being a context word such as ‘*the*’) leads to an update rule for $W_2$ (Rong, 2014).

However, a corpus can easily consists of 10000 unique words and 300 columns for the embedded dimension is not uncommon. Therefore, there are three million weights both in the input ($W_1$) and output layer ($W_2$) which needs to be updated. To train this model with a large corpus is not an easy task. Mikolov et al. (2013b) addressed these issues in another paper and came up with two innovations to avoid needing thousand of computing hours to training the network.

His first idea was to sub-sample words that appear frequently. Words that occur many times are also likely to occur in many different types of context. A word like "*the*" does not tell much about the meaning of another word (in our example, "*Table*"). Moreover, there are many more training instances containing the word "*the*" than needed to learn a good vector for the word. Therefore, frequent words are sampled less than you would proportionally expect.
It does this by iterating over all words \( w_i \) in the corpus. The word \( w_i \) is removed with a probability \( p(w_i) = 1 - \frac{t}{\sqrt{f(w_i)}} \). \( t \) is a chosen as a certain threshold, typically around \( 10^{-5} \) and \( f(w_i) \) is the frequency of \( w_i \) (Mikolov et al., 2013b). This probability distribution was chosen as a heuristic, it was found to work well in practice (Mikolov et al., 2013b). This probability of removing words reduces the size of the corpus and therefore also effectively increases the window size of other words, as words which were present in the original sentence are now ‘deleted’ and the next nearing neighbor is seen as context.

### 2.4.5 Negative Sampling

Another adjustment to improve the training speed is (Skip-Gram) Negative Sampling, which is a form of Noise-Contrastive Estimation.

As stated earlier, there are 6 million weights which need to be updated (using the example with 10,000 unique words by embedded dimension space of 300 from earlier). Three million of those are in the embedded center word vectors (the hidden layer) and 3 million of those are in the embedded context word vectors (the output layer). For every training instance, the predicted context vector (the outcome of \( p(\text{words} | \text{context word}) \)) should closely resemble words. Using the example from earlier, Equation 2 should return a high probability for the words the and sat, while equaling zero (or a low probability) for all other words. This results in problematic updating, as all three million weights in the output matrix \( (W_2) \) should be adjusted.

The hidden layer is more manageable as only the row which corresponds to the one hot input vector (corresponding to the word cat in the example) is relevant for the weights of this training instance. This can be concluded directly from the fact that \( w'_c v_c \) only depends on \( v_c \) but needs to be calculated for every output word \( o \), as is needed in the denominator of the softmax normalization.

To reduce the number of weights that need to be updated every iteration, Mikolov et al. (2013b) introduced negative sampling. Instead of updating the entire matrix \( W_2 \), only a small number (as an example they give 20) of rows are updated. The negative rows (negative means words that are not part of the training instance) which are updated are randomly sampled from the empirical (unigram) distribution raised to the power of \( \frac{3}{4} \). This distribution is empirically chosen by Mikolov et al. (2013b). Thus at each iteration, the hidden layer corresponding to the center word on top of a few rows in the output layer which correspond to words which were not the training pair were updated. Moreover, the row in the output layer which corresponds to the context word in the training pair is also updated (McCormick, 2016b).

This is only an intuition for Negative Sampling. In reality, Negative Sampling uses an objective function which differs from Equation 1, which specifically maximises the probability that an training instance came from the corpus. There are numerous sources that do a good job of explaining the mathematics behind it, but this is outside the scope of this thesis. Suggestions for the information regarding the mathematical formulations are Goldberg and Levy (2014) or Rong (2014).

### 2.4.6 Using the center word or the context embedding

So far, the training objective of \texttt{word2vec} has been discussed. The actual goal of \texttt{word2vec} is to make (dense) word vectors. Since the dimension of the input size is the same as the dimension of the output size, dimension reduction is not achieved. Moreover, the output vector is still likely to be sparse: given a single input word, many more words are contextually unrelated than related. However, the context of a word is also embedded in the embedding matrix \((W_1 \text{ in Figure } 5)\). As \( W_2 \) is independent of the input, the multiplication of \( W_2 \) with embedded word vectors results in a probability for all words. Due to the earlier described distributed hypothesis, words that appear in the same context should have similar output probabilities. Therefore, their embedded vector (which when multiplied with \( W_2 \) produce the posterior probabilities) should be similar. These embedded vectors are the eventual output vectors of the \texttt{word2vec(word)} algorithm. In other words, \texttt{word2vec(word)} is the row that corresponds to \texttt{word} in \( W_1 \), or equivalent \texttt{word2vec(word)} = \texttt{v_word} after the training phase has been completed.

It should be noted that the vectors relating to the output layer in \( W_2 \) could also be used as word vectors. However, it seems that Mikolov et al. (2013a) without further motivation uses \( W_1 \) for the embedded word vectors, disregarding the possibility of using the embedded output vectors in \( W_2 \). Other contributing research almost always overlooks this assumption as well.
Having separate embeddings for words as center word \((W_1)\) and context \((W_2)\) assumes that the input and context words come from separate distributions, which on the first glance may look like a surprising assumption. Even though this assumption is implicitly made in the papers from Mikolov, it does allow for minimizing the occurrence of a word in its own context: consider the center word \(\text{cat}\) and the context word \(\text{cat}\). It is possible that the words do not occur frequently in their own context, and therefore the probability \(p(\text{cat} | \text{cat})\) should be minimized. If there is only one vector representing \(\text{cat}\), the dot product on itself should be minimized, which is not possible. Having separate embeddings for words as center word and context word does allow for assigning a low probability Goldberg and Levy (2014).

Recently, a paper by Mitra et al. (2016) appeared which investigated the vectors in \(W_1\) and \(W_2\). His paper looks into the possibility of using \(W_2\) as embedded word vector, or even combining the vector resulting from \(W_1\) with the vector from \(W_2\). They found that the embedded output vector are more reflective of topical similarity and useful for determining document “aboutness”. Unfortunately, the scope of this paper was limited and this is not further investigated in this paper.

### 2.4.7 Tuning the hyperparameters

As shown from the section above, a lot of implicit assumptions are made by Mikolov et al. (2013a) in the development of this \texttt{word2vec} algorithm. Even though a general overview of \texttt{word2vec} is given by them in their papers, there are numerous things in this model that can be tweaked. Context window size and the number of neurons (dimensions) in the hidden layer spring to mind, but there are many more nuances that should be taken into account when employing this algorithm. For example, the power of \texttt{word2vec} is often shown by demonstrating that \texttt{word2vec}(king) - \texttt{word2vec}(man) + \texttt{word2vec}(woman) \approx \texttt{word2vec}(queen). In reality, it could be that the outcome of this equation is slightly closer to \texttt{word2vec}(woman) than to \texttt{word2vec}(queen), but this fact is often left out in demonstrations or write ups about \texttt{word2vec}.

Moreover, in the C implementation of \texttt{word2vec} by Mikolov et al. (2013b), the window size was not fixed. Instead, it was sampled between 1 and maximum window size. This provides an implicit weighting based on the distance between words, as words that are at the border of the context window are less likely to be used as context for a word.

In their implementation, they also added idiomatic phrases as single words in their vocabulary (for example “Los Angeles” as one word instead of two separate ones). To detect phrases, they first trained the model using only single word. Next, they identified candidate phrases using a data-driven approach, shown in Equation 3, and tested all bigrams that resulted using a set of analogical reasoning tasks on performance (for details see Mikolov et al. (2013b)). The good phrases were kept.

\[
\frac{(\text{count}(\text{word}_a \text{ following } \text{word}_b) - \text{min\_count}) \times N}{\text{count}(\text{word}_a) \times \text{count}(\text{word}_b)} > \text{threshold}
\] (3)

In this formula \text{min\_count} is a discounting coefficient and prevents too many phrases which consist of very infrequent words. \text{threshold} is chosen as the minimum score needed for a bigram to be accepted as a real bigram according to Mikolov et al. (2013b). Mikolov et al. did not provide suggestions for the parameter values, but these are discussed in Section 4.

Moreover, Mikolov et al. did not provide information about the pre-processing of words in their implementation. For this reason, one has to be careful when using the model as trained by them on a part of Google News corpus. Removing stop words and transforming all words of your to-classify-corpus to lower case seems to be standard procedure in text classification, but these steps were apparently not performed by Mikolov et al. (2013b).

Nevertheless, we use the \texttt{word2vec} model trained by Mikolov et al. (2013b) model as comparison to the vectors resulting from training the \texttt{word2vec} model on our own data sets. The pre-trained model from Mikolov et al. (2013b) was trained on part of Google News data set (about 100 billion words). The model contains 300-dimensional vectors for 3 million words and phrases\footnote{https://code.google.com/archive/p/word2vec/}. On one hand, because the model is trained on this large corpus, the semantic meaning of words should be well embedded in the word vectors. On the other hand, this general definition of the words might be in disagreement with our specific data set. It is possible that the words in our data set have a different context than when they appear in the Google news corpus. It is interesting to compare these results, which is why the pre-trained \texttt{word2vec} model is also investigated in this thesis.
2.5 Bag-of-Concepts

Word vectors as obtained by the word2vec algorithm are well suited for word representation in a low dimension space. However, as a classifier the word vector representation is not directly suited. It seems far fetched to assume that the word vectors of a document do well in some sort of classifier that separates documents by a (linear) decision boundary. The words are embedded in such a way that words which are similar in semantic meaning are close together in their dimensional space, but this does not necessarily translate into a prediction power for a document label.

Instead, the word vectors in this thesis are clustered with k-means. This results in clustered word vectors, where each cluster is a concept. These concepts in a document can be counted, akin to Bag-of-Words. Kim et al. (2017) has shown that these clusters perform well in comparing document similarity, but no literature that attempts to build a classifier from these clusters has been found by the author of this thesis.

In this research, Bag-of-Concepts possibilities as a feature representation for documents is investigated. Concepts are made by using the word vectors resulting from the word2vec algorithm and subsequent clustering of these vectors based on their cosine distance. This metric, instead of the more commonly used Euclidean one, is used because Schakel and Wilson (2015) have shown that the word vector length seems to be unrelated to the word meaning, but is a function of the occurrence frequency of a word. As a consequence, spherical k-means (which uses cosine distance and is insensitive to vector length) is more appropriate than Euclidean.

These clustered word vectors each represent a word concept. As all word vectors are assigned a cluster, each word which occurs in the corpus has a many-to-one relation with a cluster. The number of spherical k-means clusters is predefined and is equivalent to the number of features (or: concepts) that one wishes to obtain. As with all k-means algorithms, a number of random initialization needs to be performed to compensate for the impact of the location of the initial clusters. The implementation of k-means is discussed in Section 4.

2.6 Classification Method: naïve Bayes

After constructing the Bag-of-Words or Bag-of-Concept feature vectors, a machine learning technique has to be applied to classify the vectors. In this research, we use the much tested naïve Bayes (NB) models. These have been studied for over 50 years and have extensively been tested for, among others, the purpose of text classification. Many variants of NB exists, and they all rely on a simplistic independence assumption between the attributes. Yet, they often have a good performance and are therefore used as baseline classifiers which are fast and easy to implement. If the attributes in a text are actually independent, it can easily be proved that NB is optimal, in the sense of minimizing the missclassification rate (Domingos and Pazzani, 1997).

The goal is to calculate \( p(l|\bar{x}) \) for all classes \( l \). Here, \( \bar{x} \) represents features of a certain document. Text classification can be done multi-class or binary: multi-class predictions aim to correctly the label of a document out of a set of many classes, binary classification only knows positive or negative labels (does the document belong to the class, yes or no?). As is customary in text classification problems, we test our methods using a binary labeling framework. This means that we compare \( p(true|\bar{x}) \) with \( p(false|\bar{x}) \). If \( p(true|\bar{x}) \geq p(false|\bar{x}) \), the document is labeled as relevant (i.e. belongs to the class), and otherwise the document is labeled as false. It is possible to include misclassification cost, for example if the missclassification costs for a false negatives are lower than those for a false positive, one could label documents as true if \( p(true|\bar{x}) \geq 0.40 \) while \( p(true|\bar{x}) < p(false|\bar{x}) \) also holds. In this thesis, we did not look into these options any further and assumed the standard true label if \( p(true|\bar{x}) \geq p(false|\bar{x}) \) and else the false label was applied.

We would like to calculate \( p(l|\bar{x}) \), that is, the probability that a document belongs to class \( c \) given an attribute vector \( \bar{x} \). From Bayes’ theorem it follows that the probability is:

\[
p(l|\bar{x}) = \frac{p(\bar{x}|l) \cdot p(l)}{p(\bar{x})}
\]

Since \( p(l_i) \) (relevant or true) and \( p(l_f) \) (irrelevant or false) are simply the proportion of true respectively false documents in the training set, the difficulty lies in calculating \( p(\bar{x}|l) \). Because of the (strong) independent assumption it holds that \( p(\bar{x}|l) = \prod_{k=1}^{K} p(x_k|l) \).

If \( p(l_i|\bar{x}) \) is larger than a certain threshold, the text is classified as relevant to the label; otherwise, it is labeled as irrelevant. By varying the threshold, one can increase the recall at the expense of precision or vice versa.
In any real life text classification problem the independence assumption does obviously not hold. A simple counter example would be the co-occurrence of the words oil and barrel. Nevertheless, NB classifiers are relatively effective in actual use cases, even if this assumption is violated (Domingos and Pazzani, 1997; Rennie et al., 2003). $p(\bar{x})$ is independent of the class label, and NB labels $\bar{x}$ as the class that maximizes $p(l|\bar{x})$ the denominator can safely be ignored in the calculations.

### 2.6.1 Multinomial NB

The way to estimate $p(x_i|l)$ (and thus $p(\bar{x}|l)$) differs per type of NB. In this thesis, we only discuss multinomial NB with Boolean attributes and (transformed) term frequencies as these variants seem outperform other NB variants in many use cases (Metsis et al., 2006; Rennie et al., 2003; Kosmopoulos et al., 2008).

In the multinomial NB (MNB) model each message is represented as a vector $\bar{x}$. Most often, each attribute in $\bar{x}$ represents a word, punctuation mark or otherwise a characteristic of the text. In the Bag-of-Words approach each attribute is a word, in the Bag-of-Concepts method, each attribute is a concept.

Let $F$ be the set of all characteristics, consisting of $m$ attributes, then $F = \langle t_1, t_2, ..., t_m \rangle$ and let $x_i$ be the frequency of attribute $t_i$ in document $d$. Using the multinomial NB model, each document $d$ can be seen as the result of picking $|d|$ attributes from $F$ with replacement. The probability for each of the attributes is dependent on the class it belongs to. The result of sampling $|d|$ attributes from $F$ is $\bar{x}$. Therefore, $p(\bar{x}|l)$ follows the multinomial distribution (Metsis et al., 2006; Kosmopoulos et al., 2008):

$$p(\bar{x}|l) = p(\text{doclength} = |d|) \cdot |d|! \cdot \prod_{i=1}^{m} \frac{p(t_i|l)^{x_i}}{x_i!}$$

where the common assumption that the document length is independent of the class has been made (Metsis et al., 2006; Schneider, 2004). As it is assumed that the document length is independent of the class, $p(\text{doclength} = |d|) \cdot |d|!$ can be dropped from the equation. Similarly, $x_i!$ is independent of the class and can also be neglected in the equation. For the same reason, $p(\bar{x})$ can be ignored in the equation for $p(l|\bar{x})$. Because of this, the label that maximizes $p(l) \cdot \prod_{i=1}^{m} p(t_i|l)^{x_i}$ also maximizes $p(l|\bar{x})$.

This leaves us with estimating $p(t_i|l)$, for which a Laplacian prior is used. This prior, instead of the direct proportion, is often used to smooth the probabilities.

$$p(t_i|l) = \frac{1 + N_{t,l}}{|F| + N_l} \quad (4)$$

Here $N_{t,l}$ is the frequency of attribute $t$ in class $c$, and $N_l$ is the sum of $N_{t,l}$ over all attributes $t$. The rationale behind this smoothing is the following: even if attribute $t$ never occurs in $N_l$, there still is a non-zero probability that the document belongs to $l$ as we might just be ‘unlucky’ in our training sample.

In this thesis, we do not solely use the multinomial NB model with term frequencies as described above. If we replace $x_i$ by its Boolean counterpart, that is 1 if $t_i$ occurs in $d$ and 0 otherwise, it has been found by some that performance increases (Metsis et al., 2006; Kosmopoulos et al., 2008). This may seem counter-intuitive, as the amount of information which is provided to the model is decreased. Schneider (2004) provides an explanation for this: they proved that MNB with term frequency is equivalent to NB model with the attributes each independently following a Poisson distribution, under the assumption that document length $|d|$ is independent of the category (Eyheramendy et al., 2003). An intuition for this can be derived from the standard result in mathematical statistics, which states that independent Poisson variables conditional on their sum follow a multinomial distribution. Therefore, if we assume that the attributes are independently distributed with a Poisson distribution, and document length $|d|$ is fixed (or independent of class), it follows that the attributes follow a multinomial distribution (Eyheramendy et al., 2003).

For this reason, Boolean attributes instead of term frequencies are interesting to investigate. If we use Boolean attributes instead of term frequencies, the estimation of $p(t_i|l)$ in the model is adjusted:

$$p(t_i|l) = \frac{1 + M_{t,l}}{2 + M_l}$$

here $M_{t,l}$ is the frequency of documents in class $l$ that contain attribute $t$ and $M_l$ is the total number of documents.
2.7 $F_1$-score

To answer our research question, we need a metric which defines performance. For unbalanced classes, as is the case in this thesis, the plain accuracy score is unfit to use as a score metric. If there is a large class imbalance, a high accuracy can be obtained by simply predicting everything as the most occurring class. As an alternative, the $F_1$-score has been proposed. The $F_1$-score is defined as the harmonic mean of precision and recall, as shown in the following formula:

$$F_1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$$

where recall is defined as $\frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}}$, and precision is defined as $\frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}}$.

Or in interpretation, recall is the fraction of actual true documents in the corpus that are successfully labeled as such while precision is the fraction of all documents labeled as true that are actually true. The $F_1$-score is used in many different academic literature and is used in this thesis as performance measure.

The use of $F_1$-score instead of other options as a score metric, such as the precision/recall break-even point or Area Under the ROC-curve, is somewhat arbitrarily made. It is most easy to compare performance using only a single number, and the $F_1$-score is easy to understand and widely used. Therefore, the $F_1$-score was chosen throughout this thesis.
3 Data sets

To answer the research questions, we evaluate the BoW and BoC performance on different data sets. In this thesis, three different data sets coming from two type of sources are used. In this section, these three data sets are explained.

3.1 R52

The first data set which was investigated is the R52 data set collection, a subset of the very commonly used Reuters-21578 data set. The Reuters-21578 data set contains 21578 Reuters news articles, which were indexed and categorized by personnel from Reuters. An earliest version of the Reuters data set was released to the public in 1990 and in the years thereafter, many improvements to the data set were made. In 1996 the version which we now know as Reuters-21578 was published. A few years later, the ModApté split was released, which divided the Reuters-21574 set into a training and test set and (among other things) corrected typographical errors in the labels. This pre-specified division made comparison of results between papers easier.

Ana Cardoso-Cachopo (2007) used this ModApté split (originally in XML format) and processed them into a new subset: R52. In this data set, only documents with exactly one label are kept. In the ModApté set, news articles could have none or multiple labels, which could be an (undesired) source of noise in the classification process. Having multiple labels also conflicts with the e-discovery context: a document can only be relevant or irrelevant.

Instead, the R52 data set is used. After filtering out all documents with no or multiple labels, 52 different classes remained (as opposed to the almost 700 in Reuters-21758). Many of these 52 classes are uncommon and since each label separately is treated as a binary classification problem, very unbalanced classes would have to be classified. For this reason, only the four most occurring classes of R52 were used in this thesis. These classes and their proportions are shown in Table 1.

Table 1: Distribution of labels of the Reuters data set.

<table>
<thead>
<tr>
<th>Label name</th>
<th># train documents</th>
<th>Proportion of train documents</th>
<th># test documents</th>
<th>Proportion of test documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>2840</td>
<td>0.43</td>
<td>1083</td>
<td>0.42</td>
</tr>
<tr>
<td>acq</td>
<td>1596</td>
<td>0.24</td>
<td>696</td>
<td>0.27</td>
</tr>
<tr>
<td>crude</td>
<td>253</td>
<td>0.04</td>
<td>121</td>
<td>0.05</td>
</tr>
<tr>
<td>trade</td>
<td>251</td>
<td>0.04</td>
<td>75</td>
<td>0.03</td>
</tr>
<tr>
<td>Other</td>
<td>1592</td>
<td>0.24</td>
<td>593</td>
<td>0.23</td>
</tr>
<tr>
<td>Total</td>
<td>6532</td>
<td>1</td>
<td>2568</td>
<td>1</td>
</tr>
</tbody>
</table>

The documents in the class ‘earn’ are related to earnings and earnings forecasts, ‘acq’ is for news articles about mergers or acquisitions. ‘Crude’ is for documents regarding crude oil and documents labeled with ‘trade’ have a relation to (financial) trades.

Furthermore, Ana Cardoso-Cachopo (2007) has already pre-processed the documents. The pre-processing is discussed in Section 4 as the other two data sets undergo the same pre-processing steps.

An example of a (relatively short) document in the R52 data set labeled as ‘crude’ is texaco canada raises crude oil postings canadian cts bbl light sweet now dlrs bbl.

3.2 StackExchange

As one would like to appraise the results, a different kind of data set is needed. Besides the Reuters data set, another source of data is used. This source of data is the popular Q&A forum www.stackexchange.com. StackExchange has
many different kind of boards on which users can ask questions and receive answers regarding different specific topics. Its most known board is Stack Overflow, which is dedicated towards questions for programmers. All questions, answers, comments, users and tags from all boards can readily be downloaded in XML-format from a website.2

In this thesis, we have chosen two relatively popular boards which in textual composition are comparable with R52. These boards are for questions regarding the English Language, and Gaming.

Each question is labeled with one or more labels by the user submitting the question and the labels can be adjusted by moderators of the forum if necessary. Labels for the Gaming board can be names of games, for example Minecraft or League-of-Legends. Similar to the R52 data set, only questions with exactly one label are kept. Moreover, we only look at questions and their related labels and do not take answers (called posts or comments) into account.

Identical to the R52 set, we only take the four most common labels in the Gaming and English board, and do not attempt to classify the other posts. The labels for the Gaming data set are straightforward: they are all names of the game that the forum question is about. The four most common tags in the English language are: 'single-word-requests' in which a single word with a certain meaning is requested in a tip-of-my-tongue way, 'meaning' which is for questions about the meaning of a word, 'grammar' for questions regarding grammar in the English language and 'word-choice' which is assigned to questions regarding the choice of a certain word. A summary of the label distribution of the Gaming and English data set can be seen in Tables 2 and 3.

Below, two (again relatively short) examples from the Gaming and English data set are given.

• Gaming, labeled minecraft: where are my minecraft saves located i want to copy modify delete a minecraft world where can i find my saves folder

• English, labeled grammar: why is it always on foot not on feet while we normally use both our feet to walk why is it grammatically acceptable to say on foot not on feet

The difference between the examples of the Reuters and the two StackExchange data sets immediately catches the eye. While the English and Gaming data set are easily readable by a human (although a bit clumsy due to the lack of interpunction), this is not necessarily the case for the Reuters set. The original news message was already hard to interpret, namely: “TEXACO CANADA RAISES CRUDE OIL POSTINGS 24 CANADIAN CTS/BBL, LIGHT SWEET NOW 25.60 DLRS/BBL”. As a result of the high information density (which is partly caused by abbreviations) as well as the use of specific jargon the Reuters data is harder to read.

Table 2: Distribution of labels of the Gaming data set.

<table>
<thead>
<tr>
<th>Label name</th>
<th># train documents</th>
<th>Proportion of train documents</th>
<th># test documents</th>
<th>Proportion of test documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>2884</td>
<td>0.20</td>
<td>1463</td>
<td>0.20</td>
</tr>
<tr>
<td>the-elder-scrolls-5-skyrim</td>
<td>2034</td>
<td>0.14</td>
<td>1101</td>
<td>0.15</td>
</tr>
<tr>
<td>league-of-legends</td>
<td>1319</td>
<td>0.09</td>
<td>655</td>
<td>0.09</td>
</tr>
<tr>
<td>diablo-3</td>
<td>1288</td>
<td>0.09</td>
<td>662</td>
<td>0.09</td>
</tr>
<tr>
<td>Other</td>
<td>7186</td>
<td>0.49</td>
<td>3363</td>
<td>0.46</td>
</tr>
<tr>
<td>Total</td>
<td>14711</td>
<td>1</td>
<td>7244</td>
<td>1</td>
</tr>
</tbody>
</table>

3.3 Balanced data sets

As can be seen from the tables, the proportion of test documents in the sets ranges from 0.42 to 0.03. Moreover, the proportion of occurrence of the different labels is very similar in the English and Gaming data set, while the Reuters data set has a more variance in the occurring proportions.

As the classification methods used might suffer from the very unbalanced samples, each of the 3 data sets were also undersampled, such that the most occurring class in each data set ('earn', 'minecraft' and 'single-word-requests') was

2https://archive.org/details/stackexchange
3As one might be interested in the answer: https://english.stackexchange.com/questions/168038/why-is-it-always-on-foot-not-on-feet, unfortunately no (to the author) satisfactory answer is given.
Table 3: Distribution of labels of the English data set.

<table>
<thead>
<tr>
<th>Label name</th>
<th># train documents</th>
<th>Proportion of train documents</th>
<th># test documents</th>
<th>Proportion of test documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-word-requests</td>
<td>3852</td>
<td>0.22</td>
<td>1991</td>
<td>0.22</td>
</tr>
<tr>
<td>meaning</td>
<td>2233</td>
<td>0.13</td>
<td>1125</td>
<td>0.13</td>
</tr>
<tr>
<td>grammar</td>
<td>2045</td>
<td>0.12</td>
<td>1001</td>
<td>0.11</td>
</tr>
<tr>
<td>word-choice</td>
<td>1334</td>
<td>0.08</td>
<td>677</td>
<td>0.08</td>
</tr>
<tr>
<td>Other</td>
<td>7849</td>
<td>0.45</td>
<td>4056</td>
<td>0.46</td>
</tr>
<tr>
<td>Total</td>
<td>17313</td>
<td>1</td>
<td>8850</td>
<td>1</td>
</tr>
</tbody>
</table>

balanced. The resulting three data sets are summarized in Table 4. Only the balanced label is tested in these sets. As the test set is unaltered, the proportions did not change from the proportions described in Tables 1 to 2.

In total, we have twelve binary classification tasks to test on with unbalanced data sets (Tables 1 to 3), and three binary classification tasks with balanced data sets (Table 4).

Table 4: Distributions of labels in the balanced data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Label name</th>
<th># train documents</th>
<th>Proportion of train documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reuters</td>
<td>earn</td>
<td>2840</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>5680</td>
<td>1</td>
</tr>
<tr>
<td>Gaming</td>
<td>minecraft</td>
<td>2884</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>5769</td>
<td>1</td>
</tr>
<tr>
<td>English</td>
<td>single-word-request</td>
<td>3852</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>7704</td>
<td>1</td>
</tr>
</tbody>
</table>
4 Methodology

Using the different data sets as described in the previous section, we evaluate the performance of the BoW and BoC feature representations. In this section, we explain the way Bow and BoC are implemented, and elaborate on the pre-processing of our data sets.

4.1 Pre-processing

As stated in the introduction, pre-processing is the first step in the pipeline of text classification and prepares the documents such that unwanted features (noise) in the documents are reduced. The data set R52 was already pre-processed by Ana Cardoso-Cachopo (2007) and are therefore not further altered. The steps performed by Ana Cardoso-Cachopo (2007) are:

- Substitute TAB, NEWLINE and RETURN characters by a space.
- Keep only letters (that is, turn punctuation, numbers, etc. into spaces).
- Turn all letters to lowercase.
- Substitute multiple spaces by a single space.
- The title/subject of each document is added at the beginning of the document’s text.

On the StackExchange data set, identical transformations are applied. Even though the author of this article recognizes that there are better ways to pre-process the data (such as removing single quotation marks instead of replacing them with spaces as “doesn’t” should be represented as ‘doesn’t’ and not as ‘doesn’ and ‘t’). For simplicity, reproducibility and comparability it was chosen not to further alter or (attempt to) improve the pre-processing step. Moreover, it could be argued that there should be good theoretical or empirical reasons before a pre-processing step is justified. As time is a limiting factor in this research, the pre-processing procedure as performed by Ana Cardoso-Cachopo (2007) is used. The only addition to this list is the removal of stop words, as the vast majority of academic literature regarding text classification seems to use a stop word removal procedure. The removal of stop words should improve the model, as it is likely that stop words do not have any explanatory power regarding the different classes in our data set. The author of this thesis acknowledges that this is only a heuristic argument, nevertheless stop word removal is included in the pre-processing.

Stop word removal is done using a parameter in `CountVectorizer` function from the python package `scikit-learn` (Pedregosa et al., 2011). Enabling the stop word removal parameter in `CountVectorizer` removes all words which are featured in a 318 long list as described by the Glasgow Information Retrieval group. Moreover, all single character words were removed, as the R52 data set did not contain any single character words either; thus a total of 344 unique words were removed.

In addition to the steps listed above, (escaped) HTML tags were present in the StackExchange data set. All of this mark up was removed, that is, everything between “<” and “>” or the escaped versions “&lt;” and “&gt;”.

4.2 Bag-of-Words

To answer our first research question, ‘How do the Bag-of-Words (with different TFIDF weightings) and Bag-of-Concepts feature representations compare in performance?’ , we need to evaluate the performance of BoW on our data sets. To do so, we first make a BoW feature representation of our data sets (split in a training and test version), and classify the test set using NB. In the remainder of this section, we explain how the BoW and BoC feature representations are made.

A vocabulary of each data set was made by taking all words in both the test and training set. Next, bigrams are made using the `Phrases` function of the `gensim` python package (Rehurek and Sojka, 2010). This function defines bigrams as two subsequent words according to a formula described by Mikolov et al. (2013a). The formula is shown in Section 2.4.7, Equation 3.

---

4 https://github.com/igorbrigadir/stopwords/blob/master/en/glasgow_stop_words.txt, note that the word ’computer’ is on this list while the authors of `scikit-learn` did remove it in their implementation.
The default values for this equation in the gensim implementation are 10 for min_count and 5 for threshold. However, after a visual inspection of the bigrams, the author of this research deemed that many of the generated bigrams are incorrect. Examples of some incorrectly generated bigrams are ‘experts_say’ or ‘i_am’. Therefore, in the implementation for this thesis, min_count is set to 50, while threshold is set to 20. As these parameters were chosen based on a short visual inspection of the resulting bigrams, it is likely that these values are not optimal.

There are many ways to improve on the bigram generation. For example, one could use a set of pre-defined bigrams which are generated on a single large corpus with optimized parameters. However, as the scope of this thesis is limited, there is no room for this optimization. For this research, bigrams were generated separately for each data set, using the same parameters described above. This obviously has its consequences as the two StackExchange data sets have a much larger vocabulary (due a lower information density as well as slang being used, which is not present in Reuters news articles) which is represented in the formula as N. The vocabulary size is shown in Table 5.

About 150 (± 50) bigrams were retrieved for each data set. If we instead used the default parameters of the python package scikit-learn, 3000 (± 1500) bigrams would have been generated.

After generating the bigrams, the vocabulary of the training set (after pre-processing) was used to determine the features of the BoW. This can also be seen in the second column of Table 5. Only using the vocabulary of the training set results in some words in the test set not having a representation (or column) in the BoW, but these words were simply ignored.

Subsequently, term frequency (TF) BoW matrices were generated using the CountVectorizer from scikit-learn (Pedregosa et al., 2011). This TF BoW matrix is denoted as Integer in this thesis. After the integer BoW matrices were made, the following three different transformations on Bag-of-Words were applied and tested for performance (as measured by F1-score) using naive Bayes.

1. Conversion to Boolean matrices
2. TF-IDF transformation using the scikit-learn package (denoted as SK-TFIDF)
3. TF-IDF transformation as suggested by Kosmopoulos et al. (2008) (denoted as log TFIDF)

Naive Bayes was performed using the MultinomialNB function from scikit-learn. In this function, a parameter value for α, which denotes the amount of smoothing, has to be supplied. This value was set to one, which boils down to the usage of Laplacian smoothing (Equation 4), following literature (Schneider, 2004; Kosmopoulos et al., 2008; Metsis et al., 2006). Furthermore, the class priors (p(true) and p(false)) were fit on the training data.

### 4.3 Bag-of-Concepts

Besides the BoW representation with different weights, we also want to investigate the BoC representation. Before the BoC representations can be made, all words in the vocabulary have to have a word2vec embedding. A visual reminder of the steps can be found in Figure 1.

BoC is made by clustering the word vectors from two different word2vec embeddings. The first set of word vectors result from training the word2vec network on the to be classified data sets; that is, the data sets as explained in Section 3.

The other set of vectors come from a pre-trained model as delivered by Mikolov et al. (2013a). This model was trained on a Google News data set which consists of roughly 100 billion words and has a vocabulary of 3 million words and phrases, with a vector length of 300 features. To fairly compare them, we also make use of 300 features in the model we train on our own data sets.

We work with word2vec through the implementation in the gensim python package. We train our model on the collection of all sentences in our test and train set (which were pre-processed in the same was as described in Section 4.2). A window size of 5 is used (as is customary) and no min count for words is used. In line with the Google model, negative sampling (with 5 noise words) instead of hierarchical softmax is used.

From the Google pre-trained model, the word vectors of three million words in their vocabulary can readily be downloaded. It should be noted that Google’s vocabulary contains words with capital letters, non-alphabetical characters and phrases. Even though the pre-trained model has a vocabulary of three million, many of the words in our corpus do not occur in Google’s model. Because of this, we have to deal with out-of-vocabulary words. This vocabulary discrepancy is handled in a very naive way. If a word from our corpus occurs in Google’s vocabulary, we keep it. If the word does not occur in all lowercase in Google’s model, but it does occur with the first character capitalized
(‘Ohio’ instead of ‘ohio’), the capitalized word embedding is kept. If it does not occur in all lower case or with the first letter capitalized, the word is ignored.

Once we have all our word embeddings (via the self-trained model or from Google’s model), we look up the word vector of each word in our vocabulary, and save them in a matrix. This matrix is N by 300 when trained on our own data sets (with N being the second column in Table 5), and k by 300 when using Google’s model (k being the third column in Table 5). These two matrices can be clustered to obtain the concepts necessary for the Bag-of-Concept representation.

### 4.3.1 Clustering the word vectors

At first, the word vectors as generated by the procedure described above were clustered using k-means. However, after inspecting the clusters, many nonsensical words (random string of letters with no interpretation such as ‘mar’, ‘bne’, ‘mius’, ‘efa’ or ‘efe’) seemed to dominate every cluster. As these nonsensical words all occurred sporadically (less than three times), it was chosen to adjust our documents such that only words which occur at least five times in the entire corpus are incorporated in the clusters. This reduced the size of the vocabulary/word vector matrices by a significant amount. The size of our vocabulary when word2vec was trained our own data sets reduced to about ten thousand words (fourth column in Table 5), while the intersection of our vocabulary with that from Google’s model was even smaller (fifth column in Table 5).

Table 5: Vocabulary size of our data sets. In brackets is the feature representation which uses the specified vocabulary.

<table>
<thead>
<tr>
<th></th>
<th>Full</th>
<th>No stop words (BoW)</th>
<th>No stop words, in Google’s vocab</th>
<th>No stop words, freq &gt;= 5 (BoC self-trained)</th>
<th>No stop words, freq &gt;= 5, in Google’s vocab (BoC Google)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaming</td>
<td>28857</td>
<td>28529</td>
<td>14639</td>
<td>10765</td>
<td>7720</td>
</tr>
<tr>
<td>English</td>
<td>46085</td>
<td>45748</td>
<td>23938</td>
<td>14721</td>
<td>11311</td>
</tr>
<tr>
<td>Reuters</td>
<td>26284</td>
<td>25975</td>
<td>11905</td>
<td>8739</td>
<td>5606</td>
</tr>
</tbody>
</table>

The clusters were made using scikit-learn’s k-means function. As this function does not have an option to use a cosine distance metric, the vectors were normalized and subsequently Euclidean k-means was performed. As for normalized vectors Euclidean distance is equivalent to a linear transformation of cosine distance (the proof is shown in Appendix D), k-means with normalized vectors with the $L^2$ norm results in the same clusters as cosine similarity without normalization.

K-means is in practice a fast algorithm, but it is likely to converge to local minima. In an attempt to find the global minimum (or a good local minimum), a number of random starts have to be performed. The best local optimum, that is, the one with the lowest within-cluster sum of squares, is considered as the best cluster partition.

The amount of clusters which were investigated are [10, 25, 50, 100, 150, 200, 250, 300, 400, 500, 750, 1000]. To initialize starting points, the k-means++ algorithm was used, as is default in the scikit-learn k-means implementation used in this thesis, this algorithm is explained in Appendix A. To determine an acceptable number of random starts, maximum iterations and tolerance which declares convergence, some different parameter values were tested for a cluster size of 50. From this test, 150 random starts with a maximum number of iterations of 150 and a tolerance of 0.5 was estimated as acceptable, while keeping the running times in check.
5 Results

After pre-processing and obtaining the BoW and BoC feature representation of our data sets, we can answer our first subquestion: How do the Bag-of-Words (with different TFIDF weightings) and Bag-of-Concepts feature representations compare in performance? To answer this question, we apply MNB to our data matrices and calculate the F1-scores of our different classification tasks using the BoW representations with different weightings and the BoC representations, which subsequently can be compared. In this section, we first show the F1-scores from the BoW feature representation and subsequently show the same results for the BoC feature representation. A comparison with the from theory expected results is made, as well as a comparison between the results from BoW and BoC.

5.1 F1-scores of Bag-of-Words representation

In this section we evaluate the performance of the BoW representation on our three data sets, both with unbalanced as well as balanced labels. We first discuss the unbalanced data sets, and subsequently compare them with the balanced versions.

5.1.1 Unbalanced data sets

In Tables 6 to 8, we can see the F1-score of the binary classification problem, using MNB with different transformations of the BoW representations. The number displayed in bold is the BoW variant that corresponds to the highest (before rounding) F1-score.

By comparing the tables below to Tables 1, 2 and 3, one can see that as the proportion of a certain label drops, the difference in F1-score between SK-TFIDF and the other BoWs increases. The zeros in Table 7 and 8 are caused by no positive predicted samples which leads to an undefined precision, which is shown as zero. The accuracy for SK-TFIDF is still quite high and in some cases even the highest (albeit with a small margin), as can be seen in Appendix B. Nevertheless, one should be careful comparing the accuracy scores as the classes are all unbalanced, leading to a high accuracy by simply predicting all documents as the majority class (see the tables in Section 3).

Table 6: F1-scores of different types of Bag-of-Words in the Gaming data set.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>0.89</td>
<td>0.89</td>
<td>0.56</td>
<td>0.88</td>
</tr>
<tr>
<td>the-elder-scrolls-5-skyrim</td>
<td>0.89</td>
<td>0.89</td>
<td>0.41</td>
<td>0.87</td>
</tr>
<tr>
<td>league-of-legends</td>
<td>0.90</td>
<td>0.90</td>
<td>0.36</td>
<td>0.88</td>
</tr>
<tr>
<td>diablo-3</td>
<td>0.8</td>
<td>0.78</td>
<td>0.04</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 7: F1-scores of different types of Bag-of-Words in the English data set.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-word-requests</td>
<td>0.67</td>
<td>0.60</td>
<td>0.01</td>
<td>0.39</td>
</tr>
<tr>
<td>meaning</td>
<td>0.28</td>
<td>0.14</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td>grammar</td>
<td>0.32</td>
<td>0.16</td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td>word-choice</td>
<td>0.04</td>
<td>0.01</td>
<td>0</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 8: F1-scores of different types of Bag-of-Words in the Reuters data set.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>acq</td>
<td>0.97</td>
<td>0.97</td>
<td>0.79</td>
<td>0.95</td>
</tr>
<tr>
<td>crude</td>
<td>0.86</td>
<td>0.85</td>
<td>0.12</td>
<td>0.74</td>
</tr>
<tr>
<td>trade</td>
<td>0.58</td>
<td>0.63</td>
<td>0</td>
<td>0.45</td>
</tr>
</tbody>
</table>
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From these tables, it can be concluded that integer BoW without any transformations is the most reliable method of feature representation for these data sets. This is unexpected, as literature reports that Boolean features are superior to the integer variants, and using a TFIDF transformation is usually reported to increase performance compared to not applying a TFIDF transformation. Furthermore, the SK-TFIDF (which is often used) performs worse than the log TFIDF.

These results are surprising and thus interesting and a thorough investigation as to why this exactly happens should be performed. As TFIDF is widely regarded as an heuristic with a lack of substantial theoretical foundation, it is unclear why these results are achieved. To explain the theory behind TFIDFs, some relation towards information theory or even a probabilistic description have been attempted, but defining the appropriate event space (and sticking with it) becomes troublesome. The interested reader is advised to read Robertson (2004) for more information, which names many different kind of theoretical problems TFIDF transformations have. As a result of this heuristic framework, there are no clear guidelines on when TFIDF works. Nevertheless, we attempt to name some anomalies in our data which could explain the difference compared to other literature. The items are listed in such a way that the first reason is most likely a significant factor, while the last item is unlikely to be a cause.

1. No feature selection was performed, which also implies that all words in our corpus are used as a feature. In literature only a number of attributes, which often have a frequency threshold, are used as Bag-of-Words features. Since no feature selection was performed, rare words in our vocabulary are subsequently given a high weight with TFIDF, due to the inverse relation with frequency. It is possible that the inclusion words with a low discriminatory power (in other literature filtered out in feature selection) and rare words (filtered out with a frequency threshold), decrease the performance of our classifier. This is further shown and discussed in Section 5.5.

2. Many words with the highest (log) probability for the true class are also frequently occurring. This is contrary to the assumption of IDF (which states that frequent occurring words should be down sampled). E.g. the word with the highest probability of being the label 'minecraft' is the word 'minecraft' itself. This is further elaborated on in Section 5.5.

3. TFIDF is unsuitable in combination with naive Bayes. As we see large differences between the accuracy of SK-TFIDF and the log TFIDF, this is unlikely to be a huge factor. Moreover, literature has shown good results with TFIDF and NB (Rennie et al., 2003). Nevertheless, when comparing the results with a random forest, the differences between the four methods are smaller (see Appendix C). This could hint to the fact that the problem lies within the combination of NB and TFIDF, instead of solely with TFIDF. It is preliminary to draw any hard conclusions from these results, as only a small set of parameters have been tested. This impact of parameter choice is further discussed in Section 5.6.

4. The three data sets contain very unbalanced classes, which is an issue for TFIDF (Joachims, 1997; Frank and Bouckaert, 2006). This can also be seen by comparing the $F_1$-score to the accuracy of the classifier. Even though Tables 6 to 8 imply that the classifier performs poorly, the accuracy is still quite high, due to the unbalanced data sets. As the classification goal is often to obtain an as high as possible accuracy, a low $F_1$-score is not necessarily detrimental.

5. Document length could be an issue. TFIDF is known to work better with longer documents. Although the documents are not particularly short. Here each document contains on average (standard deviation) 39 (63) words for Gaming, 35 (27) words for English and 65 (66) words for Reuters.

Even though this list gives some intuitive explanations for the differences between TFIDF and non-TFIDF, it does not fully clarify why the Boolean BoWs do not outperform the integer ones and why scikit-learn’s BoW performs worse than the log TFIDF. It should be noted that the performance gap between the Boolean BoW and the integer BoW is often small, but Boolean does not perform better than the integer BoW in our experiments, which is in contrast with, for example, Metsis et al. (2006). Unfortunately, the scope of this research is limited and a thorough investigation of the underlying issues is not feasible.
5.1.2 Balanced data sets

Table 9: $F_1$-scores of different types of Bag-of-Words in the Balanced data sets.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>0.32</td>
<td>0.35</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>single-word-requests</td>
<td>0.55</td>
<td>0.54</td>
<td>0.51</td>
<td>0.49</td>
</tr>
<tr>
<td>earn</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
</tr>
</tbody>
</table>

The balanced data sets do not perform better than the unbalanced sets. Even though the recall of all three labels is above 95 percent, a huge drop in precision causes a lower $F_1$-score. This is not unexpected, as the probabilities that a word occurs in the positive class as well as the class priors are overestimated. The $F_1$-score of the label ‘earn’ is not much different when comparing the balanced data set to the unbalanced data set, but that is likely caused by the fact that in the unbalanced data set, the class ‘earn’ already had a proportion of 0.43, which is not that unbalanced. Therefore, the results in Table 9 for ‘earn’ are similar to those in Table 8. As the results for the balanced data set using BoW are not very promising, we do not further investigate them using Bag-of-Concepts.

5.2 $F_1$-scores of Bag-of-Concepts representation

The same classification tests on the unbalanced data sets are performed using the BoC representations. Clusters were made as described by the procedure in Section 4.3.1 using different cluster sizes. The inertia of the clusters (the Euclidean distance of each point after normalization to its clusters centroid, summed for all points) can be seen in Figure 7. These inertias are not surprising; as expected the inertia decreases as the number of clusters increases. The inertia for the word vectors which were made by training on the data set have a much lower inertia than those resulting from Google’s word2vec model, even though the Google model has a smaller vocabulary. This might imply that the clusters from training the word2vec model on the to be classified data sets are better, as the lower within-cluster sum-of-squares shows that the points are clustered closer together.

![Figure 7: Within-cluster sum-of-squares of cosine k-means clusters with different number of clusters, for Google’s pre-trained word2vec model and trained on the data set itself.](image)

The resulting $F_1$-scores of the classification tasks are shown in Figures 8 to 10. Since the number of clusters is a variable that also should be shown, we use figures instead of tables to show the BoC $F_1$-scores. In these figures, the (straight) dashed line is the performance of the integer BoW representation.
Figure 8: F\textsubscript{1}-score of Bag-of-Concepts for different cluster sizes on the Gaming data set. Clusters made with Google’s pre-trained word2vec model and trained on the data set itself. The BoW line is the F\textsubscript{1}-score from the integer BoW representation.

Compared with BoW, the results for BoC are a bit worse, with the exception being the English data set (Figure 9). For the English data set, BoC performs about equal or better than BoW. In general, the more clusters (concepts) the better, but the marginal increase is low after about 100 clusters. This is in line with Figure 7, where the decrease in cluster inertia seems to drop off after about 100 clusters. The clusters made with Google’s word2vec word vectors perform worse than the clusters made with word vectors resulting from training on the data set itself, with the only exception being the ‘crude’ label in the Reuters data set. The two different BoC versions do follow the same trend: a sharp increase in performance as the number of clusters increases from 10 to 100, after which the F\textsubscript{1}-scores stabilizes. Overall Google’s version performs worse, although there are some exceptions in some data sets with some number of clusters.

It is expected that as the number of clusters increases to the number of words in the vocabulary, the BoC feature representation should approach the integer BoW F\textsubscript{1}-score. In the end, if the number of clusters is equal to the number of words in the vocabulary, the inertia is minimized by assigning each word their own cluster which results in the integer BoW representation. The trend of BoC towards the BoW F\textsubscript{1}-score is indeed visible, although for some labels there are considerable gaps in the BoW F\textsubscript{1}-score and the BoC F\textsubscript{1}-score at 1000 clusters. The gap could also be caused by a difference in vocabularies: the vocabulary used for the BoCs is different than the vocabulary used for the BoWs (Table 5). This means that an exact convergence towards the BoW result is unlikely. Nevertheless, the performance of the BoC with 1000 clusters is in most cases not too far off the performance of the (integer) BoW representation. Even though there is less information available in the BoC representation, namely about one third in vocabulary size (Table 5) which are clustered in even less features, the F\textsubscript{1}-scores in the English data set are better than those of BoW. This implies that BoC, especially for the English data set, is an efficient method to reduce the size of the dimension of the feature representation. The performance increase could also be caused by the fact that the infrequent words which are removed from the vocabulary are actually detrimental for the performance of the BoW classifier. To make a good comparison, the BoW feature selection should also be tested with the same vocabulary as BoC, but unfortunately this was not possible in this research.
Figure 9: F$_1$-score of Bag-of-Concepts for different cluster sizes on the English data set. Clusters made with Google’s pre-trained word2vec model and trained on the data set itself. The BoW line is the F$_1$-score from the integer BoW representation.

Figure 10: F$_1$-score of Bag-of-Concepts for different cluster sizes on the Reuters data set. Clusters made with Google’s pre-trained word2vec model and trained on the data set itself. The BoW line is the F$_1$-score from the integer BoW representation.
Unfortunately, pure mathematical substantiation for these results is difficult, if not impossible to derive. In an attempt elucidate on the results we look into the probabilities for some important concepts and words that the naive Bayes classifier has estimated in the next section. It is possible that features that are important for the NB model with the integer BoW representation can easily be recognized by a human as also relevant to the class. If this is different for the models from the TFIDF BoW representations, this may shed some light on the performance differences. On a similar note, the words which make up important clusters in the BoC representation are inspected.

5.3 Correlation between feature frequency and feature probability

To explain the performance of the different representations, as well as to answer our second subquestion, How comprehensible are these methods for humans (or: how well can the results be explained)?, we investigate the model further. The NB model works in a simplistic way, for each feature (words in BoW and concept in BoC), the naive Bayes classifier estimates \( p(\text{feature}|\text{class}) \). A higher probability correlates directly towards the conditional class. The class can be positive (document should be labeled as the class) or negative (document should not be labeled as the class).

The most important word or concept for a certain label is the one for which \( p(\text{feature}|\text{positive class}) \) is the highest. We investigate these probabilities for the BoC representations. After a short inspection, it was noted that cluster for which \( p(\text{cluster}|\text{class}) \) is the highest, is identical for different labels within a data set. That is, the cluster that is the most important for the label ‘league-of-legends’ also has the highest probability for the label ‘diablo-3’. It was also noted that the most important cluster was the most occurring cluster. This hints towards a relationship between the importance of a cluster and frequency count of a cluster.

To investigate this relationship, the importance of a cluster in a model (the rank in feature (log) probability for the positive class) versus the occurrence (the rank in the feature frequency count) is plotted. In Figure 11, this is plotted with the ranks in descending order. From this figure, it can be concluded that there is a correlation between the frequency rank of a cluster and the log probability rank of a cluster. On the horizontal axis, the cluster frequency rank is plotted (i.e. if we order all clusters by frequency count in the train set, which rank does the cluster have) and on the vertical axis the feature (log) probability rank of the positive category is plotted. Similar figures can be made for a different number of clusters, but as they all show similar trends, those figures are not shown in this thesis.

This relation can somewhat be expected from the way \( p(\text{feature}|\text{class}) \) is calculated (items which occur often also occur often in the positive class, see Equation 4). For a NB classifier to be accurate, there needs to be predictive power in (some of) the words present in the training set. This implies that a word should occur more often in the set with a positive label than in the set with a negative label. If the (ranked) probability of a feature being present in a given class can be explained by the (ranked) frequency of said feature in the entire data set, its occurrence is independent of the class. Therefore, the feature contains no predictive power. If this holds true for a lot of features, the classifier should perform worse compared to a feature representation with a more scattered Probability rank-Frequency rank plot.

In other words, points exactly on the line \( y=x \), should have little discriminatory power between the true and false (or positive and negative) label of a class. Points that are above the \( y=x \) line have a lower probability ranking than their frequency ranking and are therefore less associated with the class. Vice versa, points below the line should correspond positively with the associated class. Therefore, the clusters that are most interesting to investigate, are clusters that are far away from the line \( y=x \). This trend is visible for all the investigated number of concepts. To not clutter this thesis with similar figures, the results for the other number of clusters are left out.

To look into what words make up a concept, a selection of classification tasks has to be chosen. As each cluster consists of numerous words, and we have twelve different binary classification tasks, each with eleven different number of clusters, it is not feasible to inspect them all. We chose to inspect the different clusters within the Gaming data set, for 150 clusters. The Gaming data set is chosen as it is suspected by the author of this thesis that the words which relate to a certain label can most easily be discriminated in the Gaming data set. For example, the word ‘minecraft’ obviously belongs to the label ‘minecraft’. In the English and Reuters data set, these direct associations are not as apparent. The choice for 150 clusters is somewhat arbitrary, but using more than 150 clusters does not improve the performance of the classifier much. It was also found that using 150 clusters results in a nice amount of words per cluster to show in this thesis.
Figure 11: (Log) feature probability rank of clusters (from MNB) versus cluster frequency rank for three labels in three data sets, using two different number of clusters. Both the clusters made with Google’s pre-trained model (first and third column) as well as the clusters made using word vectors trained on the data set only are shown (second and last column).

5.4 Investigating the Gaming data set BoC representations

Figures 12a and 12b give an overview between the relation of the log feature probabilities and occurrences. In Figure 12a a plot similar to Figure 11 is shown. This figure is discretized: both the feature log probability as well as the feature frequency are ordered and the rank is shown. This in some sense distorts the plot, as the continuous absolute differences between frequency and log probability of the model are no longer visible. In Figure 12b the actual continuous values for the log probability as well as the frequency counts are shown. The y-axis shows the log feature probability, for which a lower value means less important concepts, while the x-axis shows the frequency count of concepts. There is an obvious relation between the two plots in Figure 12. The bottom left corner in Figure 12a shows the same concepts as the top right corner in Figure 12b. Features with a high rank in log probability and a high rank in frequency (Figure 12a) obviously have a high log probability value and a high frequency count (Figure 12b).
Figure 12: Log feature probability (rank) of clusters (from MNB) versus cluster frequency rank for the labels in the Gaming data set with 150 clusters. Both the clusters made with Google’s pre-trained model as well as the clusters made using word vectors trained on the data set only are shown. The clusters with the highest conditional probability are plotted in red.

The values of the probabilities as shown in Figure 12b are not discussed in this section, as the actual probabilities do not provide extra insight over the probability rank. From the figure, we can conclude that a log probability of -3 is high, and a log probability of -8 is low but this does not give extra information over a high or low probability rank. In this research it was chosen to discuss the probability and frequency rank, because a deviation from the line \( y=x \) can easily be seen. The linear correlation between \( y \) and \( x \) in Figure 12a manifests itself as a log trend in Figure 12b, from which deviations are harder to notice.

In this section, we investigate clusters with the highest conditional probability. These are shown in red in Figure 12. These points were selected, instead of the points that are orthogonally the furthest below the \( y=x \) line, because after a short investigation it was easier for the author to classify the words as relevant or irrelevant to the class. After inspecting the clusters which lie orthogonally furthest below the \( y=x \) line, clusters with the words such as ‘launchwrapper’, ‘trolling’, ‘underwater’ and ‘runtime’ appeared. These words could very well be related to only one of the four games investigated, but to the author of this thesis it is not immediately clear what the relationships are. If we simply investigate the clusters with the highest conditional probability, these relationships are more apparent. Therefore, latter are investigated in this thesis.

In the rest of this thesis we use short hand notation for the clusters. We denote the clusters by their probability rank and frequency rank and display them as the \((x,y)\)-coordinates from Figure 12a. For example, the cluster with probability rank 3 and frequency rank 1 is denoted as (1,3). The coordinates for the BoC which makes use of Google’s
word2vec are from a different vector space than the coordinates from the BoC which makes use of our self trained word2vec model, as the vocabularies for the two data sets are different. Within a word2vec model (Google or self trained), the frequency ranks between labels are identical. If a concept is the most occurring for the classification task with the label 'minecraft', it is also the most occurring for the classification task with the label 'diablo-3', as the text within the Gaming data set does not change for the different classification tasks: only the labels change. The feature probability ranks however will differ, as these depend on the labels (and the frequency count does not). As those two properties are deemed most important in determining whether a cluster is truly important or not, we only denote these two properties of the cluster, as well as the relevant label and from which word2vec model (Google or self-trained) the BoCs are made.

From Figure 12 alone it can be concluded that there is a common concept present for all labels that has a high conditional probability. Since it is associated with the positive class of all labels, it is unlikely to be an actual important concept for one of the specific labels. This is both the case for the clusters resulting from training on the own data set, as well as for clusters resulting from Google’s model. The concept (1,3) for 'minecraft' which occurs roughly 23000 times in the self-trained version has the words:

```plaintext
['active', 'affect', 'assume', 'certain', 'different', 'does', 'example', 'gives', 'including', 'know', 'lets', 'matter', 'mean', 'multiple', 'non', 'order', 'regular', 'require', 'say', 'single', 'true', 'type', 'types', 'use', 'used', 'using', 'wondering', 'words', 'work']
```

in Google’s version the most common cluster contains the words (1,1):

```plaintext
```

The suggestion is confirmed as indeed none of these words give the impression that they are correlated to a specific label. The subsequent two most important labels for the class 'minecraft' are more interesting. First we show the two most important clusters from the self-trained word2vec model.

The two clusters with the highest conditional probability for the 'minecraft' label with our self-trained word2vec model are clusters (14,1) and (13,2). As explained in the previous section, we expect that the point that deviates the most from the line $y=x$ in the Probability rank-Frequency rank plot to be the most correlated with the positive class. In this case, this is the cluster (14,1). It is hard to judge for a human whether or not this guideline holds. Nevertheless, the word 'minecraft' appears in the cluster (14,1), which indeed shows that is a very relevant cluster. The words in cluster (14,1) are:

```plaintext
['adventure', 'cheats', 'creative', 'edition', 'mcpe', 'minecraft', 'mode', 'pe', 'peaceful', 'platform', 'pocket', 'smp', 'survival', 'terraria', 'vanilla']
```

All but one of these words have as common concept the game Minecraft. 'adventure', 'creative', 'mcpe', 'pe', 'peaceful', 'pocket', 'smp', 'survival' and 'vanilla' are modes or variants in which Minecraft can be played. The only exception in this list is the word 'terraria', which is a different game but does have similarities with Minecraft. It could be that Terraria has identical game modes, which causes it to appear in contexts similar to the word Minecraft and therefore ends up in this cluster.

The second most important cluster for this label and model, (13,2), contains the words:

```plaintext
```
these words are all related to animals or monsters that appear in Minecraft. It can therefore be considered a relevant feature by humans. If we inspect the clusters resulting from Google’s model, we find that the three most important clusters are (1,1), (9,2) and (4,3). The cluster (1,1) has already been shown above, as it is the most common cluster in the data set. From the coordinates of the other two clusters alone, we expect the words in cluster (9,2) to be more easily associated with the game Minecraft than the words in cluster (4,3), as this cluster lies close to the line y=x. This can also be concluded from the top right figure in Figure 12b. The leftmost red dot (which corresponds to cluster (9,2)) does not follow the logarithmic trend as much as the cluster which corresponds to (4,3).

The words in cluster (9,2) are:


while the words in cluster (4,3) are:


The words in cluster (4,3) indeed do not seem to be associated heavily with Minecraft. Cluster (9,2) does contain the word 'Majong', which is the developer of the game. However it also contains many other game developers and other games such as 'Skyrim' and 'Starport'. From these clusters, we can conclude that the word2vec algorithm when trained on the data sets that are to be classified form more useful clusters than when using Google’s word2vec model. This intuitively makes sense, as Google’s model embeds the context of a word over a large news corpus. In this corpus, game names and game developers appear in similar documents. In our own data set, game names appear in the context of questions regarding that specific game and therefore are more closely associated with the specific label.

To show the difference between the clusters resulting from Google’s word2vec model as well as our own, we show two related clusters from the 'league-of-legends' label. For our own word2vec model, the cluster of interest is (65,2). From these numbers alone, it is already apparent that this cluster has a correlation with the label. This cluster is relatively rare, but also very high conditional probability. This cluster contains the words:


These words are all (related to) 'champions' (characters) that can be played as in the game League of Legends. Since these names are unlikely to occur in any other context in our data set, this concept is highly correlated with our label. However, when we look for the cluster is associated with champions in Google’s model which has the coordinates (3,2) we get the words:

These words refer to a champion in the general meaning of the word. Conveniently, this cluster also contains the word ‘league’, which is a good predictor for the class ‘league-of-legends’. Likely because of the words ‘champion’, ‘champion’ and ‘league’ this cluster has a high frequency count. The rest of the words in this class are not not directly associated with the game. This demonstrates both the power of training the word2vec model on the data set of interest, as well as the predictive power of the (log) feature probability (rank) and the feature frequency (rank). A strong deviation from the y=x line in the Probability (rank)-Frequency (rank)-plot implies a relevant concept which is interesting to further investigate.

The clusters with the highest conditional probability towards the class ‘the-elder-scrolls-5-skyrim’ are all on the line y=x in Figure 12a or somewhat equivalent follow a logarithmic trend in Figure 12b. After inspection, they are indeed general common words and are therefore not further discussed here. The clusters for the BoC resulting from training word2vec on the data set (2,2) and (3,3) are shown in Appendix E. The cluster (2,2) from Google’s model is also shown in Appendix E. The cluster (1,1) from both the self-trained model and Google’s model has already been discussed above. As the frequency of clusters is used as x-coordinate and it is independent of the class the cluster from Google’s model (9,2) for the class ‘the-elder-scrolls-5-skyrim’ is identical to cluster (9,3) for the class ‘minecraft’, which is also shown above. The clusters regarding the class ‘diablo-3’ are not further discussed as the goal of this thesis is to investigate the performance of BoW and BoC and not to demonstrate the concepts that are present in different games.

Even though some interesting words in concepts have been shown, the investigated concepts do not explain the $F_1$-scores of the NB classifier. The $F_1$-scores of the labels using our own word2vec model are the highest for the label ‘minecraft’, after which ‘the-elder-scrolls-5-skyrim’ follows, then ‘league-of-legends’ and the lowest $F_1$-score is for the label ‘diablo-3’. For the ‘the-elder-scrolls-5-skyrim’ label, we have concluded that none of the three concepts with the highest conditional probability can directly be associated with the game by a human. For the ‘league-of-legends’ label, there is at least one concept of the top 3 highest conditional probabilities that can be associated with the game by a human. Nevertheless, the classifier performs worse for ‘the-elder-scrolls-5-skyrim’ than for ‘league-of-legends’. Obviously, there are many more concepts than three, 150 in this case, which should be investigated. This is intractable for this thesis research and it is unknown if this would result into more insight.

### 5.5 Investigating the Gaming data set BoW representations

Similar to what we did in Section 5.4, we investigate the five most important words in each BoW classifier for the labels ‘minecraft’, ‘the-elder-scrolls-5-skyrim’ and ‘league-of-legends’. Once again, we show the words themselves, as well as their frequency rank after Tfidf/Boolean transformation (if applicable), as can be seen in Tables 10 to 12. Most different BoWs versions have a similar top five of most important words, but the order of importance of these words shuffled.

#### Table 10: Five most important words for the different BoW classifiers for the label ‘minecraft’. Between brackets is the frequency rank of the word.

<table>
<thead>
<tr>
<th></th>
<th>Prob. rank 1</th>
<th>Prob. rank 2</th>
<th>Prob. rank 3</th>
<th>Prob. rank 4</th>
<th>Prob. rank 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer</td>
<td>minecraft (3)</td>
<td>server (31)</td>
<td>java (54)</td>
<td>way (7)</td>
<td>world (25)</td>
</tr>
<tr>
<td>Boolean</td>
<td>minecraft (8)</td>
<td>just (2)</td>
<td>way (6)</td>
<td>like (4)</td>
<td>know (7)</td>
</tr>
<tr>
<td>SK-TFIDF</td>
<td>minecraft (1)</td>
<td>server (29)</td>
<td>blocks (52)</td>
<td>spawn (36)</td>
<td>world (22)</td>
</tr>
<tr>
<td>log TFIDF</td>
<td>minecraft (1)</td>
<td>server (34)</td>
<td>blocks (61)</td>
<td>spawn (39)</td>
<td>block (67)</td>
</tr>
</tbody>
</table>

#### Table 11: Five most important words for the different BoW classifiers for the label ‘the-elder-scrolls-5-skyrim’. Between brackets is the frequency rank of the word.

<table>
<thead>
<tr>
<th></th>
<th>Prob. rank 1</th>
<th>Prob. rank 2</th>
<th>Prob. rank 3</th>
<th>Prob. rank 4</th>
<th>Prob. rank 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer</td>
<td>skyrim (40)</td>
<td>quest (28)</td>
<td>ve (6)</td>
<td>just (4)</td>
<td>level (9)</td>
</tr>
<tr>
<td>Boolean</td>
<td>skyrim (35)</td>
<td>just (2)</td>
<td>quest (37)</td>
<td>ve (5)</td>
<td>way (6)</td>
</tr>
<tr>
<td>SK-TFIDF</td>
<td>skyrim (33)</td>
<td>quest (26)</td>
<td>level (5)</td>
<td>armor (35)</td>
<td>ve (7)</td>
</tr>
<tr>
<td>log TFIDF</td>
<td>skyrim (29)</td>
<td>quest (28)</td>
<td>ve (6)</td>
<td>dragon (136)</td>
<td>level (9)</td>
</tr>
</tbody>
</table>
The most apparent difference between the integer BoW and the other three types is visible for the label ‘league-of-legends’, Table 12. The only word that seems specific for League of Legends is ‘champion’, which is only the fifth most important word. The other four words in the top five are debatable. For SK-TFIDF and log TFIDF, the words ‘league’, ‘legends’ and ‘champions’ also appear in the top five: these words are clearly associated with the game. This table contradicts the actual performance (F1-score) of the classifier (third row of Table 8). We can conclude that information regarding the five most important words in the BoW classifier is not enough to explain the results. As there are over 25000 words in the vocabulary of each data set, this is not surprising.

In these tables, some words that occur with a high frequency rank that are helpful for the classification appear, such as ‘minecraft’ in Table 10, but also words that do not seem to have any discriminatory power such as the words ‘just’, ‘ve’ and ‘like’ are listed. The word ‘ve’ is an artifact resulting from the removal of apostrophes: should’ve, would’ve in the original data set becomes should ve, would ve after pre-processing, as discussed in Section 4.1. This indicates that better pre-processing steps or supervised feature selection is likely to improve results of the classification tasks, as these frequent occurring words should not be as influential in the model.

Table 11 show that the most important word for the label ‘the-elder-scrolls-5-skyrim’, which is the word ‘skyrim’, decreases in frequency rank (occurs relatively more) from the integer BoW to the other BoW variants. A similar relative frequency increase is seen for the word ‘minecraft’ in Table 12 for the TFIDF transformations. This is in contrast with the performance of the classifiers, the integer classifier performs better than the SK-TFIDF classifier and about the same for the log TFIDF classifier.

In Section 5.1, it was stated as possible explanation for the bad TFIDF performance that important words are also common, which goes against the assumptions of TFIDF. From Table 10 and 11, we can conclude that this does not have an actual cause, as the relative occurrence of the important and common words ‘minecraft’ and ‘skyrim’ is increased due to the TFIDF transformation. This strengthens our conclusion that information regarding the five most important words in the BoW classifier is not enough to explain the results.

5.6 Comparison with literature

The results of this thesis are mixed as the performance of TFIDF is not in line with reported results in other studies. The BoC performance is also not better than the BoW model, but the BoC feature representation has shown some interesting concepts. In this section, we elaborate on performance difference found in this thesis and the results in other research.

Kim et al. (2017) was one of the first to use BoC for document representation and reported promising results. The explanation for the BoC and BoW performance gap compared to the paper of Kim et al. (2017) is simple. The experiment they used to test the performance of their methods was not a classification task. In their paper, they measured document similarity (using cosine distance) between three documents. Two of the three documents were of the same class, while the third document had a different class. If the distance between the two documents of the same class is smaller than the distance between the documents of different classes, the test would be marked as success. This is clearly completely different than the text classification task using NB that was performed in this thesis. As BoC is a novel method, the author of this thesis could not find any other literature that makes use of the BoC representation. Therefore the performance of BoC that is found in this thesis cannot directly be compared to literature.

BoW, on the other hand is a lot more common. Transformations that belong to the class of TFIDFs are used in numerous papers, although no paper directly comparing SK-TFIDF with log TFIDF is found. In literature it is found that TFIDF transformations as well as Boolean feature representations lead to better results than using the integer BoW feature representation Kosmopoulos et al. (2008). On the data sets used in this thesis, this improvement is not found. Numerous explanations for the discrepancy between the TFIDF results of this research and literature have been given in Section 5.1, but this thesis was not able to give a waterproof explanation.
This does not mean that all of our results are in conflict with previous work. In our results, integer BoW did perform better than Boolean BoW, but only with a small margin. Metsis et al. (2006) investigated different types of NB for spam filtering and found in their research that Boolean attributes are in general better, but he also states “the difference, however, is in most cases very small and not always statistically significant”, which is in accordance with the results of this research, albeit that we found that the integer BoW does perform better.

To gain a better understanding of the poor results found for BoW TFIDF in combination with MNB, we shortly discuss two different papers that have a similar investigation. The first paper is Rennie et al. (2003), which uses a BoW feature representation in combination with MNB. They attempted different TFIDF transformations and found that “the length normalization transform to be the most useful, followed by the log transform. The document frequency transform seemed to be of less importance.” They did not provide any underlying theory and they used a different data set and score metric (precision-recall break even point). It is therefore hard to compare the results of this thesis with Rennie et al. (2003).

The other paper we briefly discuss is Puurula (2012) who shows that optimizing the TFIDF transformation improves the performance of NB with multiple percentage points. But just like Rennie et al. (2003), they provide no insight in the underlying mechanism. In fact, the main contribution of their paper is the proposal of a search algorithm that is a better alternative to a grid searches to optimize the parameters of the TFIDF transformation and MNB for the best performance. This lack of substantiation is a recurring phenomena in papers regarding text classification using machine learning.

These two papers only list the performance difference between their methods and other methods, and do no attempt to give (much) insight in the origin of this difference. Other examples of papers with similar subjects where the same lack of substantiation happens are Frank and Bouckaert (2006); Metsis et al. (2006); Wang and Manning (2012): all of them only report the results of different (and sometimes new) methods.

In addition, the publication of results without theoretical explanation leads to conflicting advise. For example, McCallum and Nigam (1998) report that using a Laplacian smoothing increases the performance of the MNB classifier. Schneider (2003) contradicts this and states that this smoothing decreases the performance. A paper from the same author which was published a year later, Schneider (2004) also investigates naïve Bayes and surprisingly states that “the parameters \( p(w_t|c_j) \) are estimated from labeled training documents using maximum likelihood estimation with a Laplacean prior” without any further reference to his findings from a year earlier: using this smoothing might decrease the performance. The lack of motivation of selected parameters in many machine learning papers may leave the reader confused as to why these implementations were chosen.

This leads to the suspicion that many papers do not attempt to motivate their model design choices. Different combinations of pre-processing, feature selection, Bag-of-Words transformations and naïve Bayes parameters are evaluated or copied from previous work. As the performance is likely sensitive to these choices, as well as susceptible to changes in the data set, good performances can often be found which are subsequently published. These statements are of course speculative.

These goal oriented papers make performance valuations and comparisons hard. Kim et al. (2017) even employ a specific method of reporting to increase the apparent performance: they optimize their newly invented algorithm for each classification task separately and subsequently compare it to the average performance of benchmark methods. This of course gives an unrealistic picture of the performance of their own machine learning algorithm (which is, comically, Bag-of-Concepts).

Since the performance of a classifier seems hard to explain or predict, the author of this thesis recognizes that a grid search over different options in the text classification algorithm gives faster and likely better results than looking for a theoretical optimum. It is suspected that for this reason, some authors chose this approach to get striking results.

Because of all these reasons, it is hard to draw a definite conclusion regarding the performance of BoW and BoC in comparison with other literature. It is unsure whether the results in this thesis really differ from results in literature, or that simply less optimization steps have been executed. Perhaps after optimizing different options in the text classification process or using different data sets, results similar to that of other literature would have been found.
6 Conclusion

Using the results from Sections 5.1 and 5.2, we answer our first subquestion: How do the Bag-of-Words (with different TFIDF weightings) and Bag-of-Concepts feature representations compare in performance? We have seen that the integer BoW representation is the most reliable BoW representation in all of our data sets, with the Boolean representation being a good second choice. TFIDF transformations decrease the performance of our classifier with the pre-processing steps and data sets used for this research. The BoC representation in general performs a couple of percent points worse than the BoW representation, as measured by F1-score. However, a large dimension reduction of the feature representation is possible using BoC.

Using Sections 5.3, 5.4 and 5.5, we answer our second subquestion: How comprehensible are these methods for humans (or: how well can the results be explained)? In Section 5.3 we have shown that there is a correlation in the frequency of a word and the importance of it in a NB model. In Section 5.4 we have investigated the words which make up important concepts for the labels in the Gaming data set. The investigated concepts, as well as trends in Probability (rank)-Frequency (rank)-plots do show some interesting insights, but they do not explain the F1-score of the classifiers. Even though the NB models are theoretically simple, it is a stretch to call the BoC-feature representations comprehensible by humans. It is possible to get insight in the conditional log probabilities of individual features, but as the number of features increases, it becomes intractable to inspect all of them.

In a similar vein, the five most important words in the NB model using the BoW feature representations do not explain the difference in F1-scores. As there are ten-thousands of words in each vocabulary, of which a portion should be investigated to get an understanding of the model, it is hard to make the model fully comprehensible for humans in an easy manner. This does not necessarily mean that the model is a black box and understanding is impossible. The excess of relevant information that should be taken into account in the model causes that a concise representation of this model which is understandable by humans is impossible.

From Section 5.4, we can also answer our last subquestion Can Bag-of-Concepts be used as a tool in the keywords generation process for an e-discovery case? After training a NB model with our BoC feature representation, we can find clusters which are relevant for our class. Examples given are the animals or monsters in the game Minecraft or champions in League of Legends. If the goal of an e-discovery case is to find all documents that are relevant for League of Legends and we can only search using positive or negative keywords, including the names of all League of Legends champions as given by this cluster of words might prove to be very useful. The clusters resulting from the BoC making use of by us trained the word2vec model do seem to contain more relevant words than clusters that use Google’s word2vec model.

If important words of a certain class have to be found, it can be useful to investigate the words with the highest probabilities in the MNB model using the BoW representation. It is even more interesting to investigate the clusters from BoC with the highest conditional probabilities in the MNB model. When training word2vec on our data sets, these concepts show relevant keywords that associate with the labels of our interest. This method can very well be incorporated in current e-discovery practices. Using Google’s pre-trained word2vec model seems to be less suited for this task.

With these answers, we can answer our main research question: ‘How does Bag-of-Words (with different TFIDF weightings) compare to Bag-of-Concepts?’

The performance, when measured using F1-score, of BoWs is in general better than the performance of BoCs, with some exceptions. TFIDF transformations on BoW do not help to improve the performance, nor does using Boolean attributes. This is in conflict with literature, which reports that a Boolean feature representations as well as TFIDF transformations improve the performance of the BoW feature representation. On the data sets used in this thesis, the R52 data set and the questions on two StackExchange boards this improvement is not found. It is hypothesized that the discrepancy between the results of this thesis and literature is caused by a lack of feature selection and the absence of parameter optimization within our models. Nevertheless, this thesis was not able to give a waterproof explanation.

To investigate the understandability of the investigated models, the most important features of BoC and BoW have been inspected. While both BoW and BoC feature representation are, in combination with MNB, theoretically relatively simple, direct and clear explanation for the performance (difference of) the models could not be given.

Additionally, although not the goal of this research, in Section 2 an explanation of the word2vec model has been given. While descriptions of word2vec are already scattered present in online blogs and (less frequent) in academic literature, the comprehensive description of the architecture of word2vec is a welcome addition to this research.
7 Future Research

Many things have been investigated in this thesis, but perhaps the scope of this research was too broad to answer some of our subquestions to full satisfaction. In this section, we shortly propose three possible suggestions to investigate the problems encountered in this research.

7.1 Sensitivity analysis of Bag-of-Words

Bag-of-Words has been used numerous times in many academic literature. Nevertheless, literature which investigates the effects of using TFIDF transformations on BoW is scarce. In combination with word2vec and Bag-of-Concepts, the scope of this thesis was too broad to deeply dive in the (theoretical) effect of TFIDF weighting. Fully investigating multiple forms of TFIDF, perhaps on a small data set such that the results are possible understandable for humans, would be a helpful addition to literature.

On a similar note, parameter tuning of BoW can be further investigated. The focus can be on the smoothing constant, but also on the generation of bigrams. The latter received little interest in this thesis, but is on itself a worthy research subject.

7.2 Further investigating Bag-of-Concepts in the use of e-discovery

The concepts resulting from Bag-of-Concepts consists of many interesting keywords. In this thesis, the keywords have qualitatively been assessed. It would be even more interesting to evaluate their performance in an actual e-discovery setting. An experiment which tackles this quantitatively could make use of naive classification. Certain clusters could be marked as important, and all documents containing at least one of these words are marked as the class true, while all other documents are marked as false. Using this classification method, the importance and relevance of words that make up clusters, or even individual words can quantitatively be assessed in a simple method. This experimental setup resembles the keyword searches currently used in e-discovery cases. In 2008 a contest hosted by Text REtrieval Conference (TREC; Oard and Baron (2008)) asked for good keywords for a legal case, and using BoC assisted keyword generation would perhaps be a good contender.

As BoC is a novel method the author expects that other improvements to this method are possible. Kim et al. (2017) reports using a Concept-Frequency Inverse Document Frequency (CFIDF), which is a transformation similar to TFIDF. Kim also reports that CFIDF increases the performance of BoCs. It is valuable to reproduce these results. Parameters in the BoC could also be subject to further investigation, for example, the embedded dimension size of the word vectors.

7.3 Predicting most important words in Bag-of-Words and Bag-of-Concepts

In this research, we have seen that the Probability (rank)-Frequency (rank)-plot of features of a MNB model carries helpful information. We have seen that the some of features with the highest probability (rank) are relevant for our class, but there are probably features that are even more strongly associated with our class than the ones with the highest probability rank. Insight regarding the relation between (to humans) the most important feature and their relation to the Probability (rank)-Frequency (rank)-plot is of great practical value in natural language processing.
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Appendices

A K-means++

K-means++ is an algorithm that finds good initial starting points for the k-means cluster algorithm, in the sense that the algorithm does not perform arbitrarily bad. A simple example of such an arbitrarily bad solution can be given with \( k = 2 \) and 4 data points, as shown in Figure 13. If we initialize the k-means algorithm with the given points in the figure, the k-means algorithm will converge in the first iteration. We can stretch the rectangle of the four data points as much as we like to obtain an arbitrarily bad solution.

Figure 13: Example of a bad local optimal k-means solution. In blue the data points, in red the cluster centers. Convergence of k-means is achieved.

Arthur and Vassilvitskii (2007) proposed k-means++ to solve this problem. The k-means++ algorithm starts by picking an initial cluster at random from all the available data points. After this, it calculates the distance for all points to the closest cluster center, \( D(x) \). The subsequent starting clusters are chosen from the other data points, with a weighted probability distribution. The probability that data point \( x \) is chosen as starting cluster is proportional to \( D(x)^2 \). The calculation of \( D(x) \) and selecting starting clusters is repeated until \( k \) initial clusters are chosen. This is illustrated in Figure 14.

In a literature survey by Shindler (2008), k-means++ has shown good performance in defining initial cluster-centers for k-means clustering.

Figure 14: K-means++ initialization mechanism illustrated. Figure from McCaffrey (2015).
B   Accuracy of Bag-of-Words

Table 13: Accuracy scores of different types of Bag-of-Words in the Gaming data set.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>0.95</td>
<td>0.95</td>
<td>0.87</td>
<td>0.95</td>
</tr>
<tr>
<td>the-elder-scrolls-5-skyrim</td>
<td>0.97</td>
<td>0.97</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>league-of-legends</td>
<td>0.98</td>
<td>0.98</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>diablo-3</td>
<td>0.96</td>
<td>0.96</td>
<td>0.91</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 14: Accuracy scores of different types of Bag-of-Words in the English data set.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-word-requests</td>
<td>0.85</td>
<td>0.85</td>
<td>0.78</td>
<td>0.81</td>
</tr>
<tr>
<td>meaning</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>grammar</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>word-choice</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 15: Accuracy scores of different types of Bag-of-Words in the Reuters data set.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>acq</td>
<td>0.98</td>
<td>0.99</td>
<td>0.9</td>
<td>0.97</td>
</tr>
<tr>
<td>crude</td>
<td>0.99</td>
<td>0.99</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>trade</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 16: Accuracy scores of different types of Bag-of-Words in the Balanced data sets.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>0.76</td>
<td>0.71</td>
<td>0.67</td>
<td>0.68</td>
</tr>
<tr>
<td>single-word-requests</td>
<td>0.77</td>
<td>0.75</td>
<td>0.73</td>
<td>0.72</td>
</tr>
<tr>
<td>earn</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

C   F1-scores of Random Forest with Bag-of-Words

Below, F1-scores for the binary classification tasks using a random forest are shown. The random forest implementation of scikit-learn was used, using the default parameters and a maximum depth of 100. As the focus of this research lies on NB, further investigation is not performed.

Table 17: F1 scores of different types of Bag-of-Words in the Gaming data set using a Random Forest classifier.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>0.71</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
</tr>
<tr>
<td>the-elder-scrolls-5-skyrim</td>
<td>0.8</td>
<td>0.74</td>
<td>0.78</td>
<td>0.8</td>
</tr>
<tr>
<td>league-of-legends</td>
<td>0.78</td>
<td>0.8</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>diablo-3</td>
<td>0.67</td>
<td>0.54</td>
<td>0.64</td>
<td>0.57</td>
</tr>
</tbody>
</table>
Table 18: F1 scores of different types of Bag-of-Words in the English data set using a Random Forest classifier.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-word-requests</td>
<td>0.42</td>
<td>0.37</td>
<td>0.46</td>
<td>0.54</td>
</tr>
<tr>
<td>meaning</td>
<td>0.01</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>grammar</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>word-choice</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 19: F1 scores of different types of Bag-of-Words in the Reuters data set using a Random Forest classifier.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>acq</td>
<td>0.91</td>
<td>0.91</td>
<td>0.9</td>
<td>0.92</td>
</tr>
<tr>
<td>crude</td>
<td>0.72</td>
<td>0.79</td>
<td>0.76</td>
<td>0.73</td>
</tr>
<tr>
<td>trade</td>
<td>0.57</td>
<td>0.52</td>
<td>0.69</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 20: F1 scores of different types of Bag-of-Words in the Balanced data sets using a Random Forest classifier.

<table>
<thead>
<tr>
<th></th>
<th>Integer</th>
<th>Boolean</th>
<th>SK-TFIDF</th>
<th>log TFIDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minecraft</td>
<td>0.48</td>
<td>0.36</td>
<td>0.44</td>
<td>0.36</td>
</tr>
<tr>
<td>single-word-requests</td>
<td>0.56</td>
<td>0.55</td>
<td>0.55</td>
<td>0.56</td>
</tr>
<tr>
<td>earn</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>

D Proof that Euclidean similarity is equivalent to a linear transformation of cosine similarity

Cosine similarity is defined as $\frac{\sum x_i y_i}{\sqrt{\sum x_i^2 \sum y_i^2}}$ and for normalized vectors $\sum x_i^2 = \sum y_i^2 = 1$ holds. Therefore, cosine similarity for normalized vectors can be defined as $\sum x_i y_i$.

$$\|x - y\|^2 = \sum (x_i - y_i)^2$$
$$= \sum (x_i^2 + y_i^2 - 2x_i y_i)$$
$$= \sum x_i^2 + \sum y_i^2 - 2 \sum x_i y_i$$
$$= 1 + 1 - 2 \cos(x, y)$$
$$= 2(1 - \cos(x, y))$$

This shows that for normalized vectors, the Euclidean similarity (and thus distance) is a linear transformation of the cosine similarity.

E Words in BoC clusters from the label ‘the-elder-scrolls-5-skyrim’

The words in the second most important cluster resulting from training word2vec on the Gaming data set, for the label ‘the-elder-scrolls-5-skyrim’. Cluster (2,2):

['alternative', 'alternatives', 'anyways', 'apart', 'approach', 'appropriate', 'aren', 'awesome', 'basically', 'biggest', 'bother', 'certainly', 'cool', 'course', 'cut', 'decide', 'don', 'efficiently', 'effort', 'expect', 'goal', 'good', 'great', 'hassle', 'ideally', 'individually', 'intend', 'involve', 'kind', 'kinds', 'knowing', 'lack', 'learn', 'like', 'love', 'make', 'making', 'necessary', 'need', 'nice', 'obviously', 'ones', 'pick', 'picking', 'planning', 'practical', 'practical', 'practically', 'practicality', 'practicalities', 'practicality', 'practicalities']
The words in the third most important cluster resulting from training word2vec on the Gaming data set, for the label 'the-elder-scrolls-5-skyrim. Cluster (3,3):


The words in the second most important cluster resulting from Google's word2vec on the Gaming data set, for the label 'the-elder-scrolls-5-skyrim. Cluster (2,2):