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ABSTRACT 

This paper’s main objective is for one to test whether the weekend effect in the 

context of financial markets, i.e. higher stock returns on Fridays and lower stock 

returns on Mondays, is present among nine selected European stock indices under 

study and for another to examine whether investor sentiment is able to explain this 

market anomaly. The presented statistical analyses reveal that the traditional inter-

pretation of the weekend effect, which implies the direct comparison between Mon-

day and Friday returns, is of existence in the data under study as I find that Monday 

returns are significantly lower compared to Friday returns, ceteris paribus. Even 

though this finding is statistically significant at the 5% level, the magnitude of the 

effect is rather low as the fixed effects regression outputs show that the estimated 

difference in returns between Monday and Friday lies below 0.1%. Furthermore, I 

provide statistical evidence that investor sentiment as indirectly measured by aver-

age daily returns of German government bonds with a duration of 10 years to a 

limited extent is capable of explaining the weekend effect from a behavioural point 

of view. Based on a popular three-step approach for mediation testing, I find that 

average daily returns of German government bonds with a duration of 10 years 

serve as a valid mediator variable for the weekend effect. Additional effect path 

analyses based on structural equation modelling (SEM) reveal that the degree to 

which this indirect proxy of investor sentiment drives the weekend effect lies below 

5% and thus can be considered as rather insignificant from an economic perspec-

tive.  

This paper provides interesting insights into weekly patterns in stock returns among 

indices that have experienced little to no interest by researchers in the context of 

examining the weekend effect to date. Similar to the well-document weekend effect 

among US stocks, the detected traditional weekend effect among selected European 

stock indices is small in size. Therefore, trading strategies that aim to exploit this 

market anomaly are likely to turn out unprofitable since trading costs and noise 

trader risk would offset a possible, small gain. Intraday analyses of stock returns, 

as well as the application of direct measures of investor sentiment within 

appropriate statistical models, constitute promising areas for future research in re-

gards to the weekend effect that would provide further meaningful insights into this 

puzzling anomaly. 
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1. Introduction 

In 2013, Eugene F. Fama, Robert J. Shiller and Lars Peter Hansen collectively were 

awarded the Nobel Memorial Prize in Economic Sciences for their “empirical 

analysis of asset prices”.1 Already 43 years earlier to that honour, Fama (1970) first 

introduced his groundbreaking findings on the efficiency of capital markets and 

formulated the eminent efficient-market hypothesis that shaped economic educa-

tion since then. The weak form of this mathematical-statistical economic theory 

claims that prices of traded assets already reflect all past publicly available infor-

mation. The semi-strong form of market efficiency, in turn, describes the assertion 

that (asset) prices incorporate all publicly available information whereas the strong 

form of market efficiency predicates that prices fully reflect all available private 

information.  

In contrast to markets that are considered as less efficient like the real estate/ hous-

ing or the job market, previously outlined market efficiency assumptions might es-

pecially hold for financial markets like the stock market since buyers and sellers 

have all available and relevant company information on-hand and immediately re-

act to new incoming information. Furthermore, stronger forms of market efficiency 

might particularly be valid for the current era of algorithmic trading, which is 

characterised by supercomputers that conduct high-frequency trading (HFT) and 

therefore almost instantly react to news or changing factors regarding a company’s 

stock price. Therefore, in the presence of the weak or semi-strong form of market 

efficiency, investors should not gain an information advantage (and consequently 

an excess return) by basing their trading decisions on past price or volume move-

ments or their valuation outcomes of performed technical or fundamental analyses.  

However, this is only what the underlying traditional economic theory looks like, 

in practice, we find that the stock market as a paradigm of an efficient market does 

not seem to be as efficient as conventional economic theory predicts. Warren E. 

Buffett, an American business magnate and investment legend, might serve as the 

living proof for inefficiencies in the stock market and that stocks precisely not fol-

low a random walk as he was (and still is) beating the stock market for over half a 

century now, making him one of the wealthiest individuals of our time. 

                                                 
1 The Royal Swedish Academy of Sciences, ‘The Prize in Economic Sciences 2013’,  
Press release 14-10-2013 
https://www.nobelprize.org/nobel_prizes/economic-sciences/laureates/2013/press.pdf [accessed 
07-06-2018] 
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In addition to this, empirical economic research on asset prices reveals that asset/ 

stock prices often deviate from its fundamental value as well as in many cases fol-

low a specific pattern in the absence of any apparent fundamental or economic rea-

son. These patterns in stock prices that frequently persist over many years are re-

ferred to as market anomalies and cannot be fully explained by rational explanations 

yet (Miller & Jordan, 2008). According to related literature, market anomalies typ-

ically feature three characteristics: first, market anomalies are rather small in size 

or magnitude relative to the overall stock market size. Second, some market anom-

alies appear to be fleeting or transitory and vanish after their discovery while others 

tend to exhibit strong persistence over many years. Third, trading strategies that aim 

to exploit market anomalies are rather unattractive from an investor perspective 

since high transaction costs on the one hand, and only small deviations from the 

fundamental value on the other hand, render their exploitation unprofitable (Miller 

& Jordan, 2008).  

Specific types of market anomalies can be categorised as time series or calendar 

anomalies including (but not limited to) the Monday effect, day-of-the-week effect, 

weekend effect, January effect, turn-of-the-month effect, holiday effect, time-of-

day effect, momentum, overreaction. The variant formulations of daily seasonality 

in stock returns have emerged from an extensive body of research reaching back to 

the late 1920s with the Monday effect being the strongest of the calendar anomalies 

(i.a. Rubinstein, 2001). The Monday effect describes the tendency of stock returns 

to be lower on Mondays compared to those for Tuesday through Friday (French, 

1980; Kamara, 1997). Furthermore, most studies that examined the Monday effect 

found that Monday not only features the lowest return during a week but also ex-

hibits the only negative return during a week. To highlight the relevance of the 

Monday effect and latter mentioned observation, Rubinstein (2001) stated that “the 

1928–87 period encompassed 12 nonoverlapping five-year periods, and in every 

one, Monday was not only negative but it was also the worst day of the week. […] 

Furthermore, of the 55 overlapping five-year periods in the 1928–87 period, Mon-

day was always negative and, in all but one, was the worst day of the week.”   

The weekend effect, in turn, describes the direct relationship between Monday and 

Friday returns (Cross, 1973) whereas the day-of-the-week effect (Ke et al., 2007) 

or weekday effect describes that weekdays differ in their expected returns during a 

week (Doyle & Chen, 2009). In regards to the above mentioned three effects and 

assessments of day seasonality in stock returns, the day-of-the-week effect can be 

considered as a more general observation of daily-based patterns in stock returns 
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whereas both the Monday effect as well as the weekend effect reflect findings de-

rived from a more narrow and focused perspective. However, there is no consensus 

in related financial/ academic literature on the underlying causes and reasons for 

these observed day-based calendar effects as well as whether and why these market 

anomalies are persistent in so many markets and for so many years.  

 
Figure 1. Average daily S&P 500 returns by weekday (dividends included) 

(in reference to Miller & Jordan, 2009) 

 
 
This paper contributes to the existing literature on the one hand by examining the 

existence and magnitude of a weekend effect across nine selected European total 

return stock indices that have experienced little to no interest by researchers exam-

ining calendar anomalies up to now. A positive finding of significantly lower re-

turns on Mondays compared to Fridays could provide investors an indication on 

how to steer their investment decisions in order to capitalize on this market anom-

aly. Since the magnitude of a potential weekend effect is presumed to be rather 

small, a significant return difference between Monday and Friday might be of spe-

cial interest for institutional investors, who transfer large amounts of money and 

have vanishing small transaction costs, thus might be able to trade on the weekend 

effect or at least should consider this anomaly in their investment decisions. 

The weekend effect analysis presented in chapter 3.3.1 examines the presence of a 

weekend effect in the data under study based on different perspectives on the rela-

tionship between Monday returns and Friday returns by comparing returns on these 

days to different weekdays or inter-weekly periods as reference categories in the 

statistical models. I am able to provide statistical evidence that the traditional inter-

pretation of the weekend, which involves the direct comparison between Monday 

and Friday returns, is present in the data under study by featuring significantly 
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higher returns on Friday compared to Monday, however, the detected difference in 

returns is only small in size.  

This paper contributes to the existing literature on the other hand by testing if be-

havioural explanations are able to explain a potential weekend effect in the data 

under study at least to a small extent. The behavioural explanations for the weekend 

effect embrace the assumption that mood states of investors or more generally in-

vestor sentiment fluctuate during a week. For one thing, a typical investor’s mood 

tends to be better on Fridays compared to the other weekdays since the weekend 

lays ahead of him, ultimately leading to higher stock returns on average. For another 

thing, a typical investor might experience a rather lousy mood on Mondays since 

leisure time is now over and the new workweek just started, which finally leads to 

a decrease in stock prices on that weekday. The analysis of behavioural explana-

tions for the weekend effect is presented in chapter 3.3.2 and examines whether 

indirect proxies of investor sentiment are capable of explaining significantly higher 

returns on Friday compared to Monday. I provide statistical evidence that the tradi-

tional weekend effect to a small extent is driven or affected by investor sentiment 

as indirectly measured by average daily returns of German government bonds with 

a duration of 10 years. Increases in prices of German government bonds are asso-

ciated with decreases in investor sentiment since they reflect an increase in the de-

mand of assets that are considered as safe and as of high quality, which in turn 

indicates tension in the market or even fear among investors. Ultimately, this gives 

an indication that investors’ trading decisions are affected by their mood which in 

turn tends to be determined to some extent by the day of a week. Thus, investors do 

not behave as fully rational as conventional economic theory assumes. 

 
2. Related literature and previous findings 

In regards to the structure of this chapter, I first start with presenting an overview 

of the existing body of knowledge and various findings regarding the weekend ef-

fect including possible rational explanations for this pricing anomaly, followed by 

a brief introduction of the existing psychological literature regarding mood fluctu-

ations during a week. Following this, I build the bridge between (daily) variations 

in investor mood and financial markets by giving insights into related previous 

findings and finally, I present outcomes of academic papers that precisely examined 

the relation between investor mood/ sentiment and the weekend effect. 
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2.1. The weekend effect – ancient discoveries 

Interestingly, Fred C. Kelly, the very first person who discovered that Monday stock 

returns are inferior to returns on any other weekday, attributed his finding to behav-

ioural explanations. Already in the late 1920s, the American newspaperman and 

author dealt with this market phenomenon and pricing anomaly that he observed in 

the Dow Jones Industrial Average stock index and documented his findings in his 

book “Why You Win Or Lose: The Psychology of Speculation” in 1930. His 

explanation for unusually high and frequent declines in stock prices on Mondays 

comprises the assumption that individual investors are typically greedy and vain 

and thus exhibit a natural propensity to sell stocks and that everyday life situations 

reinforce this tendency. Such everyday life situations could comprise a wife who 

advises her (stock market participating) husband to sell his stocks so that he stops 

worrying about them after she sees him with a gloomy and ‘what’s-the-use’ 

expression starring at the stock page on his day-off on Sunday (Kelly, 1930). Also 

ordinary demands of relatives like a request from his children at college who ask 

for additional money or a dialogue with his mother who reminds him that some 

furniture has to be replaced could explain the Monday decline in DJIA stock prices 

since the straightforward (and maybe only) way he sees to meet all these financial 

demands is selling stocks (Kelly, 1930). Although Kelly’s observations give great 

insight into the average human being’s behaviour in the context of buying and sell-

ing stocks, his behavioural explanation on the weekend effect lacks a statistical test 

to establish a causal link between investor behaviour and stock market returns.  

Shortly after Kelly’s documentation of the Monday effect, the first academic study/ 

research paper regarding day-of-the-week effects in the context of stock returns was 

published in 1931 by M.J. Fields, who examined the in those times prevalent and 

popular Wall Street assumption that "the unwillingness of traders to carry their 

holdings over the uncertainties of a weekend leads to a liquidation of long accounts 

and a consequent decline of security prices on Saturday” (Fields, 1931). Since 

Saturday was a working day and US stock exchanges were open back then, the 

author conducted a research approach that comprises the comparison between Dow-

Jones index closing prices on Saturdays and the arithmetic mean of Friday and 

Monday index closing prices. The statistical results indicate that the widespread 

assumption of an inferior DJIA performance on the day before the holiday does not 

seem to hold from an empirical perspective. In fact, Fields (1931) documented that 

the number of cases in which the DJIA index closing price on Saturday was 

significantly higher than the arithmetic mean of the Friday and Monday index 
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closing price is considerably greater than the number of cases in which Saturday 

index closing prices were lower than the mean of Friday and Monday index closing 

prices. Supplementary analyses further reveal that Saturday index closing prices are 

both more often higher than Monday index closing prices alone and even more often 

higher than Friday index closing prices alone. Adapting Field’s findings on a five-

day working week, one could expect Friday returns to be higher than Monday and 

Thursday returns. The statement that Friday returns are higher when compared di-

rectly to Monday returns encompasses a research question that is examined in  

the later presented empirical analysis. 

 
2.2. The weekend effect – modern findings 

Frank Cross was among the first who raised academic interest in regards to the 

weekend effect after publishing his findings in 1973, which confirmed previous 

discoveries that Monday (Friday) stock returns tend to be inferior (superior) to re-

turns on any other day of the week. His empirical analysis reveals that on Fridays, 

the percentage of times the hitherto unexamined S&P Composite Index advanced 

between 1953 and 1970 adds up to 64% whereas on Mondays, the percentage of 

times the stock index advanced amounts to only 39.5% (Cross, 1973). Also, Cross 

(1973) documented that the mean percentage change in the examined sample period 

of S&P stock prices between 1953 and 1970 was 0.12% on Fridays compared to 

-0.18% on Mondays. Furthermore, Cross (1973) provides statistical evidence that 

S&P Monday returns and preceding Friday returns tend to feature a positive corre-

lation as he shows that the percentage of times the S&P index advanced on Mon-

days amounts to 48.8% following an advance on the preceding Friday and only lies 

at 24% following a decline on the previous Friday. Thus, the mean percentage index 

performance change on Mondays is quantified at -0.001% after an advance on the 

preceding Friday and -0.48% after a decline on the previous Friday.  

 
2.2.1. The prior weekday effect 

Based on Cross’ (1973) finding of a positive relation between Friday and 

subsequent Monday returns for the S&P Composite index, subsequent studies that 

likewise examined correlations between chronologically related weekdays are able 

to confirm prior observation by Cross (1973) and refer to this anomalous regularity 

in stock returns as the prior weekday effect or previous weekday effect (i.a. Keef & 

Zhu, 2009; Bessembinder & Hertzel, 1993; Abraham & Ikenberry; 1994, Jaffe et 

al., 1989). 
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This positive correlation in stock returns between Monday and preceding Friday 

has shown to be unusually large and strongest compared to correlations between 

any other weekdays as documented by several researchers including Abraham & 

Ikenberry (1994), who found that negative Monday returns follow negative Friday 

returns in nearly 80% of the cases with a mean Monday return of -0.61%. In case 

of a positive return on Friday, the subsequent Monday return is positive in more 

than half of the cases with a mean return quantified at 0.11% (Abraham & 

Ikenberry, 1994). Furthermore, the authors show that this relationship tends to be 

most pronounced among small- and medium-sized companies. The authors attribute 

their findings to the trading behaviour of individual investors who tend to be more 

active sellers on Mondays to satisfy liquidity needs compared to institutional inves-

tors and that positive (negative) previous weekday returns reduce (increase) their 

selling pressure on Mondays. Additionally, the authors find that individual inves-

tors appear to be more sensitive to bad news announcements/ publications on Fri-

days after the stock market closes compared to institutional investors. The authors 

attribute their findings to the information-processing hypothesis, which claims that 

investors tend to postpone the collection and processing of information that arrives 

during the week to the weekend for time reasons as well as due to increased mental 

costs of collecting and processing this information. Consequently, the Monday de-

cline in stock prices reflects delayed trading decisions, or more precisely sell trans-

actions, predominantly by individual investors according to Abraham & Ikenberry 

(1996).   

However, two subsequent studies found that the information-processing hypothe-

sis is more consistent with institutional trading as compared to individual trading 

(Sias & Starks, 1995; Brockman & Michayluk, 1998). According to Brockman & 

Michayluk (1998), individual investors tend to base their Monday trading deci-

sions rather on the returns of stocks that they individually hold than on the return 

of a portfolio of stocks like a stock index. The authors assume that if the previous 

Friday return of single stocks held by individual investors is positive, they are un-

likely to sell stocks on the following Monday even though the Friday return of the 

corresponding stock index was negative. On the other hand, institutional investors 

are more likely to condition their Monday buy or sell transactions on the previous 

Friday rate of return of baskets of stocks like indices or portfolios. Subsequent 

analyses with a clear distinction of investor groups regarding the prior day effect 

reveal that there indeed is a negative correlation between Friday individual stock 
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returns and Monday individual stock returns while portfolio returns between Fri-

day and Monday feature a positive correlation, which drives or even constitutes 

the prior weekday effect. Consequently, Brockman & Michayluk (1998) provide 

statistical evidence that positive feedback trading of institutional investors con-

tributes to the weekend effect, which further complicates this puzzling market 

anomaly. 

In an international context, Keef et al. (2009) find that the prior weekday effect 

regarding Monday returns tends to be most prevalent among developing countries 

at the beginning of the examined sample period in 1994 and also that this positive 

correlation between Friday and subsequent Monday returns declined over time and 

essentially disappeared by 2006. Subsequent analyses revealed that the prior day 

effect on Mondays (and also on non-Mondays) dates back to at least 1973 (Keef et 

al., 2009).  

Further studies additionally reveal that Monday returns not only feature a positive 

correlation with preceding Friday returns but also exhibit a positive correlation with 

the average return of the whole previous week (Mehdian & Perry, 2001; Jaffe et al., 

1989). Jaffe et al. (1989) ascertain that Monday returns are positively correlated 

with the return of the prior week as measured from second-last Friday close to last 

Friday close and furthermore document that this positive prior week-Monday rela-

tionship even holds after controlling for first-order serial correlation and the well-

documented positive Friday-Monday correlation, especially in the case of negative 

prior week returns.  

Bessembinder & Hertzel (1993) likewise join the ranks of researchers contributing 

towards discoveries of yet unknown properties of the Monday effect by providing 

statistical evidence of an unusually low and often negative correlation between day 

after a weekend (Monday) and the second day after a weekend (Tuesday), which 

implies a reversal of price movements. 

 
2.2.2. Calendar time hypothesis & trading time hypothesis 

French (1980) contributed to the existing body of knowledge by examining two 

mutually exclusive models or hypotheses that aim to explain the underlying 

mechanisms of the stock return generating process, namely the calendar-time hy-

pothesis and the trading time hypothesis. According to the calendar-time hypothe-

sis, Mondays are expected to exhibit a stock return that is three times as high as 

returns for other days of the week since the return generating process operates con-

tinuously and Monday returns represent a three-calendar-day investment (calcu-

lated from Friday close to Monday close). Since investors want to be compensated 
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for the more extended holding period over the weekend, which is associated with 

higher risks, the calendar-time-hypothesis predicts that Monday returns are larger 

compared to other weekdays and therefore already provides a forecast of the mag-

nitude and direction of Monday returns (Hawawini & Keim, 1995). The trading 

time hypothesis, in turn, takes up a more a more conservative position in predicting 

stock returns by claiming that the return generating process only operates during 

(active) trading time and therefore predicts that returns on each weekday during a 

week should be equal, on average. Consequently, Monday returns should not differ 

from returns on any other day of the week (Hawawini & Keim, 1995).  

Even though both hypotheses are consistent with the assumption of efficient 

markets, an extensive body of research provides strong statistical evidence that the 

predictions of both hypotheses do not seem to hold from an empirical point of view. 

Instead of finding higher stock returns on Mondays or equally large average returns 

during a week, related studies, in fact, ascertain that historical returns on Mondays 

are often the lowest and in many cases constitute the only negative returns during a 

week, on average (i.a. French, 1980; Cross, 1973; Gibbons & Hess, 1981; Keim, 

1983; Lakonishok & Smidt, 1988).  

Intraday analyses of stock returns give tremendous and valuable insights into the 

formation of stock returns, especially in consideration of non-trading periods during 

a week like the weekend or also holidays since they allow for temporal differentia-

tion of stock returns within single days. Related studies that conducted intraday 

analyses in the context of examining day seasonality in stock returns mainly com-

pared the stock return measured from Friday close to Monday open to the stock 

return during Monday trading time from market open to market close. Authors of 

three independent studies that examined the weekend effect according to latter ap-

proach uniformly conclude that the observed negative return on Monday accrues 

over the weekend from Friday close to Monday open and thus is responsible for the 

well-documented Monday effect (Rogalski, 1984; Smirlock & Starks, 1986; Harris, 

1986). Consequently, this gives a strong indication that the Monday effect indeed 

is a weekend-related effect. Admittedly, this finding is not consistent with the cal-

endar-time hypothesis that would predict larger, positive returns on Mondays; 

however, it still confirms one underlying assumption of this hypothesis that the re-

turn generating process does not end after market close on Fridays and continues in 

a direction contrary as to that predicted over non-trading periods. 

Accordingly, French (1980) ascertains that both alternative models that try to ex-

plain the stock return generating process are not able to explain his findings on the 
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anomalous daily return pattern of the S&P index in the sample period between 1953 

and 1977. During each of the five five-year periods tested in his empirical analysis, 

French (1980) documented that the average return on Mondays was significantly 

negative compared to the positive average return on any other weekday is this sam-

ple. Further analyses regarding daily S&P stock market returns after holidays indi-

cate that average negative return on Monday is rather driven by a weekend effect 

thus due to the weekend itself and not by a general closed-market effect (French, 

1980). French (1980) provides a possible explanation for the observed persistent 

and significantly negative returns on Mondays being that public companies tend to 

release unfavourable information after the stock market close on Friday to avoid 

panic selling and giving investors the possibility to digest negative company news 

over the weekend. Under the efficient market hypothesis, rational investors should 

anticipate this company behaviour and discount stock prices throughout the week; 

however, French’s (1980) findings indicate that investors are not entirely rational 

and stock markets indeed suffer from inefficiencies.  

 
2.2.3. Rational explanations for the weekend effect  

The existing body of knowledge suggests several further rational explanations for 

the weekend or Monday effect, however, none is yet able to provide the true and 

genuine underlying cause(-s) for this striking market anomaly. It is likely that there 

is no single reason for this well-documented weekend effect, but it is the sum of the 

pieces that give rise to the phenomenon.  

The reaction of bad news and negative company announcements after Friday 

trading close on the stock return of the following Monday is referred to as the 

information trading hypothesis and has extensively been examined in related 

literature following French’s (1980) proposal of this mechanism as being a possible 

explanation for the weekend effect (i.a. Patell & Wolfson, 1982; Penman, 1987; 

Thaler, 1987; Dyl & Maberly, 1988; Damodaran, 1989; DeFusco et al., 1993; 

Connolly, 1991). Although empirical studies repeatedly verified that the effect of 

negative company news announcements after the stock market closes on Friday on 

the stock return on the following Monday is statistically significant, it is only able 

to explain a small portion of the Monday effect. According to Damodaran (1989), 

company earnings announcements are as well as dividend announcements are only 

able to explain 2.3% and 1.1%, respectively, of the weekend effect.  

Contrary to the previously mentioned studies that examined the relationship be-

tween company news, which release in most cases can be scheduled and timed, and 

subsequent stock returns, Steeley (2001) took a different perspective by examining 
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the effect of macroeconomic news publications on stock returns based on UK stocks 

of the FTSE100 index. Surprisingly, the author found that market-wide news arri-

vals are clustered on Tuesday through Thursday, leaving Monday and Friday as 

weekdays with significantly less macroeconomic information releases. Based on 

the assumption that broker recommendations are biased towards buying, and less 

market-wide news releases on Mondays and Fridays represent decreased trading 

costs or more specifically information costs for investors on these days, the author 

concludes that this lack of information provides the natural selling opportunity for 

investors, which ultimately leads to inferior returns on Fridays and Mondays.  

Gibbons & Hess (1981) examine one possible rational explanation for the weekend 

effect by testing whether general measurement errors in the prices of securities drive 

the weekend effect. According to the authors, infrequently traded securities feature 

quoted prices that are out of date which may induce systematic biases across differ-

ent weekdays. However, their analyses reveal that this possible explanation does 

not adequately describe their data.  

Keim & Stambaugh (1984) later confirmed prior findings by Gibbons and Hess 

(1981) and additionally documented that further measurement-error explanations 

likewise are not able to explain the weekend effect. The authors assumed that pos-

itive errors in prices on Friday would tend to produce lower-than-average errors on 

Monday, which implies a lower and possibly negative correlation between Friday 

and Monday returns compared to the correlation between other successive week-

days. However, the authors ascertain that Friday-Monday returns feature the highest 

positive correlation during a week, which contradicts the proposed rational expla-

nation for the weekend effect. Keim & Stambaugh (1984) further examined if a so-

called specialist bias or bid-ask bias serves as a possible explanation for the Monday 

effect, which comprises the assumption that an employee or ‘specialist’ of the stock 

exchange often determines closing prices of securities since they involve the last 

transaction of that asset on that day. Therefore, closing prices do not represent ‘true’ 

prices, which are typically obtained by market orders that cross during active trad-

ing, but rather represent either the bid or the ask price depended on the specialist’s 

decision to place a buy or a sell order, respectively, for that last transaction. By 

providing statistical evidence for unusually low and negative Monday returns even 

for OTC stock, for which they measured returns as bid price-bid price and ask price-

ask price, the authors were able to rule out this specialist bias as an underlying force 

that drives the Monday effect. 
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Rational explanations that comprise a delay between trading and settlement (the 

actual transfer of funds) in stocks have likewise been proposed in related literature 

as possible drivers of the weekend effect. These explanations are all based on the 

assumption that the settlement period differs in their length subject to the specific 

weekday of the transaction. Depending on the respective stock exchange, 

transactions on Fridays often come along with a longer settlement period while 

transactions on Mondays are followed by shorter settlement periods at some stock 

exchanges. Combined with the assumption that a longer settlement period yields 

additional interest for the seller, Friday and Monday returns are predicted to be 

higher and lower, respectively, on average (i.a. Gibbons & Hess, 1981; Lakonishok 

& Levi, 1982; Dyl & Martin, 1985; Hawawini & Keim, 1995). Their studies reveal 

that controlling for this settlement/ clearing hypothesis, for example by adjusting 

the daily returns for the interest rate (Lakonishok & Levi, 1982), partially reduces 

the weekend effect. In summary, this rational explanation for the weekend effect is 

only able to explain a minor part of this market anomaly. 

Chen & Singal (2003) investigated whether short sellers systematically play a role 

in the formation of stock prices across weekdays. The authors assume that short 

sellers are less likely to hold their positions over long non-trading periods like 

weekends and thus close their positions on Fridays and reopen them on Mondays. 

Subsequent analyses support latter assumption as the authors reveal that stocks with 

a high level of relative short interest feature a higher weekend effect compared to 

stocks with less short interest, which provides a further piece in solving this stock 

pricing puzzle. 

 
2.2.4. Investor groups, firm size and the weekend effect 

While Abraham & Ikenberry (1996) attribute the observed decline in stock prices 

on Mondays to an increased selling activity by individual investors on that day, a 

subsequent empirical study by Dubois & Louvet (1996) showed that trading vol-

umes on Mondays are significantly lower compared to those on other weekdays. 

The authors attribute this observation to the trading behaviour of institutional in-

vestors who are less active in buying stocks on this day. Consequently, the authors 

postulate that the inelasticity of demand constitutes a valid reason for the observed 

unusually low or even negative rates of return on Mondays (Dubois & Louvet, 

1996). 

Further studies that examined the Monday effect based on the trading behaviour 

of specific investor groups with a usual distinction between unsophisticated, 

individual investors and institutional investors indeed found that both investor 
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groups are somehow responsible for the commonly observed decline in stock 

prices on Mondays. Respective research papers reveal that individual investors 

directly contribute to the Monday effect by increasing their trading activity 

(especially sell transactions) while institutional investors indirectly contribute to 

this market anomaly by their absence and thus reduced liquidity in the market (i.a. 

Chan et al., 2004; Brooks & Kim, 1997; Lakonishok & Maberly, 1990). 

As previously mentioned, Abraham & Ikenberry (1994) additionally ascertain that 

the weekend effect is most pronounced among small- and medium-cap stocks 

compared to large-cap stocks, which they attribute to the trading behaviour of 

individual investors since small- to medium-sized company stocks are more likely 

to be traded and held by individual investors compared to large-size company 

stocks. 

Brusa et al. (2000) ascertain a more extreme finding in regards to the relationship 

between weekend effect and underlying firm size as the authors observe that this 

market anomaly is only of existence among small firms and even reverses, thus 

featuring a positive Monday return, for large firms. Additionally, they find that 

this reverse weekend effect monotonically increases with firm size. 

Harris (1986) contributes with further insight into the weekend effect-firm size re-

lationship by revealing that the negative Monday return for smaller firms primar-

ily accrues during the trading time on that day while a negative Monday return for 

larger firms mainly accrues between Friday close to Monday open thus during the 

non-trading period.  

Gibbons & Hess (1981) additionally ascertain that Friday returns are considerably 

larger for indices that comprise small firms compared to indices that are mainly 

constituted of larger firms. However, the magnitude of the examined Monday ef-

fect - unusually low or even negative Monday returns – does not seem to be re-

lated to or affected by firm size since Monday returns turned out to be equally 

worse across all firm sizes.  

Keim & Stambaugh (1984) later confirmed previous findings by Gibbons & Hess 

(1981) and likewise detect that Friday returns are negatively correlated with firm 

size while negative Monday returns are not affected by firm size, leaving uni-

formly negative Monday returns across all examined size deciles.  
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2.2.5. Persistence of the weekend effect 

The question whether the weekend or Monday effect is persistent or rather unstable 

cannot be clearly answered yet as related research papers ascertain opposing find-

ings in regards to the persistence of this market anomaly.  

Connolly (1989) was among the first who explicitly examined the robustness and 

persistence of the weekend effect and concluded that both the weekend effect and 

the day-of-the-week effect in the context of US stocks seem to have disappeared by 

1975, two years after their formal discovery in 1973 by Cross.  

Mehdian & Perry (2001) document that the Monday effect does not seem to be 

structurally stable over the examined sample period from 1964 to 1998 regarding 

major US stock market indices. The authors consequently divided the sample into 

two subsamples according to the ‘Black Monday’ 1987 stock market crash: a pre-

crash subsample from 1964 to October 1987 and a post-crash subsample from No-

vember 1987 to 1998.  The authors, on the one hand, observe a ‘traditional’ week-

end for the pre-1987 period and, on the other hand, a reversed weekend effect thus 

abnormally positive Monday returns for the post-1987 period.  

Pettengill et al. (2003) report that the Monday effect declined over time in regards 

to the S&P 500 index and even reversed from featuring a negative return from 1983-

1991 to exhibiting an abnormally positive return after 1991 until the end of the 

examined sample period in 2002.  

Mehdian & Perry (2001) confirmed a prior finding by Wang et al. (1997), who both 

provided statistical evidence that the Monday effect primarily occurs within the last 

two weeks of a month while the Monday return coefficients for the first three Mon-

days of a month turned out to be not significantly different from zero in both papers.  

More recent studies regarding the persistence of the weekend effect give further 

insights into the properties and dynamics of this market anomaly with Doyle & 

Chen (2009) reporting that the “weekday wanders in a way that must lie between a 

random walk and a fixed (weekday) effect” and therefore is not stationary as com-

monly assumed. Further extensive analyses by Olson et al. (2015) in turn support 

the assumption that the weekend gradually declined over time with a long-run mean 

reversion toward zero within their sample period from 1973 to 2013 regarding ma-

jor US stock indices including Dow Jones, S&P 500 and NASDAQ. 
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2.2.6. Further findings & respective trading strategies 

In an international context, related literature reveal that the weekend effect does not 

seem to be existent in some countries while others feature rather stable and consid-

erably high Monday declines in stock prices (i.a. Hawawini & Keim 1995; Agrawal 

& Tandon 1994; Aggrawal & Rivoli, 1989; Dubois & Louvet, 1996).  

Aggarwal & Rivoli (1989) found strong evidence that Monday represents the day 

with the lowest stock return during a week among three out of four examined stock 

markets of (at that time) emerging countries being Hong, Kong, Malaysia and Sin-

gapore.  

A more recent study with a more extensive dataset by Agrawal & Tandon (1994) 

however observed that only nine out of nineteen mainly developed countries under 

study exhibit the Monday effect while Friday returns are large and significantly 

positive for all countries under study except of Luxembourg.  

Hawawini & Keim (1995) further provide statistical evidence that the weekend ef-

fect considerably differs across countries and reveal that the Monday effect is pre-

sent among countries including the USA, Canada, Germany, Japan and UK while 

other countries like France, Belgium, Finland or Australia do not display large and 

significantly negative returns on Mondays.  

Further examinations of the weekend effect in an international context by Dubois 

& Louvet (1996) imply that the weekend effect is strong and significant for the 

great majority of countries under study like the USA (both S&P 500 and DJIA), 

Canada, Germany, UK, Hong Kong and here also for France while Australia 

remains unaffected by the Monday effect and Japanese markets only partly display 

a Monday effect. 

A further research paper provides statistical evidence that a day-of-the-week ef-

fect not only appears to be existent in the return equation of stocks but also in the 

volatility equation as Kiymaz & Berument (2003) document. The authors ascer-

tain that Monday features the highest volatility of returns for major stock market 

indices of countries like Germany and Japan while Friday represents the day with 

the highest volatility for countries like the USA and Canada. This outcome is in 

line with previous findings by Berument & Kiymaz (2001), who likewise detected 

that Friday features the weekday with the highest variance of returns compared to 

other days of the week regarding the S&P 500 index in a sample period between 

1973 and 1997. Furthermore, they find that the unusually high volatility on Fri-

days for US stocks is most pronounced in the later part of the sample period, 

namely the sub-period from 1987 to 1997.  
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Almost 20 years earlier to latter observation, Agrawal & Tandon (1994) detected 

similar outcomes and find that the standard deviations of stock returns are highest 

on Mondays and lowest on Fridays for most of the nineteen countries under study 

in a sample period starting in the early 1970s for some indices and ending in the 

late 1980s for most examined indices. 

According to the general opinion among researchers who examined the weekend 

effect, it is quite difficult and often impossible to economically exploit the weekend 

effect by pursuing trading strategies that anticipate declines and rises in stock prices 

on Mondays and Fridays, respectively, due to the relatively low magnitude of this 

market anomaly as well as due to high implementation/ trading costs.   

However, studies that explicitly focused on the exploitability of market anomalies 

like the weekend effect find that both simple and complex trading strategies are able 

to enhance the risk-return trade-off. (Miller et al., 2003; Mazumder et al., 2010) 

Mazumder et al. (2010) demonstrated that especially a complex trading strategy 

performs the best while other examined, simpler trading strategies are also superior 

compared to a buy-and-hold strategy.  

Miller et al. (2003) recognised that the often-presented argument against the exploi-

tation of market anomalies – high transactions costs – could be ruled out by trading 

mutual funds that often do not feature such costs (or in some cases refund such 

costs). Subsequent empirical analyses reveal that simple trading rules turn out to be 

the most effective approach in generating superior risk-adjusted returns such as 

shifting money into a money market fund on Friday to avoid the negative Monday 

return and shifting it back into a risky mutual fund on Monday after the avoided 

market decline. This simple trading strategy beats a buy-and-hold strategy in terms 

of both returns and risks according to the authors. 

 
2.3. Investor sentiment as a possible explanation for the weekend 

effect 

2.3.1. Mood fluctuations during the week – psychological findings 

Determining and quantifying an individual’s mood state on a daily basis is chal-

lenging undertaking as direct measurements of people’s mood states, for example 

through surveys, often only represent the subject’s mood state at that exact moment 

of the survey taken, which is unlikely to remain stationary throughout the day. Fur-

thermore, self-reported mood states are rather subjective, and subjects often have 

difficulties in reflecting their mood states in the past, which both might bias results 
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based on such mood measurements. According to Watson (2000), one often ob-

serves “a clear disjunction between people’s beliefs and their actual affective expe-

rience” when measuring mood.  

In psychological literature, mood is commonly measured along two independent 

dimensions being positive affect and negative affect (Birru, 2017). The 

independence of these two dimensions is reflected in the so-called Positive and 

Negative Affect Schedule (PANAS), a self-report questionnaire that is one of the 

most widely used instruments in the assessment of both positive and negative affect.   

Rossi & Rossi (1977) were among the first who identified and examined mood pat-

terns by the day of the week by relying on self-reported surveys of students. Their 

evaluations of approximately 3200 responses from 82 students over a period of 40 

days reveal that men’s mood tends to be more strongly affected by the day of the 

week compared to women’s. Besides the fact that men’s mood displays a greater 

variation throughout a week, the authors further document that mood states for both 

genders feature a clear tendency to improve throughout the week with lowest mood 

states at the beginning of the week that ultimately peak towards/ on the weekend. 

Further analyses reveal that this progressive improvement of mood during a week 

is mainly driven by an increase of positive affect rather than a decrease of negative 

affect Rossi & Rossi (1977). 

A further study by McFarlane et al. (1988) that likewise relied on self-reported sur-

veys of students measured mood according to the Affect Grid approach, which 

yields measures of pleasantness and arousal. Their results show that pleasantness 

was higher on Friday and Saturday compared to Monday while arousal peaked on 

Friday. However, their results do not indicate that mood was worst on Monday.  

Subsequent studies that examined variation in mood throughout a week largely con-

firm the widespread assumption of higher mood levels on Friday (and the weekend) 

relative to Monday through Thursday (i.a. Larsen & Kasimatis, 1990; Reid et al., 

2000).  

Further analyses regarding mood fluctuations during a week with mood now being 

measured as positive emotions and negative emotions again confirm that rather an 

increase of the positive component of mood causes a positive mood state on Friday 

and the weekend than a decrease of the negative component of mood (Reis et al., 

2000; Egloff et al., 1995). Therefore, one might conclude that it is rather the antic-

ipation of the upcoming leisure time with family and friends that improves people’s 

mood towards the weekend than a two-day relief from the (possibly exhausting and 

stressful) workweek.  
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Young & Lim (2014) later documented that it is indeed the weekend or more pre-

cisely the social time that people spend on the weekend and not the workweek itself 

that is responsible for the observed sharp positive mood shift towards weekends. 

By examining and comparing mood states of both employed and unemployed indi-

viduals, the authors demonstrated that both groups, starting from different initial 

mood levels, feature a remarkably similar increase of the overall perceived mood 

on weekends. Following this, the emotional well-being decreases in similar size for 

both groups when the workweek begins. Their results furthermore document that 

both an increase of positive emotions as well as a decrease of negative emotions 

form this weekend high for both subject groups employed and unemployed individ-

uals. Unlike previously mentioned studies that attributed increased positive mood 

states on Friday and the weekend to an increase of positive affect rather than a de-

crease of negative affect, Young & Lim (2014) show that the negative mood com-

ponent or more precisely a decrease of negative emotions also seems to play a 

substantial role in the formation of the weekend high.  

To put it in numbers, Helliwell & Wang (2014) ascertained that weekends offer an 

extra daily social time of 1.7 hours (7.1 vs 5.4 hours) which most people spend with 

family and friends. This extra social time consequently raises the average happiness 

by about 2% according to the authors. While the majority of related studies that 

examined daily variation in mood over the course of a week relied on data of 

relatively small samples that often also consisted of students only, Helliwell & 

Wang (2014 and 2015) on the other hand relied in both of their studies on a large 

representative sample of data of a telephone questionnaire from a wide-ranging US 

survey (Gallup/Healthways US daily poll) from 2008-2012 that comprises over 

340,000 individuals. Surprisingly, the authors find that the weekend high is 

primarily driven by a (relatively larger) decrease of negative emotions than by a 

(relatively smaller) increase of positive emotions (Helliwell & Wang, 2015). Fur-

thermore, they document that the weekend effect is twice as high for full-time work-

ers compared the rest of the examined population and significantly smaller for em-

ployees who report that they consider their work supervisor a partner rather than a 

boss which implies a more satisfying and trustable work environment (Helliwell & 

Wang, 2015). These findings support the assumption that besides the weekend also 

the working days exert substantial influence on people’s mood formation and vari-

ation over time. Moreover, the authors document that social time on weekends and 
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the workplace social environment together nearly fully explain the observed week-

end high for the positive emotions (and sadness) while these causes have less ex-

planatory power for most examined negative emotions (Helliwell & Wang, 2015). 

Stone et al. (2012) likewise based their analyses on data of the previously 

introduced wide-ranging Gallup survey and examined whether statistical proof 

could be ascertained for typical associations between the day-of-week and mood 

like the Blue Monday phenomenon by comparing the mood on Monday versus 

mood on Tuesday through Friday, the Thank-God-its-Friday (TGIF) association by 

comparing Friday versus Monday through Thursday also the positive association 

for weekends by comparing weekends versus weekdays. Their results show that 

there is no statistical evidence for the Blue Monday phenomenon while the TGIF 

association is statistically significant and for the most part driven by an increase of 

positive affect (+0.071; nearly 2/3 of the total effect) compared to a decrease of 

negative effect (-0.046). Analyses of mood on weekends versus weekdays reveal 

an even stronger overall positive increase of mood on weekends (weekend high) vs. 

weekdays as compared to the positive mood shift on Fridays in the TGIF analyses, 

which surprisingly is driven by a decrease of negative effect (-0.233) compared to 

an increase of positive affect (+0.195) according to the statistical results by Stone 

et al. (2012). 

Golder & Macy (2011) gathered and analysed over 500 million public Twitter mes-

sages (‘tweets’) from Twitter.com to examine daily variation in mood. This ap-

proach has many advantages over the applied methods in previous studies since 

screening and processing tweets for words that imply positive or negative emotions 

yield a direct measure of mood while many other studies relied on indirect senti-

ment measures. Through natural language processing (NLP), constructed direct 

sentiment measures might reflect the mood of individuals more precisely and thus 

feature a higher explanatory as compared to survey-based or financial market-based 

(indirect) sentiment measures. First, the authors confirm the assumed independence 

of positive affect and negative affect which is reflected in their small correlation 

(r=-0.18). Their analyses reveal that the levels of positive affect (PA) are 

considerably higher on Saturday and Sunday compared to other weekdays while a 

contrary effect is less pronounced for the negative affect (NA) dimension: levels of 

negative affect are more condensed across days of the week, but still the lowest 

levels of NA are observed on Saturday and Sunday (partly also on Friday). The 

large dataset and their novel research approach also enable the authors to take a 

closer look into temporal variation in mood by conducting intraday analyses and 
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examining hourly changes in mood. Their results indicate that positive affect fea-

tures two peaks during a day: early in the morning (approx. between 6:00 a.m. and 

8:00 a.m.) and around midnight. In contrast, negative affect is lowest in the morning 

and monotonically increases throughout the day until reaching its climax at mid-

night. These temporal patterns for both PA and NA are similar across all days of 

the week yet proceed on different levels. Furthermore, Golder & Macy (2011) ex-

amined temporal variations in mood in an international context, especially daily and 

weekly mood patterns in the United Arab Emirates where the traditional workweek 

runs from Sunday to Thursday. Their finding of a weekly mood pattern in the UAE 

is largely consistent with previously presented finding for western countries: the 

PA is higher on the weekend in the UAE (Friday-Saturday) than during the UAE 

workweek (Sunday – Thursday), which supports the assumption that mood rhythms 

are affected by sleep schedules which in turn are shaped by cultural norms.  

 
2.3.2. Investor sentiment and financial markets 

In the following, essential findings and observations on the relationship between 

mood and financial markets are presented in detail to get a better understanding of 

the interaction between investor sentiment and stock prices. Loewenstein et al. 

(2001) actively contributed towards understanding the human decision-making pro-

gress by formulating the risk-as-feelings model, which emphasises the importance 

of feelings for reaching a decision under risk and uncertainty.  

 
Figure 2. Risk-as-feelings model 

(in reference to Loewenstein et al., 2001) 
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According to the risk-as-feelings hypothesis, feelings play a much more prominent 

in the human decision-making process than the traditional economic literature sug-

gests. At the time of the introduction of the risk-as-feelings model, the great major-

ity of postulated theories that aim to explain the decision-making process under risk 

and uncertainty were based on traditional economic utility concepts (such as ex-

pected utility) and therefore consider this process from a cognitive-consequentialist 

perspective. However, these theories do not incorporate the above-mentioned extra 

factors such as vividness and most importantly, do not sufficiently account for the 

interaction of feelings and emotions with other relevant factors during the decision-

making process. Besides the cognitive evaluation of a risky decision, individuals 

simultaneously consider emotions and feelings during the decision-making process, 

which ultimately result in a specific behaviour according to the risk-as-feelings hy-

pothesis. Furthermore, this advanced decision-making model under risk also ac-

counts for mood, included as an extra factor, which consequently affects feelings 

and emotions. 

Lucey & Dowling (2005) were among the first who applied the risk-as-feeling 

model in the domain of financial markets and equity pricing. The authors refer to 

the mood-as-information hypothesis which predicts that “mood tends to inform 

decisions even when the cause of the mood is unrelated to the decision being made”, 

which is labelled as mood misattribution. The phenomenon of mood misattribution 

has been confirmed in various experiments and surveys as for example by Johnson 

& Tversky (1983), which support the assumption that mood, induced by the day of 

the week and therefore unrelated to financial decisions, indeed affects an investor’s 

decision-making process thus their behaviour of buying or selling stocks.  

In addition, Hirshleifer & Shumway (2003) refer to mood misattribution in the 

sense that individuals misattribute mood induced by the current weather as relevant 

information when they make assessments or decisions even though individuals 

should not incorporate such unrelated information in their decision-making process. 

Therefore, weather conditions might also serve as a good and valid indirect proxy 

for mood that possibly is capable of predicting stock market returns, which is dis-

cussed later in this paper. 

 
2.3.2.1. Affect infusion model & mood maintenance hypothesis 

Psychological and economic literature provide two further prominent theories in 

regards to the processes and mechanisms on how mood influences financial risk 
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tolerance being the Affect Infusion Model (AIM) and the Mood Maintenance Hy-

pothesis (MMH). To put it simply, the AIM claims that people who are in a good 

mood have a greater risk-taking tendency compared to people in a neutral or bad 

mood. Consequently, a bad mood state predicts a smaller risk-taking tendency. 

An opposing perspective is taken by supporters of the MMH, which basically 

predicts that individuals who are in a good mood tend to be less likely to take risks 

compared to people in a neutral or bad mood since they want to maintain and keep 

up their positive mood state and do not want to take risky decisions that may impair 

their subjective well-being. Consequently, people in a bad mood are more likely to 

take risky decisions to brighten up their current negative mood state. 

According to a study by Grable & Roszkowski (2008), which primary objective is to 

determine whether either the affect infusion model or the mood maintenance hypothe-

sis has stronger explanatory power regarding how mood influences financial risk tol-

erance, strong support for AIM but only regarding good mood rather than for the 

MMH is ascertained. Conducted related regression models reveal that people in a 

good mood are more likely to take risks compared to people in a neutral mood. 

However, the authors were not able to find a statistically significant relation be-

tween bad mood and financial risk-taking compared to neutral mood since the ex-

amined sample data comprised too few subjects in a bad or gloomy mood to verify 

this relation statistically. Nevertheless, their results and findings in favour of the 

AIM add further credence to the previously presented risk-as-feelings hypothesis 

and confirm that the affect attribute of mood influences an individual’s behaviour 

regarding risky decisions. 

By an experiment designed as games with a group of regular and non-regular gam-

blers, Hills et al. (2001) not only were able to confirm the general predictions ac-

cording to the AIM but also document that the number of risky trials played steadily 

and considerably increases with improving mood from depressed, neutral to happy, 

however, only for the non-regular subject group. This finding implies a positive 

relation between mood and the frequency of risky decisions as well as between 

mood and the persistence of risky actions. 

Harding & We (2016) examined the relationship between mood states and levels of 

risk aversion and likewise ascertained empirical evidence for the AIM but here only 

regarding bad mood. The authors documented that only the negative dimension of 

mood state causes an increase in the level of risk aversion exhibited by males, but 

not by females. In light of the fact that the majority of job positions in the financial 

sector, especially the investment sector and asset management, are staffed by men 
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and also that private investors for the predominant part are males, it seems plausible 

that this experimental finding also applies to the stock market. Latter assumption 

would predict that an investor’s mood on Monday, which often has documented to 

be the worst mood state during a week, increases their risk aversion and therefore 

make them less likely to buy stocks, causing a decline of stock prices on that day. 

Analogous, a good mood on Fridays would predict increased risk-taking by inves-

tors and consequently an increased demand for stocks, causing an increase in stock 

prices on that day. 

Previously mentioned findings and assessments might be able to explain the 

findings by Pettengill (1993), who showed that investors tend to take higher finan-

cial risks before the weekend and lower financial risks after the weekend. 

Despite the vast body of evidence regarding the affect infusion model, some re-

search paper determined statistical and empirical support in favour of the mood 

maintenance hypothesis as for example by Isen & Geva (1987) and Isen & Patrick 

(1983). In both papers, the authors ascertained a statistically significant relationship 

between positive mood and decreased risk-taking compared to neutral mood but 

only in the domain of low-risk situations and decisions (small stakes). For situations 

or decisions that involve high risks, people in a good mood, however, tend to be 

risk seeking compared to being in a neutral mood, which favours the AIM in this 

specific case. 

Using the weather or more specifically ‘total cloud coverage’ as an indirect proxy 

of collective investor mood, Kliger & Levy (2003) have further examined the MMH 

in the context of capital markets. Their findings document that a positive (negative) 

mood is associated with decreases (increases) in investor’s risk-taking, which is in 

line with predictions of the MMH.  

In summary, it can be stated that the majority of related studies find stronger support 

and ascertain greater empirical evidence in favour of the AIM rather than for the 

MMH (i.a. Chou et al., 2007). 

 
2.3.2.2. Association between mood and optimism & pessimism 

Somewhat obvious, financial market participants not only rely on present factors 

and determinants when making financial decisions but also include (subjective) fi-

nancial evaluations of possible future outcomes in their decision-making process. 

Since nobody can accurately forecast the future, investors rely on their subjective 

evaluations and predictions of future events. As per definition, optimism describes 

the perception or point of view of an individual who reports higher probabilities for 

positive future events and lower probabilities for negative future events while a 
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pessimistic person overestimates negative events over positive events. Optimism 

(pessimism) generally leads to increased (decreased) risk-taking according to psy-

chological literature and refer to this well-documented finding as optimism bias 

(O’Sullivan, 2015). Since the optimism bias comprises two dimension being in-

creased probabilities for positive events and decreased probabilities for negative 

events, related literature find that this bias is stronger for negative events and refer 

to this effect as the valence effect (see f.e. Shepperd et al., 2002; Gouveia & Clarke, 

2001). Consequently, an underestimation of negative events predicts the engage-

ment in risky behaviours or generally speaking a greater involvement of risks.  

Up to date, a great number of studies in the field of cognitive psychology were able 

to prove that mood, expressed as an emotion or feeling, and optimism, expressed as 

a subjective evaluation of future outcomes, are interrelated. (i.a. Wright & Bower, 

1992; Sujan & Sujan, 1994; Segerstrom et al., 1998). Wright & Bower (1992) find 

evidence for a connection between good mood and optimism as well as bad mood 

and pessimism as they show that people in a good (bad) mood report higher (lower) 

subjective probabilities for positive events and correspondingly lower (higher) sub-

jective probabilities for negative events. However, the association between mood 

and optimism/pessimism and mood works both ways: optimistic persons are more 

likely to be in a positive mood state as shown by Segerstrom et al. (1998). 

 
2.3.2.3. Further findings on the investor sentiment-financial markets relation 

Related literature has shown that various measures can serve as indirect proxies of 

investor sentiment like weather conditions such as ‘total cloud coverage’ by Klinger 

& Levy (2003) or ‘sunshine’ by Hirshleifer & Shumway (2003), but also soccer or 

other popular sports outcomes/ results can induce changes in investor mood that 

can be quantified as shown by Edmans et al. (2007). The authors previously stated 

studies provide statistical evidence that all three mentioned indirect measures of 

mood comprise explanatory power in predicting stock market reactions or more 

specifically changes in stock prices and returns.  

Goetzmann et al. (2014) likewise relied on weather conditions, specifically cloud 

coverage, to examine the relation between weather-induced mood and US stock 

returns with a particular focus on institutional investors. Even though this specific 

group of investors is generally regarded as more sophisticated compared to private 

investors, the authors surprisingly find that their indirect proxy of investor 

sentiment is able to explain variation in prices and trading volumes of the DJIA as 

well as of individual stocks. They find that investor optimism, as associated with 

less cloud cover, increases an institutional investor’s propensities to buy and also 
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that their weather-based stock-level investor mood measure is capable of explaining 

daily returns of stocks that are associated with higher arbitrage costs. 

A study by Schmeling (2009) revealed further interesting characteristics of the re-

lation between investor mood or sentiment and the stock market by comparing the 

influence of individual investor sentiment, as measured by consumer confidence, 

on stock market returns across 18 highly developed countries. The author concludes 

that “the impact of sentiment on stock return is higher for countries which have less 

market integrity, less efficient regulatory institutions and which are culturally more 

prone to herd-like behavior and overreaction” (Schmeling, 2009). 

Based on this, one might conclude that countries that feature and promote individ-

ualism, which implies less herd-like behaviour, are inhabited by investors who are 

less susceptible to the mood misattribution bias thus contribute less to a possible 

weekend effect, which will be discussed in the upcoming chapter. 

 
2.3.3. Investor sentiment and the weekend effect 

In this section, selected studies and research papers that particularly examined the 

relation between investor mood/ sentiment and the weekend effect are presented. 

Thaler (1987) joins the rank of researchers who provide psychological or behav-

ioural explanations for the weekend effect; however, the author did not conduct 

statistical tests to verify his assumptions. The author suggests that seasonal varia-

tions in investor’s mood might serve as a possible explanation for the weekend ef-

fect but also refers to an unpublished working paper by Coursey & Dyl (1986), who 

claim that investors have “[…] a preference for compound gambles over simple 

gambles” (Thaler, 1987). Since investing on any weekday between Monday and 

Thursday can be regarded as a simple gamble as each weekday is usually followed 

by a trading day that allows the investor to adjust his investments or execute trades 

if he intends to do so, investing on Friday and holding the investment over the non-

trading period, in turn, represents a compound gamble. Thus, an investor’s propen-

sity to favour compound gambles over simple gambles might be associated with 

higher returns on Fridays compared to other weekdays and therefore might serve as 

a further possible psychological or behavioural explanation for the weekend effect.   

Rystrom & Benson (1989) claim that a seasonal psychological pattern or more 

precisely daily variation in moods, perceptions and emotions, especially a good 

mood and optimism on Fridays due to the upcoming weekend, and a gloomy mood 

and pessimism on Mondays, constitute valid explanations for the weekend effect 

thus higher returns of Fridays and lower on Mondays. According to the authors’ 
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perception, this psychological explanation for the weekend effect is at least as plau-

sible as any other rational explanation suggested so far. 

Despite the fact that previously mentioned studies greatly contributed towards 

recognising and understanding the relation between investor mood or sentiment and 

the weekend effect, they did not conduct empirical analyses and therefore lack of 

statistical evidence to verify their assumptions and conclusions.  

Gondhalekar and Mehdian (2003) empirically examined the weekend effect based 

on NASDAQ stocks from 1971 to 2000 and applied the following indirect proxies 

of mood in their statistical tests: discounts on closed-end funds, returns on small 

stocks, consumer confidence and consumer reluctance towards buying a house. The 

authors concluded that the Monday effect could be explained by the blue Monday 

hypothesis, indicating a gloomy mood among investors that causes a reluctance to 

buy and a tendency to sell stocks on this specific weekday.  

Thanks to the growing use of the internet and respective applications, the amount 

of exiting (and publicly available) data and information is continuously increasing, 

which enables researchers to construct novel and innovative direct measures of in-

vestor sentiment that have greater explanatory power and reflect investor mood or 

sentiment more precisely compared to indirect proxies of investor sentiment.  

Bakar et al. (2014) relied on a direct measure of sentiment namely daily mood data 

from Facebook to examine the Monday effect across 20 international stock markets. 

The authors provide strong statistical evidence that the observed average negative 

return on Monday is largely driven by the mood of investors and further document 

that the Monday effect tends to disappear after controlling for mood. Bakar et al. 

(2014) further find that the effect of mood on the Monday effect is “[…] more 

prominent within small capitalization indices and within collectivist and high-un-

certainty-avoidance countries.” Combined with previous findings by Chui & Tit-

man (2010), who claim that herding is more prominent among investors in collec-

tivist countries and overreaction tends to be stronger among investors in high-un-

certainty-avoidance countries, one could conclude that distortions in the investors’ 

decision-making process such as herding or overreaction contribute to the well-

documented Monday effect. 

Birru (2017) significantly contributed to the existing body of knowledge regarding 

the weekend effect by proving novel insights into the relationship between the day 

of the week and the cross-section of stock returns. The author documents that spec-

ulative stocks have lower returns on Mondays and higher returns on Fridays com-

pared to non-speculative stocks and therefore confirms a weekend effect for this 
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subsample of stocks. While no rational explanations such as the timing of good/bad 

news announcements are able to explain the observed weekend effect, the author 

shows that behavioural explanations hold. Statistical tests reveal that a decreasing 

mood on Mondays leads to relatively low returns for speculative stocks on that day 

while an increasing mood on Fridays causes relatively high returns for speculative 

stocks. Birru’s (2017) findings can be considered as particularly meaningful and 

relevant since the respective statistical analyses comprise the previously presented 

direct measure of mood by Golder & Macy (2011), which was constructed out of 

over 500 million tweets thus is quite representative and features great explanatory 

power in explaining the relation between mood and the weekend effect. 

 
Figure 3. Visual representation of average positive and negative affect & respective 

daily changes for each weekday 

This following figure visualises the average positive affect (black line) and negative 

affect (grey line) at the time of the market close for each weekday (upper chart) as 

well as daily change in PA and NA relative to the previous calendar day (lower 

chart) based on Twitter mood data by Golder & Macy (2011); in reference to Birru 

(2017).  
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Besides the Golder & Macy (2011) direct mood measure, Birru (2017) examined 

whether further indirect proxies of investor sentiment are likewise able to explain 

the weekend effect from a behavioural perspective. These indirect measures of 

sentiment include daily returns of the volatility index VIX, which represent changes 

in the stock market's expectation of volatility implied by S&P 500 index options 

and therefore serve as an indicator of fear among investors and also daily US 

Treasury Bill returns, which increases are associated with decreases in sentiment 

and can be interpreted as a “flight to safety” among investors (Birru, 2017). The 

respective regression outputs reveal that both indirect proxies of investor sentiment 

are able to at least partly explain the weekend effect as the average daily return of 

both the VIX and T-Bills turn out to be significantly higher on Monday compared 

to Friday for the subset of speculative stocks, which indicates decreases in investor 

sentiment on Monday compared to Friday. 

Besides Birru’s (2017) assessment that speculative stocks tend to be particularly 

prone to the weekend effect, Baker & Wurgler (2007) additionally observe that 

harder to arbitrage stocks are also more strongly affected by investor sentiment. 

Zilca (2017) provides further interesting insights into the features and determinants 

of the day-of-the-week effect as he documents that this market anomaly declined 

over three examined sub-periods totally ranging from 1953 to 2016 and that the 

magnitude of the decline is greater for larger stocks compared to public companies 

with smaller market capitalisation. Zilca (2017) documents that “[…] the day-of-

the-week effect is characterized by a pattern of monotonically improving returns 

during the week, but the pattern is interrupted as market capitalization increases.” 

The proposed behavioural explanation, which implies a monotonically improving 

mood during a week, therefore might be able to explain the day-of-the-week effect, 

especially for smaller firms.  

In a subsequent paper, Zilca (2017) examined the suggested behavioural explana-

tion for the day-of-the-week effect in depth and applied an alternative and quite 

innovative approach being rule- and template-based pattern-recognition methods to 

identify and investigate patterns in stock market returns. One template that could 

be tested in the context of the day-of-the-week effect might be rMon < rTue < rWed < 

rThu < rFri and subsequent analyses of this return pattern could comprise counting 

the number of instances where this specific rule is matched and then comparing this 

outcome to the expected number of instances based on randomness (Zilca, 2017).  
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Zilca (2017) consequently examined if mood score templates are capable of ex-

plaining a day-of-the-week effect among US stocks from 1953 to 2006. The under-

lying data for the applied mood score templates are drawn for one from an aged 

survey by Farber (1953) and for another from a prior study by the authors in 2007; 

however, despite the large time period of over 50 years in between the two surveys, 

their results are surprisingly similar. Both surveys display a monotonically increas-

ing mood during a workweek from Monday to Friday and together with a simple 

and weighted average of both mood scores, the author derived four exterior mood 

score templates and applied them in the statistical tests.  

The respective test outputs reveal that the applied mood templates have substantial 

explanatory power for the day-of-week-effect regarding stock returns as “between 

35% and 90% of the variation of the average daily abnormal returns can be at-

tributed to mood fluctuations throughout the week” according to Zilca (2017). 

In the upcoming chapter, I present my empirical approach, which comprises 

analyses and statistical test that on the one hand aim to determine whether a 

weekend effect is present in the data under study and on the other hand intend to 

assess whether behavioural explanations, in particular daily changes in investor 

sentiment, are able to at least partly explain a weekend effect. 

 
3. Empirical approach 

In this chapter, I present my empirical approach that comprises the analysis of dif-

ferent perspectives on a weekend-related effect on European stock index returns, 

followed by an analysis of different indirect investor sentiment measures in regards 

to their ability to explain at least to some extent a potential weekend effect in the 

data under study. Subsequently, I present my outcomes of performed robustness 

checks based on estimates of a statistical model that accounts for heteroscedasticity 

and autocorrelation to validate my findings regarding the existence of a weekend 

effect in the data under study. 

 
3.1. Data 

To determine and examine a weekend effect as well as to test for behavioural ex-

planations for this seasonal variation in stock returns, I rely on daily closing prices 

of nine national stock market indices within six European countries in a sample 

period from 03.01.2000 (Monday) to 30.04.2018 (Monday). 

In regards to the German stock market, I include daily quotes from the following 

four indices: DAX (blue chip stocks), MDAX (mid-cap stocks), SDAX (small-cap 
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stocks) and TecDAX (mid- to large-cap technology stocks). Furthermore, the da-

taset comprises daily closing prices of the OMX Vilnius index (Lithuania) and 

OMX Tallinn index (Estonia). Regarding Northern Europe, daily quotes of the 

OMX Helsinki 25 index (Finland), OSEAX index (Norway) and OMX Iceland 15 

(Iceland) are included in my sample data.  

In total, the examined dataset comprises 41,590 observations with at least 4,554, at 

most 4,657 and on average 4,621.1 observations per index. 

Two observations have been excluded from the original dataset that initially com-

prised 41,592 observations being the 13.10.2008 and 09.12.2008 of the Icelandic 

stock index OMX Iceland 15 due to negative outliers in respect of daily returns. In 

virtue of the financial crisis 2008, trading at the Iceland stock exchange was 

suspended for the three successive trading days in October 2008 and the market 

value of three big banks that reflected about 73 of the total index value (as of 

30.06.2018) had been set to zero, which caused the abnormal decline in index value.  

Daily quotes including opening prices, closing prices, as well as high and low prices 

of the examined indices were retrieved from a financial information website that in 

turn obtain respective quotes from the German financial data provider ‘vwd Ver-

einigte Wirtschaftsdienste’.2 

I specifically picked previously mentioned stock market indices to examine the 

weekend effect since these indices are denoted as total return indices, which makes 

them especially suitable for examining seasonal stock return anomalies. Total return 

indices measure the performance of its respective components as if all cash distri-

butions are reinvested, which is especially relevant for dividend payments that are 

considered or included in the respective stock price on ex-dividend date and conse-

quently don’t negatively affect its quoted price on that day. Accounting for dividend 

payments is particularly important for examining weekly patterns in stock returns 

since stocks go ex-dividend considerably more often on Mondays compared to 

other days of the week, which would result in artificial negative returns on Mondays 

as it is the case for indices that are generally quoted as price return indices like the 

S&P 500 (see f.e. Fishe et al., 1993; Athanassakos & Robinson, 1994). Conse-

quently, not adjusting for dividend payments would negatively bias returns on Mon-

days and might foster a type I error (rejecting of H0 even though it is true; “false 

positive” finding) when examining the weekend effect or more specifically the 

Monday effect.  

                                                 
2 https://stooq.com/ 
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The simple averages of daily returns across the whole dataset (41,590 observations) 

already give an indication of the distribution and characteristics of returns over the 

workweek in the sample period from January 2000 to April 2018. 

 
Figure 4. Simple average of daily returns by the day of the week – all nine European 

stock indices from 01/2000 to 04/2018 

 

 

 
3.2.  Methodology 

Related literature provides several approaches and methods for examining a 

potential weekend effect regarding stock returns, however, these approaches largely 

differ in their applied method of quantifying of this market anomaly. Since the 

weekend naturally constitutes the end of a calendar week, the examination of a pos-

sible weekend-induced effect on stock returns requires a particular focus on the 

stock market returns on days surrounding the weekend, namely Friday and Monday. 

As reported in the previous related literature section, returns on days directly before 

and directly after the weekend are most affected by a weekend-related effect, which 

is often reflected in superior returns on Fridays and inferior returns on Mondays. 

These two assumptions constitute and reflect the two components of the weekend 

effect. 

In this paper, the weekend effect is examined based on the null hypothesis that stock 

returns do not substantially differ on average during a week. This assumption of no 

differences in daily returns between weekdays gives the following null hypothesis: 

H0: 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑅𝑒𝑡𝑢𝑟𝑛   

To examine the weekend effect statistically, I rely on the following four approaches: 

First, I compare the returns on Mondays and Fridays each to the respective returns 

on the other four weekdays. This yields the first alternative hypothesis H1, which 

states that Monday returns are lower compared to Tuesday to Friday returns and 

Friday returns are higher compared to Monday to Thursday returns.  
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Second, I compare Monday and Friday returns each to Tuesday-Thursday returns. 

This approach gives the second alternative hypothesis H2, stating that both Monday 

returns are lower and Friday returns are higher compared to Tuesday-Thursday 

returns. 

Third, Monday and Friday returns each are compared to Wednesday returns, which 

gives an idea of the difference in returns between the days surrounding the weekend 

and the weekday that lies in the midst of these days. Thus, returns on Wednesday 

might be least affected by a weekend-related effect since Wednesday constitutes 

the weekday with the greatest distance of time between the two weekends 

surrounding that weekday. This perspective on the weekend effect, in turn, yields 

in the third alternative hypothesis H3, claiming that both Monday returns are lower 

and Friday returns are higher compared to Wednesday returns.  

Forth, I compare Monday and Friday returns directly with each other, which yields 

the fourth alternative hypothesis H4, stating that Monday returns are lower 

compared to Friday returns and analogous Friday returns are higher compared to 

Monday returns. This alternative hypothesis reflects the ‘traditional’ definition or 

interpretation of the weekend effect according to the related literature (i.a. Cross, 

1973). Latter presented hypotheses H1-H4 are tested in chapter 3.3.1. 

To examine behavioural explanations for the weekend effect as presented in chapter 

3.3.2, I include indirect proxies of investor mood/ sentiment as meditating variables 

into the regressions with a similar model specification as tested in H4 to explore the 

underlying mechanism between the day of the week and stock returns. These indi-

rect proxies of investor sentiment include daily returns of the volatility indices 

VSTOXX and VDAX, daily returns of the gold future prices at the commodity ex-

change denoted in USD and EUR as well as average daily returns of German gov-

ernment bonds with durations of 10 as well as 30 years. Even though indirect sen-

timent measures such as daily VDAX returns or average daily returns of German 

government bonds are expected to reflect the daily sentiment of predominantly 

German-speaking investors, I expect investor sentiment not to be largely different 

among countries in the European area on a daily basis. Therefore, all previously 

outlined indirect sentiment measures are used for all nine European stock indices 

under study in the later presented mediation analysis in chapter 3.3.2. 

In a similar way as Baker & Wurgler (2007) and Birru (2017), who relied on the 

daily returns of the VIX index to measure investor sentiment, I rely on daily return 

data of the VSTOXX and VDAX to measure investor sentiment in the sense of an 

investor fear gauge in a European context. In regards to the weekend effect, expect 



33 

daily returns of the VSTOXX and VDAX to be higher on Mondays compared to 

these on Fridays, which reflects decreases in sentiment on Mondays and increases 

in sentiment on Fridays. Since the VSTOXX and VDAX measure the expected vol-

atility for the next 30 days of their underlying stock index EURO STOXX 50 and 

DAX, respectively, one could argue that increases (decreases) in respective volatil-

ity indices reflect increases (decreases) in fear or tension among market partici-

pants. Since Monday is often associated with negative emotions while Friday is 

associated with positive emotions as shown in the previous chapter, it seems plau-

sible that daily changes in the VSTOXX and VDAX are able to capture negative 

emotions among investors and thus serve as a behavioural explanation for the week-

end effect. 

As Baker & Wurgler (2012), Da et al. (2014) and Birru (2017) show, times of high 

sentiment are associated with relatively low demand for safe assets such as treasury 

bonds or investments in gold. Therefore, respective daily return data of such assets 

could serve as suitable investor sentiment measures since increases in bond and 

gold returns reflect increases in the demand of these assets and therefore a ‘flight 

to safety’ or ‘flight to quality’ from an investor’s perspective, which, in turn, is 

associated with decreases in investor sentiment. In my empirical analysis, I for one 

include the average daily returns of 10-year and 30-year German government bonds 

and for another daily return of gold future prices denoted in EUR and USD to con-

struct investor sentiment measures. In regards to the weekend effect, I expect that 

daily returns of previously mentioned assets that are considered as safe and of high 

quality to be higher on Mondays compared to these on Fridays, which reflects de-

creases of investor sentiment on Mondays and analogous increases of sentiment on 

Fridays. If investors prefer safe and quality assets to risky assets such as stocks, one 

could argue well that this increased demand for such assets reflects risk-avoidance 

due to caution or scepticism or possibly also due to anxiety or fear among investors. 

It seems plausible that these emotions and sentiments are most pronounced on days 

surrounding the weekend compared to Tuesday-Thursday and thus could serve as a 

behavioural explanation for the weekend effect.   

The inclusion of previously mentioned indirect proxies of investor sentiment in 

respective fixed effects regressions constitute the following additional alternative 

hypotheses tested in this paper in the context of examining behavioural explanations 

for the weekend effect: 

H1b: Daily returns of the volatility indices VSTOXX and VDAX are valid and 

statistically significant mediator variables for the weekend effect as tested in H4 
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and by reflecting changes in investor sentiment, they serve as a behavioural expla-

nation for this association. 

H2b: Average daily returns of 10-year and 30-year German government bonds are 

valid and statistically significant mediator variables for the weekend effect as tested 

in H4 and by reflecting changes in investor sentiment, they serve as a behavioural 

explanation for this association. 

H3b: Daily returns of gold future prices denoted in USD and EUR are valid and 

statistically significant mediator variables for the weekend effect as tested in H4 

and by reflecting changes in investor sentiment, they serve as a behavioural expla-

nation for this association. 

These three alternative hypotheses in the context of examining behavioural expla-

nations for the weekend effect refer to the tested second null-hypothesis H0b, which 

claims that the applied indirect proxies of investor sentiment do not serve as valid 

mediator variables for weekend effect as tested in alternative hypothesis H4 and 

thus are not able to explain this market anomaly from a behavioural point of view. 

Invalid mediation is the case if the respective coefficient of the included mediator 

variable in the final mediation model is not statistically significant and/or the neg-

ative relation between the Monday dummy and logarithmic returns is still present 

and remains statistically significant (Friday as reference category). The conducted 

mediation analyses are based on a three-step mediation testing approach by Baron 

& Kenny (1986), which is presented in detail in chapter 3.3.2. 

The structure of the dataset as longitudinal data obviously makes panel regressions 

the most suitable approach to examine coherences between the day of the week and 

stock returns within the nine stock indices under study. I rely on fixed effects mod-

els in the later presented analyses since these models allow to control for (or rather 

eliminate) entity-specific factors that cannot be observed or measured and which 

may influence or bias the predictor or outcome variables. By removing these time-

invariant individual characteristics, the net effect of the predictors on the outcome 

variable can be assessed. One example of such entity-specific factors could be the 

composition of the examined stock indices or more precisely the distribution and 

share of specific industries within the indices. It seems plausible that stock indices 

such as the TecDAX, which reflects the thirty largest technology companies in Ger-

many, feature a different return pattern as compared to indices such as the DAX 

with a more balanced composition of industries. Since the composition of stock 

indices more or less remains constant over time, cycles of increased or decreased 
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demand for stocks of a specific industry is reflected in the stock indices’ daily re-

turns, especially for indices that are dominated by specific industries, which ulti-

mately might bias the results and thus should be controlled for. 

From an econometric perspective, the applied approach involves running regres-

sions of a measure of index returns of index 𝑖 on day 𝑡 on 𝑘 time-varying explana-

tory variables on day 𝑡, which include dummy variables for the examined weekdays 

as well as further selected determinants of index returns in period t, hereinafter re-

ferred to as control variables. The number of applied independent/ explanatory var-

iables in the later presented models is denoted by 𝑘 = 1, … , 𝐾. 

In the following passage, the logarithmic index return for index i at time t as the 

dependent variable is denoted by 𝑦 ,  and all explanatory variables are jointly de-

noted by the time-variant 1 𝑥 𝐾 regressor matrix 𝑿 ,  along with the respective 𝑘 +

1 coefficients vector denoted by 𝜷.  

The applied approach starts from a linear unobserved effects model for 𝑁 = 46,075 

daily observations across nine groups (indices), representing between 4,483 and 

4,657 observations per index (which corresponds to respective time periods 𝑇) with 

the equation: 

𝑦 , =  𝑿 , 𝜷 + 𝑎 + 𝑢 ,  for 𝑡 = 1, … , 𝑇 and 𝑖 = 1, … , 𝑁 

where 𝑎  is the unobserved time-invariant individual effect and 𝑢 ,  is the error term. 

Fixed effect models eliminate the unobserved 𝑎  by demeaning the variables or 

more precisely, by subtracting the respective means over time from the variables. 

This 𝑤𝑖𝑡ℎ𝑖𝑛 transformation of the applied fixed effects models can be formulated 

as follows:  

𝑦 , − 𝑦 = 𝑿 , − 𝑿  𝜷 + (𝑎 − 𝑎 ) + (𝑢 , − 𝑢 ) 

where 𝑿 =  
1

𝑇
 𝑿 ,  𝑎𝑛𝑑 𝑢 =  

1

𝑇
 𝑢 ,  

Since the unobserved individual-specific heterogeneity 𝑎  is constant, 𝑎 = 𝑎  

which accordingly eliminates the “fixed effect”. This transformation consequently 

leads to the following equation:  

𝑦 ,̈ = 𝑿 ,
̈ 𝜷 +  𝑢 ,̈  

The fixed effects (or within group) estimator and K-vector  𝜷  is finally obtained 

by a pooled ordinary least squares (OLS) regression of �̈� on the 1 𝑥 𝐾 regressor 

matrix �̈�.  
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To produce standard error estimates that are correctly sized and robust to disturb-

ances being heteroscedastic or autocorrelated, I rely on an appropriate standard er-

ror computing approach for the conducted fixed effects regressions that is clustering 

standard errors by index.  

Since the inclusion of month dummies in the fixed effects regressions does not 

increase the predictive power of the applied models as the magnitude of the coeffi-

cients of interest as well as their statistical significance only minimally changes 

after controlling for month effects, fixed effects models without the adjustment for 

time effects are presented in this paper. For comparison reasons, the regression out-

puts of the fixed effects models including month dummies are presented in table 12 

in the Appendix. 

In regards to the applied variables in the fixed effect models, I created different 

measures that reflect the indices’ daily returns and dummy variables that indicate 

the day of the week. Additionally, I created control variables that for one reflect the 

daily volatility in index prices and for another reflect daily changes in the 

USD/EUR exchange rate, which both might affect index prices. Furthermore, I 

computed daily return measures of implicit volatility indices, German government 

bonds and gold future prices that might be able to reflect investor sentiment and 

therefore serve as behavioural explanations for the weekend effect. 

Measures of daily index returns as the dependent variable in the upcoming fixed 

effects models are constructed as follows: 

𝑟𝑎𝑤𝑟𝑒𝑡𝑢𝑟𝑛 , =  
𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,

𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,
− 1 

 

𝑙𝑜𝑔𝑟𝑒𝑡𝑢𝑟𝑛 , = 𝑙𝑜𝑔 ( 
𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,

𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,
) 

 

The ordinary return measure rawreturn reflects the arithmetic daily return of an in-

dex while the variable logreturn measures the logarithmic daily return of an index. 

Both return measures are approximately equal when returns are small but their dif-

ference in calculated return values increases as the difference between index closing 

price at day t and closing price at day t-1 increases both for negative and positive 

returns. Nevertheless, logarithmic returns bear a significant advantage over arith-

metic or ordinary returns by being symmetric while ordinary returns are not. This 

characteristic difference between both measures is reflected in the following exam-

ple: an arithmetic return increase of +50% of a 100 Euro investment, followed by a 

decrease of -50%, yields a final value of 75 Euro while a logarithmic return increase 
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and subsequent decrease of +50 and -50%, respectively, results in a final value of 

100 Euro, equal to the initial investment. 

Control variables included in later presented fixed effects models comprise an al-

ternative measure of the daily stock price volatility defined as hlmean as well as the 

daily change of the USD/EUR exchange rate, defined as USDEURchange.  

The variable hlmean puts the difference between today’s high and today’s low (in-

dex price) in relation to the respective mean weekly closing price of that specific 

index and is denoted as follows: 

ℎ𝑙𝑚𝑒𝑎𝑛 , =  
(ℎ𝑖𝑔ℎ 𝑝𝑟𝑖𝑐𝑒 , − 𝑙𝑜𝑤 𝑝𝑟𝑖𝑐𝑒 , )

𝑚𝑒𝑎𝑛 𝑤𝑒𝑒𝑘𝑙𝑦 𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,
 

I expect the control variable hlmean to be negatively correlated with daily stock 

index returns as increases in this stock price volatility measure translates into a 

greater fluctuation in intraday index prices, which is associated with increases in 

uncertainty and risk. Ultimately, increased risk and uncertainty should generally 

lead to lower index returns. 

In regards to the applied control variable USDEURchange, I expect the USD/EUR 

exchange rate to be positively correlated with daily returns of European stock 

indices as increases in the euro rate translates into depreciations of the Euro 

currency, which makes investments in European stocks or indices more appealing 

and profitable for non-Euro investors. The resulting increased demand for European 

assets by non-Euro investors ultimately should lead to higher prices of European 

assets thus increased returns of the European stock indices under study. 

The control variable USDEURchange as well as the previously introduced indirect 

proxies of investor sentiment being the daily return of gold future prices at the 

commodity exchange denoted in EUR and USD (goldeurreturn and goldusdreturn, 

respectively), daily returns of the volatility indices VSTOXX and VDAX 

(vstoxxreturn and vdaxreturn, respectively) as well as the average daily return of a 

blend of German government bonds ‘Bunds’ with a duration of 10 years and 30 

years (bund10return and bund30return, respectively) are all calculated according to 

the ordinary arithmetic return formula: 

𝑟𝑒𝑡𝑢𝑟𝑛 , = =  
𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,

𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒 ,
− 1 

 
In-depth examinations of the longitudinal dataset reveal that the data under study 

feature linear heteroscedasticity and display serial correlation, i.e. autocorrelation. 

Based on the assumption of normally distributed errors, the Breusch-Pagan test 

(1979) and Cook–Weisberg test (1983) for heteroscedasticity indicate that the var-

iance of the errors in a OLS regression of the index return series on the applied 
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independent variables including weekday dummies is not constant and therefore is 

heteroscedastic. The respective outputs of the conducted tests for heteroscedasticity 

are displayed in table 13 in the Appendix. In the case of conditional heteroscedas-

ticity regarding the error process, many popular autocorrelation tests like the Box-

Pierce test (1970), the refined Ljung-Box test (1978) and the Breusch-Godfrey test 

(both 1978) are not applicable for testing serial correlations. However, the Cumby-

Huizinga (1992 and 1990) general test for autocorrelation reveals that daily returns 

display a serial correlation at lag order 1. The respective outputs of the conducted 

tests are likewise presented in table 13 in the Appendix. To account for the detected 

heteroscedasticity and first-order autocorrelation, I fit a GARCH(1,1) model to the 

data. This generalised autoregressive conditional heteroscedasticity (GARCH) 

model is especially suitable for modelling the financial time series under study that 

feature time-varying volatility and volatility clustering. The GARCH model con-

sists of two components, an ARCH term and a GARCH term. The GARCH(p,q) 

model was first introduced by Bollerslev (1986) and was developed based on the 

ARCH model proposed by Engle (1982). The GARCH model can be regarded as 

an extension or generalisation of the original ARCH model since it assumes an au-

toregressive moving average model (ARMA) model for the error variance. The 

ARMA model yields the conditional mean/ standardised residuals of the examined 

return series while the GARCH model specifies the conditional variance of the re-

turn series. In other words, the conditional mean of the process is modelled as 

ARMA whereas the conditional variance is modelled as GARCH. A GARCH(1,1) 

model is a specification of the general GARCH(p,q), where p defines the order of 

the GARCH terms σ  and q represents the order of the ARCH terms ϵ .  

For a GARCH(p,q) model, the following restriction applies: if the input argument 

is specified as p > 0, then q > 0 has to be specified. For p = 0, the GARCH(p,q) 

model is equivalent to an ARCH(q) model. Consequently, I set the number of 

lagged squared innovations (ARCH terms) q = 1, which gives the GARCH(1,1) 

model specification: 

𝜎 = 𝛼 + 𝛼 𝑋 + 𝛽 𝜎   

where  α > 0, α > 0, β > 0 𝑎𝑛𝑑  α + 𝛽 > 0  

The term 𝜎  represents the conditional variance in returns at time t,  𝑋  represents 

last period’s squared return, 𝜎  represents last period’s variance in returns and 

𝛼 , 𝛼  and 𝛽  represent coefficients. Therefore, the forecast of the variance in re-

turns for the next period is a blend of last period’s squared returns and last period’s 
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variance in returns. In other words, the future variance is predicted based on its own 

past and the past of the time series ( conditional variance). 

The parameter 𝑋  is derived from an ARMA(1,1) model. 

The ARMA(1,1) model is denoted as follows:  

𝑋 = 𝑐 +  ε + 𝜑 𝑋 +  𝜃  𝜀  

where 𝑋  represents the conditional mean in returns at time t, 𝑋  represents last 

period’s return, c is a constant,  ε  and ε  represent white noise error terms, 𝜑  

and  𝜃  represent parameters of the model. 

The lag length p = 1 for the applied GARCH(p,q) model has been established by an 

examination of serial correlations for up to four lags by conducting the previously 

mentioned Cumby-Huizinga (1992 and 1990) general test for autocorrelation, 

which indicated first-order autocorrelation (see table 13 in the Appendix). 

The respective parameters being the residuals (conditional means of index returns) 

and the conditional variances of the applied GARCH(1,1) model were estimated 

separately for all nine indices under study by the Maximum-Likelihood method.  

The model parameters were estimated based on a Gaussian innovation distribution 

since the Akaike information criterion (AIC), and Bayesian information criterion 

(BIC) both reveal that the estimated model with Gaussian distribution fits the data 

better than a model with a Student’s t distribution in regards to the innovation dis-

tribution. This estimated residuals (conditional means) and conditional variances of 

daily returns for each of the nine indices under study have been computed based on 

the logarithmic daily return measure (logreturn). GARCH(1,1) model parameter es-

timates (residuals and conditional variances) based on logarithmic returns are 

employed in the fixed effects models presented in section 3.3.3 of this paper in the 

context of robustness checks.  

GARCH models have been increasingly popular in analysing time-series of stock 

returns since they do not assume a constant variance but a time-varying variance in 

stock returns and therefore might be able to provide more robust and meaningful 

insights into the weekend effect compared to traditional econometric approaches 

(see f.e. Zhang et al., 2017; Dolye & Chen, 2009; Kiymaz & Berument, 2003; Her-

watz, 2000).  

Conolly (1989 and 1991), who examined the robustness of the weekend effect for 

one in regards to its temporal persistence and for another regarding different esti-

mation methods, points out that results and estimates largely differ depending on 

the applied statistical test. The author documents that fitting a GARCH model to 

the data predicts only weak statistical evidence of a weekend as compared to 
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ordinary OLS regressions without fitted data in which the variance in stock returns 

is assumed to be constant and a weekend effect is estimated to be statistically sig-

nificant and higher in magnitude (Connolly, 1989). Therefore, I present fixed ef-

fects models based on estimates of a GARCH(1,1) model parameter estimates to 

examine the robustness of the weekend effect in chapter 3.3.3.  

In the following chapter, I first present the outcomes of the weekend effect analysis 

where I examine whether a weekend effect regarding index returns is of existence 

in the data under study, followed the analysis of behavioural explanations for the 

weekend effect. Finally, I conduct robustness checks to verify prior findings of the 

weekend effect analysis by running fixed effects regressions on computed estimates 

of an GARCH(1,1) model.
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Table 1. Summary statistics 

The following table presents summary statistics of all applied variables in the performed fixed effects regressions throughout this paper. 

 
variable N mean p50 min max sd cv p25 p75 
rawreturn 41590 0.0003332 0.0007076 -0.1597381 0.1567676 0.013569 40.72296 -0.0051352 0.0063632 
logreturn 41590 0.0002409 0.0007073 -0.1740416 0.1456295 0.0135925 56.41913 -0.0051484 0.006343 
GARCH_Residual 41590 -0.0004179 0.0000521 -0.1745228 0.1451484 0.0135927 -32.5293 -0.0058011 0.0056718 
GARCHcondVar 41590 0.000193 0.0001212 0.0000214 0.0098756 0.0002859 1.481554 0.0000758 0.0002222 
hlmean 41590 0.0133143 0.0100439 0 0.1884025 0.0122322 0.9187279 0.0061272 0.0167229 
vstoxxreturn 41590 0.0016872 -0.0043711 -0.3525513 0.6004826 0.0621013 36.80725 -0.0345709 0.0303498 
vdaxreturn 41590 0.0013076 -0.0020601 -0.3092783 0.5080918 0.0549529 42.02724 -0.0313707 0.027759 
bund10return 41590 0.0000549 0.0000766 -0.049872 0.0591895 0.0036744 66.92981 -0.0016656 0.0018753 
bund30return 41590 0.0001128 0.0001967 -0.0632107 0.0740243 0.0057194 50.69376 -0.0029516 0.0032194 
goldusdreturn 41590 0.0003962 0.0004091 -0.0879506 0.1143954 0.0113365 28.6165 -0.0050233 0.0063089 
goldeurreturn 41590 0.0003486 0.0003001 -0.08348 0.098471 0.0107912 30.95366 -0.0049484 0.0056903 
USDEURchange 41590 -0.0000116 -0.0001285 -0.0335072 0.0299162 0.0063321 -544.1011 -0.0036071 0.0037213 

 
Note: the variables GARCH_Residual and GARCHcondVar were derived from a GARCH(1,1) model with Gaussian innovation distribution based on daily 

logarithmic returns (logreturn). 
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3.3. Main results and robustness checks 

This paper’s main objective is to examine whether daily returns of nine European 

stock indices are affected by the day of the week in a way that returns on Friday 

and Monday are higher and lower, respectively, on average and if true, to test 

whether behavioural explanations namely investor sentiment is able to explain this 

market anomaly. The existence of a weekend effect in the dataset under study is 

analysed from different perspectives as stated by the alternative hypotheses H1 to 

H4. The traditional weekend is examined according to the alternative hypothesis 

H4, which comprises the direct comparison between Friday and Monday returns. 

The findings of the weekend effect analysis is outlined in chapter 3.3.1 

Results of the mediation testing approach based on the statistical model used for 

alternative hypothesis H4 with the involvement of indirect proxies of investor sen-

timent being daily volatility index returns (H1b), average daily German government 

bond returns (H2b) and daily gold future returns (H3b) as behavioural explanations 

for the weekend effect are presented in chapter 3.3.2. Furthermore, I present sepa-

rate mediation and effect paths analyses according to SEM to validate the mediation 

of investor sentiment measures on the weekend effect.   

All fixed effects regressions presented in chapter 3.3.1 and 3.3.2 are based on the 

logarithmic return measure as the dependent variable since the comparison of re-

gression outputs between log-returns and raw-returns indicate that the logarithmic 

return measure does a better job in capturing interferences between the day of the 

week and index returns. However, interferences and conclusions according to fixed 

effects regression based on raw-returns only slightly differ to these presented in the 

upcoming chapter. 

For reasons of clarity and comprehensibility, the statistical results of all performed 

analyses in chapter 3.3 are displayed at the end of this chapter. The detailed results 

of the conducted fixed effects regression including coefficients, standard errors, t-

values and p-values of all applied variables are presented in the Appendix. 

 
3.3.1. Analysis of the weekend effect 

The respective regression outcomes regarding the weekend effect analysis are 

presented in table 2 at the end of chapter 3.3. 

By examining the weekend effect through different lenses as stated in the alterna-

tive hypotheses H1-H4, I aim to provide statistical evidence whether Friday and 
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Monday returns are significantly different compared to the respective reference cat-

egories under study (H1-H3) as well as significantly different when compared di-

rectly to each other (H4).  

To examine hypotheses H1-H4, I conduct fixed effects regressions of the logarith-

mic return on respective dummy variables that reflect the day of the week while 

controlling for the daily USD/EUR exchange rate change, a variance proxy being 

the variable hlmean and the logarithmic return at time t-1 (logreturnyesterday) to 

account for the detected first order autocorrelation. The conducted fixed effects re-

gression models can be formulated as follows: 

𝑙𝑜𝑔𝑟𝑒𝑡𝑢𝑟𝑛 ,
̈ = 𝑿 ,

̈ 𝜷 + 𝑢 ,̈  

where the regressor matrix 𝑿 ,
̈  comprises the variables USDEURchange, hlmean, 

logreturnyesterday as standard features and respective dummy variables that reflect 

the day of the week dependent on the tested alternative hypothesis. Dummy varia-

bles of the following weekdays are included in the respective fixed effects regres-

sions within the scope of testing alternative hypotheses H1-H4: Monday (Panel H1-

1) and Friday (Panel H1-2), both Monday and Friday (Panel H2), Monday, Tues-

day, Thursday and Friday (Panel H3) and Monday, Tuesday, Wednesday and 

Thursday (Panel H4-1). Panel H4-2 comprises weekday dummy variables from 

Tuesday to Fridays thus sets Monday as the reference category, which obviously 

yields the same coefficients for the Monday-Friday return relationship as estimated 

in Panel H4-1. Nevertheless, the regression results in Panel H4-2 give an idea about 

the relationship between returns on Monday and other weekdays and therefore are 

shown for comparison reasons. 

According to alternative hypothesis H1, a weekend effect is of existence in my data 

if Monday returns are significantly lower compared to Tuesday to Friday returns 

and Friday returns are significantly higher compared to Monday to Thursday re-

turns. A look on the coefficient of the Monday dummy variable in the fixed effects 

model output reported in Panel H1-1 gives indication that Monday returns are lower 

compared to Tuesday-Friday returns due to its negative sign;  however, this findings 

is not statistically significant at the 5% level as a p-value of 0.0611 implies. Fur-

thermore, the magnitude of a hypothetical Monday effect is rather small and trans-

lates into a decrease of only approximately 0.042% in daily index returns on Mon-

day compared to Thursday-Friday, ceteris paribus. Control variables being daily 

USD/EUR exchange rate changes (USDEURchange) as well as the alternative daily 

index return volatility measure (hlmean) have predictive power in the first Panel 

H1-1 by featuring coefficients that are statistically significant at the 5% level and 
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0.1% level, respectively, and are negatively correlated with daily logarithmic index 

returns. A negative relation between the daily index volatility measure and daily 

logarithmic index returns lies within expectations; however, I expected the daily 

USD/EUR exchange rate to exhibit a positive rather than a negative correlation with 

European stock index returns. A gain of the Euro currency compared to USD makes 

investments in European companies less attractive for US investors, which gener-

ally should lead to decreasing prices of European stocks due to the decreased de-

mand by non-Euro investors. Nevertheless, one explanation for the finding of a 

negative relation between the Euro rate and European stock index return could be 

that existing individual and especially institutional US investors of European stocks 

want to take advantage of the stronger Euro currency and thus might sell their ex-

isting investments to cash out and transfer their money back to the US. The corre-

sponding Panel H1-2 reports the output from a fixed effects model that examines 

the second part of alternative hypothesis H1. The positive and statistically signifi-

cant (at the 5% level) coefficient of the Friday dummy indicates that returns on 

Fridays are higher compared to returns from Monday to Thursday, in numbers ap-

proximately 0.044% higher, ceteris paribus. The magnitude of the effect is very 

small, however, it is still of existence. Overall, in the context of the first alternative 

H1, I cannot reject the null hypothesis at the 5% level that returns are equal during 

a week and conclude that a clear statistical evidence for a weekend effect cannot be 

established based on these two regression models.  

Alternative hypothesis H2 involves the comparison of both Monday and Friday re-

turns with returns from Tuesday to Thursday. Consequently, both Monday and Fri-

day dummies are included in the fixed effects regression equation to examine these 

relationships; the regression output is displayed in Panel H2. Similar to the model 

outcomes for the first alternative hypothesis H1, the coefficient for the Monday 

dummy features a negative coefficient while the Friday dummy coefficient exhibits 

a positive sign. This indicates that Monday (Friday) returns are lower (higher) com-

pared to Tuesday to Thursday returns, however, both Monday and Friday dummy 

coefficients are not statistically significant at the 5% level. While the coefficient of 

the Friday dummy features a p-value of 0.0582 and is just not statically significant 

at the 5% level, the Monday dummy coefficient exhibits a p-value of 0.0902 and is 

far from being statistically significant at the 5% level, which gives indication that 

index returns seem to be more strongly linked to Fridays than to Mondays. 
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Overall, I conclude that I cannot reject the H0 at the 5% significance level in the 

context of the second alternative hypothesis H2 as I am not able to find clear statis-

tical evidence for a weekend effect based on this model specification.  

Panel H3 displays the model estimates for the third alternative hypothesis H3, 

which implies the comparison of Monday and Friday returns with Wednesday re-

turns as the reference category. The shown fixed effects regression output shows 

that Friday returns are higher compared to Wednesday returns with this findings 

being statistically significant at the 5% level while Monday returns do not seem to 

be statistically different to Wednesday returns (p-value 0.2963). As a result, I infer 

that the null hypothesis cannot be rejected at a 5% significance level in the context 

of the third alternative hypothesis H3.  

Panel H4-1 presents the fixed effects model estimations with the inclusion of Mon-

day, Tuesday, Wednesday and Thursday dummy variables and therefore enables to 

examine the Monday-Friday return relationship directly. The direct comparison be-

tween Monday and Friday returns constitutes the traditional definition of the week-

end effect, and in the light of prior findings in Panel H1-H3, I expect a weekend 

effect for index return to be strongest and most pronounced when investigating it 

through this lens. While Panel H4-1 sets Friday as the reference category, Panel 

H4-2 sets Monday as the reference category thus shows interesting correlations be-

tween returns on Friday and other weekday and is presented for comparison rea-

sons. The coefficient of the Monday dummy in Panel H4-1 is negative and statisti-

cally significant at the 5% level (p-value 0.0404), which translates into Monday 

returns being significantly lower compared to Friday returns, ceteris paribus. To put 

it in numbers, Monday returns are approximately 0.069% lower compared to Friday 

returns, ceteris paribus. The coefficients of the control variables USDEURchange 

and hlmean are statistically significant at the 5% level and 0.1% level, respectively, 

and feature a negative correlation with daily logarithmic index returns. The coeffi-

cient of yesterday’s logarithmic return, which accounts for first-order autocorrela-

tion, is positive and not statistically significant at the 5% level (p-value 0.1040). 

Consequently, in the light of findings from Panel H4-1, I reject the null hypothesis 

at the 5% and accept alternative hypothesis H4 as a find statistical evidence that 

Monday returns are significantly smaller compared to Friday returns, ceteris pari-

bus. Even though I am able to determine a statistically significant weekend effect 

when comparing Monday and Friday returns directly, the magnitude of this effect 

is rather small. The economic significance of this effect is discussed in chapter 4. 

Interestingly, the coefficients of the Monday to Thursday dummies in Panel H4-1 
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monotonically increase by absolute numbers, which indicate that daily returns are 

lowest on Monday compared to Friday and monotonically increase over the week 

with highest returns on Friday.  

Since I now established statistical evidence for a weekend as tested in alternative 

H4, I will continue be examining whether behavioural explanations, in particular 

indirect proxies of investor sentiment, are able to explain and serve as a valid 

mediator variables for the detected traditional weekend effect. The analysis of be-

havioural explanations for the weekend effect is presented in detail in the upcoming 

chapter. 

 
3.3.2. Analysis of behavioural explanations for the weekend effect 

In this chapter, I will examine whether indirect proxies of investor sentiment being 

daily returns of volatility indices, daily gold future returns as well as average daily 

German government bond returns serve as valid mediator variables for the weekend 

effect. As previously mentioned, the traditional definition of the weekend effect 

implies the direct comparison between Friday and Monday returns. Additionally, 

as the weekend effect analysis in chapter 3.3.1 reveals, the direct comparison be-

tween Friday and Monday returns as tested in hypothesis H4 (Panel H4-1) yields 

the strongest indication of a weekend-related effect on daily index returns, which is 

statistically significant at the 5% level and magnitude-wise also highest as com-

pared to all other weekday-return comparisons examined in Panels H1-H3. Due to 

this, I will examine behavioural explanations for the weekend effect in this paper 

based on the fixed effects model specification from Panel H4-1 by conducting a 

popular three-step approach by Baron & Kenny (1986) that encompasses testing for 

statistical mediation.  

In simple terms, a mediator or mediating variable is a variable Z, which conveys 

the effect of X on Y in a causal relationship structure that is X  Z  Y.  

A mediation model, therefore, implies that the independent variable influences the 

mediator variable, which in turn influences the dependent variable; thus, the direct 

relationship between X and Y is either less significant in the case of a partial medi-

ation and not significant (anymore) in the case of a full mediation of Z. 

According to Baron & Kenny (1986), the following three requirements need to be 

met to verify a mediation effect as explained based on a simple regression model: 

1. X is a significant predictor for Y (𝑏  is statistically significant in the regression 

model 𝑌 = 𝑏 + 𝑏 (𝑋) + 𝑒) 

2. X is a significant predictor for the mediator variable Z (𝑏  is statistically signif-

icant in the regression model  𝑍 = 𝑏 + 𝑏 (𝑋) + 𝑒) 
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3. Z is a significant predictor for Y after controlling for X (𝑏  is statistically sig-

nificant in the regression model 𝑌 = 𝑏 + 𝑏 (𝑋) + 𝑏 (𝑍) + 𝑒) 

3.1. In the case of a full mediation of Z, the effect of X on Y (𝑏 ) must not be 

significant anymore after controlling for Z  

3.2. In case of a partial mediation of Z, the effect of X on Y (𝑏 ) must be less 

significant and smaller in absolute value as compared to the coefficient of 

X in step 1 (𝑏 ) after controlling for Z.  

In the context examining behavioural explanations for the weekend effect, the latter 

presented approach translates into testing whether indirect proxies of investor sen-

timent (Z) are able to clarify the nature of the relationship between the day of the 

week (X) and daily index returns (Y).  

The first requirement to verify a mediation of investor sentiment on the weekend 

effect has already been met and established in the previous chapter where I statisti-

cally prove that Monday returns are smaller compared to Friday returns, ceteris pa-

ribus, with this finding being statistically significant at the 5% level (alternative 

hypothesis H4). However, since the magnitude of this effect is very small and trans-

lates into a decrease of daily index returns of only approximately -0.069% if the 

weekday is a Monday compared to being a Friday, ceteris paribus, it could be prob-

lematic to verify a mediation for such small numbers.  

 
3.3.2.1. Second step of the mediation testing approach 

The second requirement according to Baron & Kenny (1986) involves running re-

gressions of the mediator variable under study on the independent variables of the 

model from step 1. The results of the respective fixed effects regressions regarding 

step 2 of the mediation testing approach are displayed at the end of chapter 3.3 in 

table 3.  

The Monday dummy coefficient displayed in Panel H1b-1M and H1b-2M, which 

test whether daily returns of the volatility indices VSTOXX (H1b-1M) and VDAX 

(H1b-2M) are statistically different on Monday compared to Friday, is positive and 

statistically significant at the 0.1% level. A positive and statistically significant 

Monday coefficient in both Panel H1b-1M and H1b-2M reveal that Mondays are 

associated with increases in the expected volatility of the EURO STOXX 50 and 

DAX index, respectively, compared to Fridays thus market participants could be 

described as being more nervous on Mondays versus Fridays. Latter finding fulfils 

the second requirement in the context of mediation testing as by Baron & Kenny 

(1986) since a mediator variable is only able to covey an observed relationship if 
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the mediator is also related to the independent variable of that observed relation-

ship; otherwise, there would be nothing to mediate. Numerically speaking, Mon-

days feature an increase in daily VSTOXX (VDAX) volatility index returns of ap-

proximately 2.32% (2.17%) compared to Fridays, ceteris paribus. Similar as in 

Panel H4-1, the coefficients of the Monday to Thursday dummies feature a mono-

tonically decreasing series in terms of numbers, which indicates that implicit vola-

tility returns and therefore investor fear is highest on Monday and monotonically 

decreases in the course of a week with lowest market tension observed on Fridays.  

In Panel H2b-1M and H2b-2M, I test whether the second step of the mediation 

testing approach is met regarding average daily German government bond returns 

with durations of 10 and 30 years, respectively, as the mediator variables under 

study. The Monday dummy coefficient turns out to be very similar in both fixed 

effects regressions with average daily returns of German government bond with a 

duration of 10 years (H2b-1M) and 30 years (H2b-2M), respectively, as dependent 

variables. In both cases, the coefficient features a positive sign and is statistically 

significant at the 0.1%, which reveals a positive relation between Monday and av-

erage daily German government bond returns compared to Friday; however, the 

magnitude of this effect is considerably smaller as the previously detected relation 

between volatility index returns and the day of the week. Nevertheless, this finding 

indicates that on Mondays, investors seem to have a tendency to buy (or a reluctance 

to sell) assets that are considered as safe and of high quality compared to Fridays, 

which is reflected in the increase of daily German government bond returns on 

Monday versus Friday. Numerically speaking, both German government bond cat-

egories with 10-year and 30-year duration exhibit an approx. 0.016% higher aver-

age return on Mondays compared to Fridays, ceteris paribus, which might translate 

into investors being more cautious and less risk-seeking on Monday compared to 

Friday. 

The alternative hypothesis H3b, which involves the examination of daily gold fu-

ture returns denoted in USD and EUR as indirect proxies of investor sentiment for 

the weekend effect, is tested in regards to the second step of the mediation analysis 

in Panel H3b-1M and H3b-2M, respectively. Despite the fact that daily gold future 

returns and average daily German government bond returns have the same spirit 

from a behavioural perspective, the sign of the Monday coefficient is negative in 

Panel H3b-1M and H3b-2M and thus stands in contrast to the coefficients displayed 

in Panel H2b-1M and H2b-2M. The finding of quite similar lower gold future re-
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turns for both notations in USD and EUR on Mondays compared to Fridays is sta-

tistically significant at the 0.1% level and indicates that investors are less willing to 

buy (or more willing to sell) gold on Monday compared to Friday. This finding 

contradicts my initial assumption of higher gold returns on Mondays compared to 

Fridays as regarded from a behavioural perspective. Since gold prices are 

determined by an interplay of various forces such as the oil price, prices of other 

commodities, interest rates, speculations as well as political events, it is likely that 

daily gold returns are not able to reflect investor emotions such as a fear of inflation 

or caution and therefore are possibly inadequate in reflecting sentiment among in-

vestors.  

 
3.3.2.2. Third step of the mediation testing approach – final mediation models 

After the second requirement in testing mediation according to the Baron & Kenny 

(1986) approach is now fulfilled for the hypothetical mediator variables under 

study, I construct mediated models in line with step 3 of the mediation testing ap-

proach to finally assess whether the ‘traditional’ weekend effect as tested in H4 is 

(at least partly) conveyed by the respective mediator variables.  

The regression estimates of the final mediated models that feature the same model 

specification as tested in H4 except of having an additional mediator variable in-

cluded as an independent variable, are outlined in table 4 at the end of chapter 3.3.  

Panels H1b-1 and H1b-2 display the regression outputs of the final mediated models 

in regards to the examined alternative hypothesis H1b, which claims that daily vol-

atility index returns are at least to some extent able to explain the weekend effect 

from a behavioural perspective. The mediator variables vstoxxreturn in Panel H1b-

1 and vdaxreturn in Panel H1b-2 take on a negative sign in both cases and are sta-

tistically significant at the 0.1% level and 1% level, respectively. Besides the as-

sumed ability of (implicit) volatility indices such as VSTOXX and VDAX to reflect 

investor sentiment to some extent, their performance is commonly negatively re-

lated to their underlying stock index, which is reflected in the highly negative coef-

ficient of both daily volatility return variables in the presented regression outputs. 

Intuitively, such finding seems plausible since a rise of fear among market partici-

pants (increasing volatility index returns) tends to result in a decreased demand for 

risky assets and thus a decline in stock prices. To test whether the weekend effect 

mediated by indirect sentiment measures such as daily volatility index returns, we 

also have to take a close look at the coefficient of the Monday dummy in the dis-

played regression estimates. As mentioned before, the coefficient the Monday 

dummy variable must not be statistically significant anymore and/or be smaller in 
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absolute numbers in the final mediation models in the case of a full mediation and 

partial mediation, respectively. In the case of the mediated models presented in 

Panel H1b-1 and H1b-2, I find that in both cases the Monday dummy coefficient 

surprisingly changes its direction and now takes on a positive sign while still being 

statistically significant at the 5% level.  

This outcome indicates multicollinearity, in particular, collinearity between the re-

spective mediator variable vstoxxreturn or vdaxreturn and the Monday dummy var-

iable. Table 5 at the end of chapter 3.3 displays a correlation matrix of all the vari-

ables applied in the mediation models. Correlation statistics reveal that daily returns 

of both volatility indices exhibit a similar, relatively high, positive correlation with 

Mondays, numerically speaking a correlation of approximately 0.13. Consequently, 

the sign reversal of the Monday dummy coefficient in the mediated models shown 

in Panel H1b-1 and H1b-2 can be explained by the fact that Mondays and volatility 

index returns both feature a negative correlation with the dependent variable, loga-

rithmic stock returns, while these two independent variables itself feature a positive 

correlation. Furthermore, the negative effect of volatility index returns on logarith-

mic stock returns is much stronger as compared to the detected weekend effect, 

which also contributes to the sign reversal of the Monday coefficient. However, 

since the Monday has not lost its statistical significance in the mediated models 

shown in Panel H1b-1 and H1b-2, I conclude that volatility index returns are not 

able to mediate the weekend effect and therefore do not serve as a behavioural ex-

planation for this market anomaly. Consequently, I cannot reject the null hypothesis 

in the context of testing mediation for the weekend effect that investor sentiment as 

measured indirectly by daily volatility index returns is not able to explain the week-

end effect. 

In Panel H2b-1 and H2b-2, I present the estimation outcomes of the mediated mod-

els in regards to daily German government bond returns as included mediator vari-

ables. While the coefficients of the bund10return and bund30return variables both 

are negative and statistically significant at the 5% level in the final mediation mod-

els, the magnitude of the negative effect of average daily bond returns with a dura-

tion of 10 years is considerably greater compared to the estimated effect of average 

daily bond returns with a duration of 30 years. Numerically speaking, an increase 

of 1% in average daily German bond returns with a duration of 10 and 30 years is 

associated with a decrease in daily stock returns of approximately -0.192% and -

0.124%, respectively, ceteris paribus. As compared to the Monday dummy coeffi-

cient of -0.00069288 and a p-value of 0.0404 in the weekend analysis regression 
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from Panel H4-1, the Monday dummy coefficient in the mediated model shown in 

Panel H2b-2 (30-year bond returns) slightly decreased in size and partially lost its 

statistical significance, however, the association remains significant at the 5% level. 

I thus conclude that average daily German government bond returns with a duration 

of 30 years are not able to mediate the weekend effect and the null-hypothesis in 

the context of analysing behavioural explanations for the weekend cannot be 

rejected for this specific sentiment measure. The mediation models that include av-

erage daily returns of German government bonds with a duration of 10 years as 

shown in Panel H2b-2 draw a different picture as portrayed in Panel H2b-1. After 

including the mediator variable bund10return in the fixed effects model, the Mon-

day dummy coefficient turns out to be not statistically significant anymore at the 

5% level (p-value of 0.0539). This outcome indicates that lower returns on Mon-

days compared to Fridays can to some extent be explained by investor sentiment, 

namely by an increased demand of assets that are considered as safe and of high 

quality due to increased concerns, nervousness and possibly fear among investors 

on Mondays compared to Fridays.  

Since the Baron & Kenny (1986) three-step approach indicates valid partial medi-

ation, I conducted an additional mediation analysis based on structural equation 

modelling (SEM) which results are presented in table 6. SEM enables me to distin-

guish between direct and indirect effects in the context of mediation testing. The 

direct and indirect effects on daily logarithmic returns are estimated based on a re-

duced model that only comprises daily logarithmic returns as the dependent varia-

ble, Monday to Thursday dummy variables and average daily returns of German 

government bonds with a duration of 10-years. The direct effect section in table 6 

refers to the direct effect of Monday on logarithmic stock index returns in consid-

eration of a mediation by average daily 10-y. German government bond returns. 

The indirect effect section refers to the effect of Monday on logarithmic stock index 

returns that passes through the mediator variable namely average daily 10-y. Ger-

man government bond returns. The total effect section in turn displays the total 

effect of Monday on logarithmic stock index returns under the assumption that no 

mediation variable is included in the model. Thus, the sum of direct and indirect 

effect yields the total effect.  

The proportion of the total effect that is mediated in this reduced model (ratio of 

indirect to total effect) is approx. 4.22% and therefore rather low.  

The ratio of the indirect effect to the direct effect is approx. 4.4% and thus as well 

quite small. All effect paths in this SEM approach are statistically significant at 



52 

least at the 1% level as the respective z-values indicate; I therefore conclude that 

the weekend effect to small extent can be explained by investor sentiment as indi-

rectly measured by average German government bond returns with a duration of 

10-years. Thus, I find mixed support for the alternative hypothesis H2b since I show 

that 30-y. German government bond returns are not able serve as a valid mediator 

for the weekend effect while average daily returns of German government bonds 

with a duration of 10 years are at least able to convey a small fraction of the negative 

effect of Mondays on stock returns compared to Fridays.  

Finally, in the context of testing alternative hypothesis H3b, I include daily gold 

future returns denoted in USD and EUR as intervening variables in the final medi-

ation models, which outputs are shown in Panel H3b-1 and H3b-2, respectively. 

Since the coefficients of both mediator variables goldusdreturn and goldeurreturn 

turn out to be statistically insignificant at the 5% level while the Monday coeffi-

cients remain statistically significant at the 5% level in both mediation models, I 

conclude that daily gold future returns in both notations do not serve as valid medi-

ator variables for the weekend effect as tested in H1b. Consequently, I cannot reject 

H0b in the context of examining behavioural explanations for the weekend effect, 

which states that indirect proxies of investor sentiment are not able to explain at 

least some parts of the weekend effect.  

In summary, it can be stated that indirect proxies of investor sentiment might indeed 

give some indication about sentiment among investors during a week, which is 

reflected in the statistically significant Monday coefficients in step two of the me-

diation testing approach (table 3). However, when it comes to explaining the tradi-

tional weekend effect – the association between returns on Monday compared to 

Friday – I find that these indirect measures of investor sentiment under study are 

barely able to explain this market anomaly. Some statistical evidence for a valid 

mediation of the weekend effect is ascertained for average daily returns of German 

bonds with a duration of 10 years; however, the magnitude of the mediation effect 

of this indirect investor sentiment measure is rather small. 

Thus, I am not able to reject the null hypothesis in regards to the examination of 

alternative hypothesis H1b and H3b and found mixed support for alternative H2b 

with average daily 10-y. German government bond returns being a statistically sig-

nificant mediator variable for the weekend effect while average daily 30-y. German 

government bond returns are not.  

Economically speaking, the magnitude of the detected mediation effect of average 

daily 10-y. German government bond returns on the weekend effect of under 5% 
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according to estimates of the SEM is quite small and thus can be considered as 

rather insignificant. This especially is true in the light of the magnitude-wise rather 

small weekend effect detected in the data, which indicates a daily return difference 

of only approx. -0.069% between Monday and Friday as shown in Panel H4-1.  

In the following chapter, I examine the robustness of the weekend effect as tested 

in the alternative hypotheses H1-H4 by running fixed effects regressions based on 

computed estimates of a GARCH(1,1) model. 

 

3.3.3 Robustness checks 

In this chapter, I check the robustness of previous findings from the weekend effect 

analysis outlined in chapter 3.3.1 by first fitting a GARCH(1,1) model to the data 

under study (individually for each stock index) and consequently using the respec-

tive GARCH(1,1) model estimates within appropriate statistical models that test for 

a weekend-related effect on stock index returns. From an econometric perspective, 

this approach involves running fixed effects regressions of the conditional mean 

daily return estimates from a GARCH(1,1) model (GARCH_Residual) on 

respective weekday dummy variables while controlling for the USD/EUR exchange 

rate and the conditional variance of daily logarithmic returns (GARCHcondVar). 

The conditional variance of daily returns also originates from the GARCH(1,1) 

model and reflects the variance of log-returns for each stock index separately con-

ditional on its past performance. A comparison between the computed 

‘GARCHcondVar’ variable and the previously used alternative variance measure 

‘hlmean’ is presented in Figure 4 below, which reveals that the GARCH(1,1) model 

did a good job in predicting the conditional variance of daily log-return for each 

index. Even though the GARCH(1,1) model relies on less information about daily 

price fluctuations or deviations since it is only based on the logarithmic return series 

of the indices and thus solely on the indices’ closing prices while the alternative 

variance measure hlmean draw on additional price information including daily high 

and low prices, both variance measures turn out to have a surprisingly similar shape. 

The fixed effects regressions discussed in this section have the same objective and 

a similar construction as the regressions from the weekend analysis presented in 

chapter 3.3.1 and are displayed at the end of this chapter due to reasons of clarity 

and comprehensibility. Panel H1-1G and H1-2G test the alternative hypothesis H1 

in the context of its statistical robustness. The coefficient for the Monday dummy 

versus Tuesday-Friday as displayed in Panel H1-1G is negative albeit not statisti-

cally significant at the 5% level, which is compliant with my findings from Panel 
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H1-1 of the weekend effect analysis. Panel H1-2G confirms that Friday returns are 

higher compared to Monday-Thursday returns with this effect being statistically 

significant at the 5% level, which likewise is consistent with my findings from the 

weekend effect analysis. Thus, I cannot reject H0 based on the outcomes of these 

model specifications, which is congruent with my conclusion from the weekend 

effect analysis regarding alternative hypothesis H1.  

The second alternative hypothesis H2 based on the GARCH(1,1) model estimates 

is tested in Panel H2G, which shows the outcomes of the model specification that 

examines Monday and Friday returns versus Tuesday-Thursday returns. In accord-

ance with my findings from the previous weekend effect analysis, I find that Friday 

returns are higher, and Monday returns are lower compared to Tuesday-Thursday 

returns, though only the Friday dummy features a positive and statistically signifi-

cant (at the 5% level) coefficient while the Monday dummy coefficient is not sta-

tistically significant at the 5% level. Consequently, I again cannot reject H0 for this 

specific model specification in the context of robustness checks. 

Estimates of the fixed effects regression that examines the third alternative hypoth-

esis H3 in the context of its statistical robustness are presented in Panel H3G. The 

output of this specific model specification, which sets Wednesday as the reference 

category, reveals that both Friday returns are higher and Monday returns are lower 

compared to Wednesday returns; however, only the positive Friday dummy 

coefficient is statistically significant at the 1% level while the negative Monday 

dummy coefficient is not statistically significant at the 5% level. Thus, I cannot 

reject H0 for this model specification within the frame of robustness checks.  

Panel H4-1G and H4-2G, which examine the traditional definition of the weekend 

effect, i.e. the difference between Monday and Friday returns directly, confirm prior 

findings drawn from the weekend effect analysis in chapter 3.3.1 and reveal that the 

difference in returns between Monday and Friday is statistically significant at the 

5%. According to the shown fixed effects regression outputs, Monday returns are 

significantly lower compared to Friday returns while controlling for daily 

USD/EUR exchange rate changes and the conditional variance of daily index re-

turns. Therefore, it seems that the Monday-Friday return relationship also holds in 

this model specification with GARCH(1,1) estimates that account for first-order 

autocorrelation and heteroscedasticity; thus, the traditional weekend effect seems 

to be robust albeit again is rather small in size. 
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In regards to this model specification, I can reject the null hypothesis at the 5% 

significance level that returns are equal during a week in favour of alternative hy-

pothesis H4. Therefore, statistical evidence of a traditional weekend effect among 

nine European stock indices under study has been established, which is reflected in 

significantly higher index returns on Fridays compared to Mondays. While the true 

underlying reasons for this market anomaly remain unclear, behavioural explana-

tions are already able to explain a large part of the weekend effect as shown by 

Birru (2017) and Bakar et al. (2014) and thus constitute a reference point for future 

academic research that is worth to be examined in depth. 

 

Figure 5. Comparison between the conditional variance derived from a GARCH 

(1,1) model (GARCHcondVar) and the alternative variance measure ‘hlmean‘ 

This figure shows a comparison between the conditional variance of daily logarith-

mic index returns derived from a GARCH (1,1) model (upper graph) and the alter-

native variance measure hlmean (lower graph) used in previous fixed effects regres-

sions of the baseline weekend effect analysis.  
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Table 2. Analysis of the weekend effect 

The following table shows coefficients obtained from fixed effects panel regressions with standard errors adjusted for clusters (index). A full overview of the 

results is presented in the Appendix. 

 

  
 

logreturn Panel H1-1 Panel H1-2 Panel H2 Panel H3 Panel H4-1 Panel H4-2 

mon -0.00042413 - -0.00033567 -0.0002236 -0.00069288* - 

fri - 0.0004395* 0.00035714 0.00046928* - 0.00069288*     

USDEURchange -0.08567791* -0.08660855* -0.08590508* -0.08556104* -0.08556104* -0.08556104*     

hlmean -0.18039522*** -0.18013375*** -0.18021516*** -0.18043592*** -0.18043592*** -0.18043592*** 

logreturnyesterday 0.03549466 0.0352387 0.03537698 0.0353131 0.0353131 0.0353131      

tue - - - -0.00012293 -0.00059221* 0.00010067 

wed - - - - -0.00046928* 0.0002236 

thu - - - 0.00046444* -0.000004837 0.00068804* 

_cons 0.00271645*** 0.00254244*** 0.00262578*** 0.00251653*** 0.00298581*** 0.00229293***   

N 41590 41590 41590 41590 41590 41590 

r2 0.02703195 0.02704483 0.02713514 0.02734368 0.02734368 0.02734368 

r2_a 0.02693836 0.02695125 0.02701817 0.02717994 0.02717994    0.02717994 

       

    legend: * p<0.05; ** p<0.01; *** p<0.001 
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Table 3. Analysis of behavioural explanations for the weekend effect as tested in alternative hypothesis H4 – step 2 of the mediation analysis 

The following table shows coefficients obtained from fixed effects panel regressions with standard errors adjusted for clusters (index). A full overview of the 

results is presented in the Appendix. 

 
 
  Panel H1b-1M Panel H1b-2M Panel H2b-1M Panel H2b-2M Panel H3b-1M Panel H3b-2M 
Dependent variable: vstoxxreturn vdaxreturn bund10return bund30return goldusdreturn goldeurreturn 
mon 0.023279*** 0.02167798*** 0.0001675*** 0.0001679*** -0.00149307*** -0.00164003*** 
tue 0.0056226*** 0.0053775*** -0.00006357*** -0.0001116*** -0.00152342*** -0.00158583*** 
wed 0.00478943*** 0.00592816*** -0.00023622*** -0.00038016*** -0.00131814*** -0.00138912*** 
thu 0.00094054** 0.00271013*** 0.00054278*** 0.00072101*** -0.00181241*** -0.00187207*** 
USDEURchange 0.10073562*** -0.00223509 -0.02399412*** -0.008793*** -0.64377048*** 0.33987288*** 
hlmean 0.72046562*** 0.55825579*** -0.00056971 -0.00264688 0.01060425** 0.00814084* 
logreturnyesterday 0.13498375*** 0.04477528** 0.00016838 0.00479301* 0.01340282** 0.01004618* 
_cons -0.01480578*** -0.01322566*** -0.0000184 0.00006947* 0.00147522*** 0.00154056*** 
N 41590 41590 41590 41590 41590 41590 
r2 0.03527632 0.03147847 0.00695932 0.00441463 0.13223069 0.04398838 
r2_a 0.03511392 0.03131543 0.00679215 0.00424703 0.13208461 0.04382745 

       

    legend: * p<0.05; ** p<0.01; *** p<0.001 
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Table 4. Analysis of behavioural explanations for the weekend effect as tested in alternative hypothesis H4 – step 3 of the mediation analysis 

The following table shows coefficients obtained from fixed effects panel regressions with standard errors adjusted for clusters (index). A full overview of the 

results is presented in the Appendix. 

 
logreturn Panel H1b-1 Panel H1b-2 Panel H2b-1 Panel H2b-2 Panel H3b-1 Panel H3b-2 

mon 0.00172455* 0.00180851* -0.00065721 -0.00067061* -0.00068777* -0.00068141*     
tue -0.000008328 0.00002829 -0.00060575* -0.00060701* -0.00058699* -0.00058112*     
wed 0.00002809 0.00021477 -0.00051958* -0.00051969* -0.00046476* -0.00045956*     
thu 0.00009283 0.00030788 0.00011075 0.00009079 0.000001371 0.000008256 

USDEURchange -0.07510007* -0.08581895* -0.09067056* -0.0867272* -0.0833559** -0.08793817*     
hlmean -0.10561858*** -0.11601951*** -0.18055724*** -0.18078696*** -0.18047224*** -0.18049286***   

logreturnyesterday 0.0493306* 0.04047966 0.03534896 0.03594877 0.03526719 0.03524284      
vstoxxreturn -0.10384581*** - - - - - 
vdaxreturn - -0.11538869** - - - - 

bund10return - - -0.21294895* - - - 
bund30return - - - -0.13262369* - - 
goldusdreturn - - - - 0.00342535 - 
goldeurreturn - - - - - 0.00699416 

_cons 0.00144829** 0.00145971** 0.00298189*** 0.00299502*** 0.00298075*** 0.00297503***   
N 41590 41590 41590 41590 41590      41590 
r2 0.24455966 0.2381704 0.03063524 0.03044485 0.02735076 0.02737316      

r2_a 0.24441431 0.23802383 0.03044874 0.03025831 0.02716363 0.02718603 

       

    legend: * p<0.05; ** p<0.01; *** p<0.001 
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Table 5. Correlation matrix  

The following table displays correlations between selected variables used in respective fixed effects regression models in this paper 
 

  logreturn mon tue wed thu fri 
vstoxx- 
return 

vdax- 
return 

bund10- 
return 

bund30- 
return 

goldusd- 
return 

goldeur- 
return 

logreturn 1            
mon -0.0126 1           
tue -0.0087 -0.249 1          
wed -0.0049 -0.249 -0.254 1         
thu 0.0109 -0.247 -0.252 -0.252 1        
fri 0.0154 -0.246 -0.251 -0.251 -0.249 1       
vstoxxreturn -0.479 0.1307 -0.01 -0.017 -0.046 -0.057 1      
vdaxreturn -0.4712 0.1308 -0.016 -0.011 -0.038 -0.066 0.863 1     
bund10return -0.0545 0.0103 -0.019 -0.044 0.0638 -0.011 0.071 0.088 1    
bund30return -0.0531 0.0077 -0.017 -0.041 0.0563 -0.007 0.075 0.099 0.901 1   
goldusdreturn 0.0179 -0.023 -0.009 -0.005 -0.017 0.0534 0.01 0.013 0.0704 0.07 1  
goldeurreturn -0.0031 -0.009 -0.016 -0.004 -0.031 0.0603 0.014 0.012 0.0491 0.0695 0.8332 1 
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Table 6. Mediation analysis of ‘bund10return’ based on structural equation modelling (SEM)   

The following tables present the additional mediation analysis of the intervening variable ‘bund10return’ on the weekend effect based on a SEM, which yields 

direct effects, indirect effects and total effects. The results contribute towards comprehending the respective effect paths in this reduced statistical model. 

 

 

(continued) 

  Direct effects Coef. OIM Std. Err. z P>|z| [95% Conf. Interval] 

Structural       

bund10return        

mon 0.0001577 0.0000572 2.76 0.006 0.0000457 0.0002698 

tue -0.0000594 0.0000568 -1.05 0.295 -0.0001707 0.0000518 

wed -0.0002365 0.0000567 -4.17 0 -0.0003476 -0.0001253 

thu 0.0005498 0.0000569 9.66 0 0.0004382 0.0006614 

logreturn        

bund10return -0.2049033 0.0181546 -11.29 0 -0.2404856 -0.169321 

mon -0.0007331 0.0002117 -3.46 0.001 -0.0011481 -0.0003181 

tue -0.0006679 0.0002102 -3.18 0.001 -0.0010798 -0.000256 

wed -0.0006012 0.0002101 -2.86 0.004 -0.0010129 -0.0001895 

thu -0.00001 0.000211 -0.05 0.962 -0.0004236 0.0004036 
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Indirect effects Coef. OIM Std. Err. z P>|z| [95% Conf. Interval] 

Structural       

bund10return <-       

mon 0 (no path)     

tue 0 (no path)     

wed 0 (no path)     

thu 0 (no path)         

logreturn <-       

bund10return 0 (no path)     

mon -0.0000323 0.0000121 -2.68 0.007 -0.000056 -0.00000868 

tue 0.0000122 0.0000117 1.04 0.297 -0.0000107 0.0000351 

wed 0.0000485 0.0000124 3.91 0 0.0000242 0.0000727 

thu -0.0001127 0.0000154 -7.34 0 -0.0001428 -0.0000826 
 
 
(continued) 
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 Total effects Coef. OIM Std. Err. z P>|z| [95% Conf. Interval] 

Structural       

bund10return <-       

mon 0.0001577 0.0000572 2.76 0.006 0.0000457 0.0002698 

tue -0.0000594 0.0000568 -1.05 0.295 -0.0001707 0.0000518 

wed -0.0002365 0.0000567 -4.17 0 -0.0003476 -0.0001253 

thu 0.0005498 0.0000569 9.66 0 0.0004382 0.0006614 

logreturn <-       

bund10return -0.2049033 0.0181546 -11.29 0 -0.2404856 -0.169321 

mon -0.0007654 0.000212 -3.61 0 -0.001181 -0.0003498 

tue -0.0006557 0.0002105 -3.12 0.002 -0.0010682 -0.0002432 

wed -0.0005528 0.0002103 -2.63 0.009 -0.000965 -0.0001406 

thu -0.0001227 0.0002111 -0.58 0.561 -0.0005365 0.0002912 
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Table 7. Robustness checks of the weekend effect based on GARCH(1,1) model estimates 

The following table shows coefficients obtained from fixed effects panel regressions with standard errors adjusted for clusters (index). A full overview of the 

results is presented in the Appendix. 

 

GARCH_Residual Panel H1-1G Panel H1-2G Panel H2G Panel H3G Panel H4-1G Panel H4-2G 
mon -0.00038223 - -0.00026847 -0.00017579 -0.00072828* - 
fri - 0.00052555* 0.00045976* 0.00055249** - 0.00072828* 

USDEURchange -0.09164675* -0.09249553* -0.09193258* -0.0916456* -0.0916456* -0.0916456* 
GARCHcondVar -0.06230932 -0.06030016 -0.06418814 -0.05693451 -0.05693451 -0.05693451 

tue - - - -0.00011937 -0.00067186* 0.00005642 
wed - - - - -0.00055249** 0.00017579 
thu - - - 0.00040184* -0.00015064 0.00057763* 

_cons -0.00033184** -0.00051168*** -0.00044513*** -0.00053929** 0.0000132 -0.00071507** 
N 41590 41590 41590 41590 41590 41590 
r2 0.00198127 0.00209458 0.00215236 0.0023144 0.0023144 0.0023144 

r2_a 0.00190927 0.00202259 0.00205638 0.00217045 0.00217045 0.00217045 

       

    legend: * p<0.05; ** p<0.01; *** p<0.001 
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4. Methodological constraints & implications of findings 

In this chapter, I address selected constraints in regards to my applied empirical 

approach in the course of examining the existence of the weekend effect as well as 

of testing behavioural explanations for this market anomaly. Subsequently, I will 

outline important implications of my findings. 

Although I provide statistical evidence of the traditional weekend effect in the data 

under study as I detect significantly lower stock index returns on Mondays com-

pared to Fridays, this market anomaly remains a mystery that leaves behind many 

yet unanswered questions.  

To get a better understanding of the weekend effect, one first has to make up his 

mind about the data under study. In this paper, I examined the weekend effect on 

the basis of daily stock index returns of nine European total-return indices, which 

might constitute the first constraint regarding my empirical approach. It is very 

likely that the weekend effect differs in size across the nine stock indices under 

study and that this market anomaly is present in one examined index while another 

index under study displays no such weekend effect or even features a reverse week-

end effect (i.e. higher returns on Monday compared to Friday). Regarding the pre-

sented statistical analyses in this paper that are based on the aggregated daily returns 

of all nine stock indices under study, latter assumptions can cause possible index-

individual opposing weekend effects to cancel each other out, which may explain 

the magnitude-wise rather small ‘overreaching’ weekend effect. As compared to 

previous findings on the weekend effect by Cross (1973), who documents that the 

mean percentage difference between Monday and Friday S&P stock index prices in 

a sample period from 1953 to 1970 amounts to approximately 0.3%, the detected 

difference in returns between Monday and Friday of only 0.069% in my data under 

study can be regarded as small and less economically significant. 

Differences in a possible weekend effect between indices can have several reasons: 

it might be due to cultural differences between countries or regarding Germany with 

four indices under study, due to a different constitution of these indices and thus 

different characteristics of the comprising stocks. A further breakdown into coun-

tries and/or sectors would allow to dig deeper into the mechanisms of this effect 

and might reveal promising results. In addition, a weekend effect that is examined 

based on daily stock returns directly would also allow to discriminate between dif-

ferent stock characteristics and thus might indicate that some stocks with specific 
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features are more likely to be affected by such weekday-related return effects while 

others might be resistant to this market anomaly.  

Incorporating international stock indices or international single stocks in respective 

analyses yields a more extensive data set which also might provide a clearer picture 

of the weekend effect, however, a large sample size also favours the finding of 

anomalies and thus bias outcomes as shown by Connolly (1991 and 1989), which 

they refer to as the ‘Lindley Paradox’.  

Nevertheless, empirical research based on a large sample size of international stock 

indices, including countries like the United Arab Emirates (UAE) that feature a dif-

ferent weekend compared to our Western world weekend definition, might provide 

further insights into the weekend effect.  

Furthermore, intraday analyses would also provide a better understanding of the 

weekend effect since it allows the researcher to distinguish if a negative Monday 

return is due to the non-trading period on the weekend or due to active trading on 

Monday. Since the examined dataset in this paper comprised only daily and no in-

traday index price quotes, I was not able to provide analyses that can distinguish 

whether the negative Monday return accrues in the non-trading or in the trading 

period.  

Including additional information about the transaction type that leads to weekend 

effect within appropriate statistical models might by promising way to understand 

this market anomaly better since one would be able to distinguish if either a de-

creased (increased) demand or an increased (decreased) supply of stocks leads to 

the often observed Monday decline (Friday increase) in stock prices. 

In the context of examining behavioural explanations for the weekend effect, I find 

mixed statistical evidence that investor sentiment is able to explain the weekend 

effect to a very small extent. Measuring investor sentiment is a challenging under-

taking, especially when it comes to measuring mood among investors on a daily 

basis. Many common proxies of investor sentiment are measured in periods that 

range longer than one day and therefore are inappropriate in examining the weekend 

effect. Limited statistical evidence in the presented analyses of behavioural expla-

nations for the weekend effect might also be due to the use of indirect proxies of 

investor sentiment such as volatility index returns, average German government 

bond returns or gold future returns instead of direct proxies of investor sentiment. 

Such direct proxies of investor sentiment are often based on huge databases of so-

cial networks like Facebook or Twitter or sometimes rely on Google search inputs. 

These direct measures might reflect changes in sentiment among investors to a 
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stronger degree as compared to indirect proxies of investor sentiment. Indirect prox-

ies of investor sentiment represent a mixture or conglomerate of different forces, 

which makes it difficult to attribute a specific outcome solely to the sentiment of 

investors. In summary, investor sentiment is quite hard to measure in isolation, 

however, the steadily increasing amount of information on the internet, in particular 

in social networks along with the availability of sufficient computing power to 

gather and process this data, enables researchers to construct measures that reflect 

investor sentiment more precisely.  

Despite the fact that I detected a statistically significant weekend effect in my data 

and found mixed statistical evidence that investor sentiment as measured by average 

daily 10-y. German government bond returns drives this effect to a small extent, the 

magnitude of these findings are rather small. The outputs of the conducted fixed 

effects regressions in this paper reveal that the estimated difference in returns be-

tween Monday and Friday is less than 0.1% and therefore can be considered as little 

economically significant. The same holds true for the detected mediation effect of 

daily 10-y. German government bond returns on the weekend effect: limited 

economic significance is reflected in the finding that this indirect investor sentiment 

measure is only able to explain less than 5% of the total weekend effect according 

to conducted SEM analyses. Due to this, trading strategies based on weekly return 

patterns such as the weekend effect are likely to turn out unprofitable since trading 

costs would offset a hypothetical (small) gain owing to the exploitation of this 

anomaly.  

 
5. Conclusion 

This paper’s main objective for one is to test whether daily returns of nine European 

stock market indices, in particular returns on days surrounding a weekend, feature 

a weekly pattern thus are on average significantly different during a week and for 

another to examine whether behavioural explanations, in particular investor 

sentiment, is able to explain a potential weekend effect in my data.  

The conducted statistical analyses reveal that returns on Monday are significantly 

lower compared to Friday returns, which is in line with previous literature that like-

wise examined the traditional definition of the weekend effect i.e. the direct rela-

tionship between Monday and Friday stock returns (see f.e. Cross, 1973). However, 

the magnitude of the detected weekend effect is rather small and thus less econom-

ically significant. Furthermore, I am able to provide evidence that investor senti-

ment as indirectly measured by average daily returns of German government bond 

with a duration of 10 years is able to explain the weekend effect to a small extent. 
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Because the degree to which investor sentiment drives the weekend effect is rather 

low, the detected mediation of investor sentiment for this market anomaly can like-

wise be considered as less economically significant.  Nevertheless, the findings in 

this paper give some indication about the weekly behaviour of aggregated selected 

European stock index returns and point out that the stock market is not as efficient 

as a traditional economist might assume. Generally speaking, people do not always 

behave rationally which of course also applies to participants of financial markets. 

It seems plausible that investors are somehow affected by the day of the week, es-

pecially in regards to their mood state, which might be better on Fridays and worse 

on Mondays due to the weekend, i.e. leisure time in between working weeks. This, 

in turn, might affect their trading behaviour and consequently be reflected in daily 

stock returns.  

Direct measures of investor sentiment or mood based on enormous social media 

databases or Google search volumes possibly reflect the general well-being of in-

dividuals more precisely compared to indirect investor sentiment proxies. There-

fore, the use of such direct sentiment proxies in empirical analyses might constitue 

a promising approach for future research to provide to provide further meaningful 

insights into the interrelation between human psychology and financial markets.  

Furthermore, one might perform a comparison between countries that feature the 

traditional weekend from Sat-Sun and countries with different weekend definitions, 

f.e. Arabic countries from Fri-Sat, to see if the weekend effect is still present and if 

the mood or sentiment explanation still holds.  

Further interesting research approaches regarding the weekend effect might com-

prise intraday analyses that enable researchers to determine the exact point in time 

at which specific return pattern accrue. Integrating more details about the transac-

tion type, i.e. buying or selling of stocks, in analyses would likewise enable re-

searchers to get a better understanding of this anomaly and would contribute to-

wards solving this puzzling market inefficiency.  
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Appendix 

Table 8. Full overview of the weekend effect analysis (in reference to table 2) 

The table below shows the weekend effect analysis including coefficients, standard errors, t-values and p-values. 

logreturn   Panel H1-1 Panel H1-2 Panel H2 Panel H3 Panel H4-1 Panel H4-2 
  mon -0.0004241  -0.00033567 -0.0002236 -0.00069288   
se  0.0001948  0.00017422 0.00020013 0.00028364   
t-value  -2.18  -1.93 -1.12 -2.44   
p-value  0.0611  0.0902 0.2963 0.0404   
  fri   0.0004395 0.00035714 0.00046928  0.00069288 
se     0.00018399 0.0001617 0.0001682  0.00028364 
t-value     2.39 2.21 2.79  2.44 
p-value     0.0439 0.0582 0.0236  0.0404 
  USDEURchange -0.0856779 -0.08660855 -0.08590508 -0.08556104 -0.08556104 -0.08556104 
se  0.0275264 0.02764257 0.02759603 0.02760359 0.02760359 0.02760359 
t-value  -3.11 -3.13 -3.11 -3.1 -3.1 -3.1 
p-value  0.0144 0.0139 0.0144 0.0147 0.0147 0.0147 
  hlmean -0.1803952 -0.18013375 -0.18021516 -0.18043592 -0.18043592  -0.18043592 
se   0.0251574 0.02514154 0.02512169 0.02511159 0.02511159 0.02511159 
t-value   -7.17 -7.16 -7.17 -7.19 -7.19 -7.19 
p-value   0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
  logreturnyesterday 0.0354947 0.0352387 0.03537698 0.0353131 0.0353131 0.0353131 
se  0.0192689 0.01925306 0.01927794 0.01925746 0.01925746 0.01925746 
t-value  1.84 1.83 1.84 1.83 1.83 1.83 
p-value  0.1027 0.1046 0.1038 0.104 0.104 0.104 

 

(continued) 
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  tue       -0.00012293 -0.00059221 0.00010067 
se         0.00012655 0.00020903 0.00013808 
t-value         -0.97 -2.83 0.73 
p-value         0.3598 0.022 0.4867 
  wed     -0.00046928 0.0002236 
se      0.0001682 0.00020013 
t-value      -2.79 1.12 
p-value      0.0236 0.2963 
  thu       0.00046444 -0.000004837 0.00068804 
se         0.00019078 0.00017584 0.00024007 
t-value         2.43 -0.03 2.87 
p-value         0.0409 0.9787 0.021 
  _cons 0.0027165 0.00254244 0.00262578 0.00251653 0.00298581 0.00229293 
   0.0003237 0.0003392 0.00032132 0.00032112 0.00035742 0.00041655 
   8.39 7.5 8.17 7.84 8.35 5.5 
    0 0.0001 0 0.0001 0 0.0006 
  N 41590 41590 41590 41590 41590 41590 
  r2 0.027032 0.02704483 0.02713514 0.02734368 0.02734368 0.02734368 
  r2_a 0.0269384 0.02695125 0.02701817 0.02717994 0.02717994 0.02717994 
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Table 9. Full overview of conducted fixed effects regressions of step 2 of the mediation analysis (in reference to table 3) 

The table below shows the second step of the mediation testing approach including coefficients, standard errors, t-values and p-values. 

 

    Panel H1b-1M Panel H1b-2M Panel H2b-1M Panel H2b-2M Panel H3b-1M Panel H3b-2M 
  Dependent variable: vstoxxreturn vdaxreturn bund10return bund30return goldusdreturn goldeurreturn 
  mon 0.023279 0.02167798 0.0001675 0.0001679 -0.00149307 -0.00164003 
se  0.00026329 0.00021026 0.000003229 0.000003423 0.00003248 0.00003942 
t-value  88.42 103.1 51.88 49.05 -45.97 -41.6 
p-value  0 0 0 0 0 0 
  tue 0.0056226 0.0053775 -0.00006357 -0.0001116 -0.00152342 -0.00158583 
se   0.00015051 0.00015558 0.000003346 0.000005806 0.00002042 0.00001676 
t-value   37.36 34.56 -19 -19.22 -74.59 -94.64 
p-value   0 0 0 0 0 0 
  wed 0.00478943 0.00592816 -0.00023622 -0.00038016 -0.00131814 -0.00138912 
se  0.00018767 0.00013099 0.000003204 0.00000547 0.0000135 0.00001227 
t-value  25.52 45.26 -73.73 -69.5 -97.65 -113.24 
p-value  0 0 0 0 0 0 
  thu 0.00094054 0.00271013 0.00054278 0.00072101 -0.00181241 -0.00187207 
se   0.00019312 0.0001737 0.000005241 0.00000685 0.0000149 0.00001526 
t-value   4.87 15.6 103.56 105.26 -121.63 -122.69 
p-value   0.0012 0 0 0 0 0 

 

(continued) 
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  USDEURchange 0.10073562 -0.00223509 -0.02399412 -0.008793 -0.64377048 0.33987288 
se  0.00626116 0.00937037 0.00042299 0.000756 0.00174002 0.00171771 
t-value  16.09 -0.24 -56.72 -11.63 -369.98 197.86 
p-value  0 0.8175 0 0 0 0 
  hlmean 0.72046562 0.55825579 -0.00056971 -0.00264688 0.01060425 0.00814084 
se   0.10880804 0.09284505 0.0011335 0.00189464 0.00277184 0.00246597 
t-value   6.62 6.01 -0.5 -1.4 3.83 3.3 
p-value   0.0002 0.0003 0.6288 0.1999 0.005 0.0108 
  logreturnyesterday 0.13498375 0.04477528 0.00016838 0.00479301 0.01340282 0.01004618 
se  0.02482479 0.01327037 0.00130698 0.00176046 0.00348742 0.00304086 
t-value  5.44 3.37 0.13 2.72 3.84 3.3 
p-value  0.0006 0.0097 0.9007 0.0261 0.0049 0.0108 
  _cons -0.01480578 -0.01322566 -0.0000184 0.00006947 0.00147522 0.00154056 
se   0.00139189 0.00118821 0.00001545 0.00002562 0.00004356 0.00003713 
t-value   -10.64 -11.13 -1.19 2.71 33.87 41.49 
p-value   0 0 0.2679 0.0266 0 0 
  N 41590 41590 41590 41590 41590 41590 
  r2 0.03527632 0.03147847 0.00695932 0.00441463 0.13223069 0.04398838 
  r2_a 0.03511392 0.03131543 0.00679215 0.00424703 0.13208461 0.04382745 

 
 

 



VII 

Table 10. Full overview of the final mediation models (step 3 of the mediation analysis; in reference to table 4) 

The table below shows the third step of the mediation testing approach including coefficients, standard errors, t-values and p-values. 

logreturn   Panel H1b-1 Panel H1b-2 Panel H2b-1 Panel H2b-2 Panel H3b-1 Panel H3b-2 

 mon 0.00172455 0.00180851 -0.00065721 -0.00067061 -0.00068777 -0.00068141 
se  0.00069421 0.00073265 0.00029101 0.00028779 0.00027726 0.00027766 
t-value  2.48 2.47 -2.26 -2.33 -2.48 -2.45 
p-value  0.0379 0.0388 0.0539 0.0481 0.0381 0.0397 
  tue -0.000008328 0.00002829 -0.00060575 -0.00060701 -0.00058699 -0.00058112 
se   0.00028224 0.00029309 0.00020676 0.00020676 0.00020359 0.00020424 
t-value   -0.03 0.1 -2.93 -2.94 -2.88 -2.85 
p-value   0.9772 0.9255 0.019 0.0188 0.0204 0.0216 

 wed 0.00002809 0.00021477 -0.00051958 -0.00051969 -0.00046476 -0.00045956 
se  0.00019066 0.00022283 0.00016815 0.0001695 0.00016324 0.00016286 
t-value  0.15 0.96 -3.09 -3.07 -2.85 -2.82 
p-value  0.8865 0.3634 0.0149 0.0154 0.0216 0.0224 
  thu 0.00009283 0.00030788 0.00011075 0.00009079 0.000001371 0.000008256 
se   0.00018289 0.00021272 0.00020582 0.00019901 0.0001663 0.00016731 
t-value   0.51 1.45 0.54 0.46 0.01 0.05 
p-value   0.6254 0.1858 0.6052 0.6604 0.9936 0.9619 
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 USDEURchange -0.07510007 -0.08581895 -0.09067056 -0.0867272 -0.0833559 -0.08793817 
se  0.02818039 0.02811397 0.02720458 0.0275265 0.0221903 0.03081939 
t-value  -2.66 -3.05 -3.33 -3.15 -3.76 -2.85 
p-value  0.0286 0.0158 0.0103 0.0136 0.0056 0.0214 
  hlmean -0.10561858 -0.11601951 -0.18055724 -0.18078696 -0.18047224 -0.18049286 
se   0.01841112 0.0181861 0.0250161 0.02505804 0.02514687 0.02514517 
t-value   -5.74 -6.38 -7.22 -7.21 -7.18 -7.18 
p-value   0.0004 0.0002 0.0001 0.0001 0.0001 0.0001 

 logreturnyesterday 0.0493306 0.04047966 0.03534896 0.03594877 0.03526719 0.03524284 
se  0.01728315 0.01892246 0.01928144 0.01906182 0.01924074 0.01926483 
t-value  2.85 2.14 1.83 1.89 1.83 1.83 
p-value  0.0213 0.0649 0.1041 0.096 0.1042 0.1047 
  vstoxxreturn -0.10384581           
se   0.02043972           
t-value   -5.08           
p-value   0.001           

 vdaxreturn  -0.11538869      
se   0.02347352      
t-value   -4.92      
p-value   0.0012      

  

(continued) 
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  bund10return     -0.21294895       
se       0.07724463       
t-value       -2.76       
p-value       0.0248       

 bund30return    -0.13262369    
se     0.04704358    
t-value     -2.82    
p-value     0.0225    
  goldusdreturn         0.00342535   
se           0.01222175   
t-value           0.28   
p-value           0.7864   

 goldeurreturn      0.00699416 
se       0.01157767 
t-value       0.6 
p-value       0.5625 
  _cons 0.00144829 0.00145971 0.00298189 0.00299502 0.00298075 0.00297503 
se   0.00038663 0.00039893 0.00035664 0.00035742 0.00035042 0.00034968 
t-value   3.75 3.66 8.36 8.38 8.51 8.51 
p-value   0.0057 0.0064 0 0 0.0000 0.0000 
  N 41590 41590 41590 41590 41590 41590 

 r2 0.24455966 0.2381704 0.03063524 0.03044485 0.02735076 0.02737316 
  r2_a 0.24441431 0.23802383 0.03044874 0.03025831 0.02716363 0.02718603 
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Table 11. Full overview of robustness checks of the weekend effect as tested in H4 based on GARCH(1,1) model estimates (in reference to table 7) 

The table below shows the conducted robustness checks of the weekend effect including coefficients, standard errors, t-values and p-values. 

 

GARCH_Residual   Panel H1-1 Panel H1-2 Panel H2 Panel H3 Panel H4-1 Panel H4-2 
  mon -0.00038223  -0.0002685 -0.0001758 -0.00072828   
se  0.00019712  0.00018025 0.00021176 0.00027718   
t-value  -1.94  -1.49 -0.83 -2.63   
p-value  0.0885  0.1747 0.4305 0.0303   
  fri   0.00052555 0.00045976 0.00055249   0.00072828 
se     0.00017821 0.00015844 0.00016076   0.00027718 
t-value     2.95 2.9 3.44   2.63 
p-value     0.0185 0.0198 0.0089   0.0303 
  USDEURchange -0.09164675 -0.0924955 -0.0919326 -0.0916456 -0.0916456 -0.0916456 
se  0.02838609 0.02850634 0.02845013 0.02846255 0.02846255 0.02846255 
t-value  -3.23 -3.24 -3.23 -3.22 -3.22 -3.22 
p-value  0.0121 0.0118 0.012 0.0122 0.0122 0.0122 
  GARCHcondVar -0.06230932 -0.0603002 -0.0641881 -0.0569345 -0.05693451 -0.05693451 
se   0.37578045 0.37026228 0.37157701 0.37021692 0.37021692 0.37021692 
t-value   -0.17 -0.16 -0.17 -0.15 -0.15 -0.15 
p-value   0.8724 0.8747 0.8671 0.8816 0.8816 0.8816 
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  tue    -0.0001194 -0.00067186 0.00005642 
se  

   0.00014034 0.00021512 0.00014151 
t-value  

   -0.85 -3.12 0.4 
p-value  

   0.4197 0.0142 0.7006 
  thu       0.00040184 -0.00015064 0.00057763 
se         0.00016146 0.00015688 0.00023487 
t-value         2.49 -0.96 2.46 
p-value         0.0376 0.365 0.0394 
  wed     -0.00055249 0.00017579 
se  

    0.00016076 0.00021176 
t-value  

    -3.44 0.83 
p-value   

   0.0089 0.4305 
  _cons -0.00033184 -0.0005117 -0.0004451 -0.0005393 0.0000132 -0.00071507 
se   0.0000925 0.00007306 0.00008742 0.00013285 0.00017159 0.00015173 
t-value   -3.59 -7 -5.09 -4.06 0.08 -4.71 
p-value   0.0071 0.0001 0.0009 0.0036 0.9406 0.0015 
  N 41590 41590 41590 41590 41590 41590 
  r2 0.00198127 0.00209458 0.00215236 0.0023144 0.0023144 0.0023144 
  r2_a 0.00190927 0.00202259 0.00205638 0.00217045 0.00217045 0.00217045 
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Table 12. Full overview of the weekend effect analysis incl. month dummies 

The table below shows the weekend effect analysis under consideration of month dummies including coefficients, standard errors, t-values and p-values. 

 
logreturn   Panel H1-1 Panel H1-2 Panel H2 Panel H3 Panel H4-1 Panel H4-2 

 mon -0.0003996  -0.00030347 -0.00018249 -0.00069336   

  0.0001988  0.00017908 0.00020878 0.00028598   

  -2.01  -1.69 -0.87 -2.42   
  0.0793  0.1286 0.4075 0.0416   
  fri   0.00046269 0.00038827 0.00051087 0.00069336   
se     0.00018389 0.00016169 0.00016936 0.00028598   
t-value     2.52 2.4 3.02 2.42   
p-value     0.036 0.0431 0.0166 0.0416   
  USDEURchange -0.083309 -0.08420286 -0.08353456 -0.08314216 -0.08314216 -0.08314216 
se  0.0277628 0.02786862 0.02782466 0.02782753 0.02782753 0.02782753 
t-value  -3 -3.02 -3 -2.99 -2.99 -2.99 
p-value  0.0171 0.0165 0.017 0.0174 0.0174 0.0174 
  hlmean -0.1757127 -0.17531511 -0.17544807 -0.17577405 -0.17577405 -0.17577405 
se   0.0327089 0.03269077 0.0326652 0.03268991 0.03268991 0.03268991 
t-value   -5.37 -5.36 -5.37 -5.38 -5.38 -5.38 
p-value   0.0007 0.0007 0.0007 0.0007 0.0007 0.0007 
  logreturnyesterday 0.0146689 0.01440023 0.01453066 0.01445516 0.01445516 0.01445516 
se  0.0178364 0.01780372 0.01783621 0.01780736 0.01780736 0.01780736 
t-value  0.82 0.81 0.81 0.81 0.81 0.81 
p-value  0.4347 0.442 0.4388 0.4404 0.4404 0.4404 
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  tue       -0.00012206 -0.00063293 0.00006043 
se         0.00012808 0.00020824 0.00014206 
t-value         -0.95 -3.04 0.43 
p-value         0.3685 0.0161 0.6817 
  wed     -0.00051087 0.00018249 
se      0.00016936 0.00020878 
t-value      -3.02 0.87 
p-value      0.0166 0.4075 
  thu       0.00049257 -0.0000183 0.00067506 
se         0.00019231 0.00017615 0.0002416 
t-value         2.56 -0.1 2.79 
p-value         0.0336 0.9198 0.0234 
  _cons 0.0044305 0.00424201 0.00432954 0.0042136 0.00472448 0.00403111 
   0.0017472 0.00179087 0.00176236 0.00172367 0.00170568 0.00187186 
   2.54 2.37 2.46 2.44 2.77 2.15 
    0.0349 0.0453 0.0395 0.0403 0.0243 0.0634 

MONTH DUMMIES YES YES YES YES YES YES 
  N 41590 41590 41590 41590 41590 41590 
  r2 0.0473904 0.04743834 0.04751184 0.04774116 0.04774116 0.04774116 
  r2_a 0.042255 0.04230318 0.04235392 0.04253819 0.04253819 0.04253819 
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Table 13. Heteroscedasticity and autocorrelation tests 

The following table displays the conducted Breusch-Pagan (1979) and Cook–Weisberg (1983) heteroscedasticity tests and Cumby-Huizinga (1992 and 1990) 
autocorrelation tests based on  the respective model specifications used in the weekend effect analysis. 
 
In reference to Panel H1-1 model specification 
 
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity  
Ho: Constant variance 
Variables: mon USDEURchange hlmean logreturnyesterday 1b.ID 2.ID 3.ID 4.ID 5.ID 6.ID 7.ID 8.ID 9.ID 
 
chi2(12)     =101708.26 
Prob > chi2  =   0.0000 
 
Cumby-Huizinga test for autocorrelation 
H0: variable is MA process up to order q 
HA: serial correlation present at specified lags >q 
 
H0: q=0 (serially uncorrelated)          H0: q=specified lag-1 
HA: s.c. present at range specified      HA: s.c. present at lag specified 
 
lags         chi2      df     p-val  lag       chi2      df     p-val 
 
1 -  1        0.050      1    0.8228    1       0.050      1    0.8228 
1 -  2        1.108      2    0.5745    2       1.012      1    0.3144 
1 -  3        2.408      3    0.4922    3       0.690      1    0.4061 
1 -  4        5.770      4    0.2170    4       3.650      1    0.0561 
 
Test allows predetermined regressors/instruments 
Test requires conditional homoscedasticity 
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In reference to Panel H1-2 model specification 
 
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity    
Ho: Constant variance   
Variables: fri USDEURchange hlmean logreturnyesterday 1b.ID 2.ID 3.ID 4.ID 5.ID 6.ID 7.ID 8.ID 9.ID   
   
chi2(12)     =101598.53   
Prob > chi2  =   0.0000   
   
Cumby-Huizinga test for autocorrelation   
H0: variable is MA process up to order q   
HA: serial correlation present at specified lags >q   
   
H0: q=0 (serially uncorrelated)          H0: q=specified lag-1   
HA: s.c. present at range specified      HA: s.c. present at lag specified   
   
lags         chi2      df     p-val  lag       chi2      df     p-val   
   
1 -  1        0.027      1    0.8703    1       0.027      1    0.8703   
1 -  2        1.032      2    0.5969    2       0.971      1    0.3245   
1 -  3        2.206      3    0.5307    3       0.658      1    0.4173   
1 -  4        5.588      4    0.2321    4       3.639      1    0.0564   
   
Test allows predetermined regressors/instruments   
Test requires conditional homoskedasticity    
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In reference to Panel H2 model specification 
 
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity  
Ho: Constant variance 
Variables: mon fri USDEURchange hlmean logreturnyesterday 1b.ID 2.ID 3.ID 4.ID 5.ID 6.ID 7.ID 8.ID 9.ID 

 
chi2(13)     =101715.77 
Prob > chi2  =   0.0000 

 
Cumby-Huizinga test for autocorrelation 
H0: variable is MA process up to order q 
HA: serial correlation present at specified lags >q 

 
H0: q=0 (serially uncorrelated)          H0: q=specified lag-1 
HA: s.c. present at range specified      HA: s.c. present at lag specified 

 
lags         chi2      df     p-val  lag       chi2      df     p-val 

 
1 -  1        0.058      1    0.8095    1       0.058      1    0.8095 
1 -  2        1.092      2    0.5794    2       0.985      1    0.3209 
1 -  3        2.314      3    0.5098    3       0.630      1    0.4275 
1 -  4        5.762      4    0.2176    4       3.738      1    0.0532 

 
Test allows predetermined regressors/instruments 
Test requires conditional homoskedasticity 
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In reference to Panel H3 model specification 
 
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity  
Ho: Constant variance 
Variables: mon tue thu fri USDEURchange hlmean logreturnyesterday 1b.ID 2.ID 3.ID 4.ID 5.ID 6.ID 7.ID 8.ID 9.ID 
 
chi2(15)     =101747.96 
Prob > chi2  =   0.0000 
 
Cumby-Huizinga test for autocorrelation 
H0: variable is MA process up to order q 
HA: serial correlation present at specified lags >q 
 
H0: q=0 (serially uncorrelated)          H0: q=specified lag-1 
HA: s.c. present at range specified      HA: s.c. present at lag specified 
 
lags         chi2      df     p-val  lag       chi2      df     p-val 
 
1 -  1        0.038      1    0.8455    1       0.038      1    0.8455 
1 -  2        1.011      2    0.6032    2       0.934      1    0.3339 
1 -  3        2.152      3    0.5414    3       0.615      1    0.4330 
1 -  4        5.645      4    0.2273    4       3.761      1    0.0525 
 
Test allows predetermined regressors/instruments 
Test requires conditional homoskedasticity 
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In reference to Panel H4-1 model specification (Panel H4-2 yields equal outputs) 
 
Breusch-Pagan / Cook-Weisberg test for heteroskedasticity  
Ho: Constant variance 
Variables: mon tue wed thu USDEURchange hlmean logreturnyesterday 1b.ID 2.ID 3.ID 4.ID 5.ID 6.ID 7.ID 8.ID 9.ID 

 
chi2(15)     =101747.96 
Prob > chi2  =   0.0000 

 
Cumby-Huizinga test for autocorrelation 
H0: variable is MA process up to order q 
HA: serial correlation present at specified lags >q 

 
H0: q=0 (serially uncorrelated)          H0: q=specified lag-1 
HA: s.c. present at range specified      HA: s.c. present at lag specified 

 
lags         chi2      df     p-val  lag       chi2      df     p-val 

 
1 -  1        0.038      1    0.8455    1       0.038      1    0.8455 
1 -  2        1.011      2    0.6032    2       0.934      1    0.3339 
1 -  3        2.152      3    0.5414    3       0.615      1    0.4330 
1 -  4        5.645      4    0.2273    4       3.761      1    0.0525 

 
Test allows predetermined regressors/instruments 
Test requires conditional homoskedasticity 



 
XIX 

 
References 

Abraham, A., & Ikenberry, D. L. (1994). The individual investor and the weekend 
effect. Journal of Financial and Quantitative Analysis, 29(2), 263-277. 
 
Abu Bakar, A., Siganos, A., & Vagenas‐Nanos, E. (2014). Does mood explain the 
Monday effect?. Journal of Forecasting, 33(6), 409-418. 
 
Aggarwal, R., & Rivoli, P. (1989). Seasonal and day‐of‐the‐week effects in four 
emerging stock markets. Financial review, 24(4), 541-550. 
 
Agrawal, A., & Tandon, K. (1994). Anomalies or illusions? Evidence from stock 
markets in eighteen countries. Journal of international Money and Finance, 13(1), 
83-106. 
 
Athanassakos, G., & Robinson, M. J. (1994). The Day‐of‐the‐Week Anomaly: The 
Toronto Stock Exchange Experience. Journal of Business Finance & Accounting, 
21(6), 833-856. 
 
Baker, M., & Wurgler, J. (2007). Investor sentiment in the stock market. Journal of 
economic perspectives, 21(2), 129-152. 
 
Baron, R. M., & Kenny, D. A. (1986). The moderator–mediator variable distinction 
in social psychological research: Conceptual, strategic, and statistical considera-
tions. Journal of personality and social psychology, 51(6), 1173. 
 
Berument, H., & Kiymaz, H. (2001). The day of the week effect on stock market 
volatility. Journal of economics and finance, 25(2), 181-193. 
 
Bessembinder, H., & Hertzel, M. G. (1993). Return autocorrelations around non-
trading days. The Review of Financial Studies, 6(1), 155-189. 
 
Birru, J. (2017). Day of the Week and the Cross-Section of Returns. 
 
Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. 
Journal of econometrics, 31(3), 307-327. 
 
Box, G. E., & Pierce, D. A. (1970). Distribution of residual autocorrelations in au-
toregressive-integrated moving average time series models. Journal of the Ameri-
can statistical Association, 65(332), 1509-1526. 
Breusch, T. S. (1978). Testing for autocorrelation in dynamic linear models. Aus-
tralian Economic Papers, 17(31), 334-355. 
 
Breusch, T. S., & Pagan, A. R. (1979). A simple test for heteroscedasticity and 
random coefficient variation. Econometrica: Journal of the Econometric Society, 
1287-1294. 
 
Brockman, P., & Michayluk, D. (1998). Individual versus institutional investors 
and the weekend effect. Journal of Economics and Finance, 22(1), 71-85. 
 
Brooks, R. M., & Kim, H. (1997). The individual investor and the weekend effect: 
A reexamination with intraday data. The Quarterly Review of Economics and Fi-
nance, 37(3), 725-737. 



XX 

 
Brusa, J., Liu, P., & Schulman, C. (2000). The weekend effect,‘reverse’weekend 
effect, and firm size. Journal of Business Finance & Accounting, 27(5-6), 555-574. 
 
Chan, S. H., Leung, W. K., & Wang, K. (2004). The impact of institutional investors 
on the Monday seasonal. The Journal of Business, 77(4), 967-986. 
 
Chen, H., & Singal, V. (2003). Role of speculative short sales in price formation: 
The case of the weekend effect. The Journal of Finance, 58(2), 685-705. 
 
Chou, K. L., Lee, T., & Ho, A. H. (2007). Does mood state change risk taking ten-
dency in older adults?. Psychology and aging, 22(2), 310. 
 
Chui, A. C., Titman, S., & Wei, K. J. (2010). Individualism and momentum around 
the world. The Journal of Finance, 65(1), 361-392. 
 
Connolly, R. A. (1989). An examination of the robustness of the weekend effect. 
Journal of Financial and quantitative Analysis, 24(2), 133-169. 
 
Connolly, R. A. (1991). A posterior odds analysis of the weekend effect. Journal of 
Econometrics, 49(1-2), 51-104. 
 
Cook, R. D., & Weisberg, S. (1983). Diagnostics for heteroscedasticity in regres-
sion. Biometrika, 70(1), 1-10. 
 
Coursey, D., & Dyl, E. (1986). Price effects of trading interruptions in an experi-
mental market. Unpublished Working Paper, University of Wyoming. 
 
Cross, F. (1973). The behavior of stock prices on Fridays and Mondays. Financial 
analysts journal, 29(6), 67-69. 
 
Cumby, R. E., & Huizinga, J. (1990). Testing the autocorrelation structure of dis-
turbances in ordinary least squares and instrumental variables regressions. 
 
Cumby, R. E., & Huizinga, J. (1992). Investigating the correlation of unobserved 
expectations: Expected returns in equity and foreign exchange markets and other 
examples. Journal of Monetary Economics, 30(2), 217-253. 
 
Da, Z., Engelberg, J., & Gao, P. (2014). The sum of all FEARS investor sentiment 
and asset prices. The Review of Financial Studies, 28(1), 1-32. 
 
Damodaran, A. (1989). The weekend effect in information releases: A study of 
earnings and dividend announcements. The Review of Financial Studies, 2(4), 607-
623. 
 
DeFusco, R. A., McCabe, G. M., & Yook, K. C. (1993). Day of the week effects: 
A test of the information timing hypothesis. Journal of Business Finance & Ac-
counting, 20(6), 835-842. 
 
Doyle, J. R., & Chen, C. H. (2009). The wandering weekday effect in major stock 
markets. Journal of Banking & Finance, 33(8), 1388-1399. 
 
Dubois, M., & Louvet, P. (1996). The day-of-the-week effect: The international 
evidence. Journal of Banking & Finance, 20(9), 1463-1484. 



XXI 

 
Dyl, E. A., & Maberly, E. D. (1988). A Possible Explantion Of The Weekend Ef-
fect. Financial Analysts Journal, 44(3), 83. 
 
Dyl, E. A., & Martin, S. A. (1985). Weekend effects on stock returns: a comment. 
The Journal of Finance, 40(1), 347-349. 
 
Edmans, A., Garcia, D., & Norli, Ø. (2007). Sports sentiment and stock returns. The 
Journal of Finance, 62(4), 1967-1998. 
 
Egloff, B., Tausch, A., Kohlmann, C. W., & Krohne, H. W. (1995). Relationships 
between time of day, day of the week, and positive mood: Exploring the role of the 
mood measure. Motivation and emotion, 19(2), 99-110. 
 
Fama, E. F. (1970). Efficient capital markets: A review of theory and empirical 
work. The journal of Finance, 25(2), 383-417. 
 
Farber, M. L. (1953). Time-perspective and feeling-tone: a study in the perception 
of the days. The Journal of Psychology, 35(2), 253-257. 
 
Fields, M. J. (1931). Stock prices: a problem in verification. The Journal of Busi-
ness of the University of Chicago, 4(4), 415-418. 
 
Fishe, R. P., Gosnell, T. F., & Lasser, D. J. (1993). Good news, bad news, volume, 
and the Monday effect. Journal of Business Finance & Accounting, 20(6), 881-892. 
 
French, K. R. (1980). Stock returns and the weekend effect. Journal of financial 
economics, 8(1), 55-69. 
 
Gibbons, M. R., & Hess, P. (1981). Day of the week effects and asset returns. Jour-
nal of business, 579-596. 
 
Gibbons, M. R., & Hess, P. (1981). Day of the week effects and asset returns. 
Journal of business, 579-596. 
 
Godfrey, L. G. (1978). Testing against general autoregressive and moving average 
error models when the regressors include lagged dependent variables. Economet-
rica: Journal of the Econometric Society, 1293-1301. 
 
Goetzmann, W. N., Kim, D., Kumar, A., & Wang, Q. (2014). Weather-induced 
mood, institutional investors, and stock returns. The Review of Financial Studies, 
28(1), 73-111. 
 
Golder, S. A., & Macy, M. W. (2011). Diurnal and seasonal mood vary with work, 
sleep, and daylength across diverse cultures. Science, 333(6051), 1878-1881. 
 
Gondhalekar, V., & Mehdian, S. (2003). The blue-Monday hypothesis: evidence 
based on Nasdaq stocks, 1971-2000. Quarterly Journal of Business and Economics, 
73-89. 
 
Gouveia, S. O., & Clarke, V. (2001). Optimistic bias for negative and positive 
events. Health Education, 101(5), 228-234. 
 



XXII 

Grable, J. E., & Roszkowski, M. J. (2008). The influence of mood on the willing-
ness to take financial risks. Journal of Risk Research, 11(7), 905-923. 
 
Harding, N., & He, W. (2016). Investor mood and the determinants of stock prices: 
an experimental analysis. Accounting & Finance, 56(2), 445-478. 
 
Harris, L. (1986). A transaction data study of weekly and intradaily patterns in stock 
returns. Journal of financial economics, 16(1), 99-117. 
 
Hawawini, G., & Keim, D. B. (1995). On the predictability of common stock re-
turns: World-wide evidence. Handbooks in operations research and management 
science, 9, 497-544. 
 
Helliwell, J. F., & Wang, S. (2014). Weekends and subjective well-being. Social 
indicators research, 116(2), 389-407. 
 
Helliwell, J. F., & Wang, S. (2015). How Was the Weekend? How the Social Con-
text Underlies Weekend Effects in Happiness and Other Emotions for US Workers. 
PloS one, 10(12), e0145123. 
 
Herwartz, H. (2000). Weekday dependence of German stock market returns. Ap-
plied Stochastic Models in Business and Industry, 16(1), 47-71. 
 
Hills, A. M., Hill, S., Mamone, N., & Dickerson, M. (2001). Induced mood and 
persistence at gaming. Addiction, 96(11), 1629-1638. 
 
Hirshleifer, D., & Shumway, T. (2003). Good day sunshine: Stock returns and the 
weather. The Journal of Finance, 58(3), 1009-1032. 
 
Isen, A. M., & Geva, N. (1987). The influence of positive affect on acceptable level 
of risk: The person with a large canoe has a large worry. Organizational Behavior 
and Human Decision Processes, 39(2), 145-154. 
 
Isen, A. M., & Patrick, R. (1983). The effect of positive feelings on risk taking: 
When the chips are down. Organizational behavior and human performance, 31(2), 
194-202. 
 
Jaffe, J. F., Westerfield, R., & Ma, C. (1989). A twist on the Monday effect in stock 
prices: Evidence from the US and foreign stock markets. Journal of Banking & 
Finance, 13(4-5), 641-650. 
 
Johnson, E. J., & Tversky, A. (1983). Affect, generalization, and the perception of 
risk. Journal of personality and social psychology, 45(1), 20. 
 
Kamara, A. (1997). New evidence on the Monday seasonal in stock returns. Journal 
of Business, 63-84. 
 
Ke, M. C., Chiang, Y. C., & Liao, T. L. (2007). Day-of-the-week effect in the 
Taiwan foreign exchange market. Journal of Banking & Finance, 31(9), 2847-2865. 
 
Keef, S. P., Khaled, M., & Zhu, H. (2009). The dynamics of the Monday effect in 
international stock indices. International Review of Financial Analysis, 18(3), 125-
133. 
 



XXIII 

Keim, D. B. (1983). Size-related anomalies and stock return seasonality: Further 
empirical evidence. Journal of financial economics, 12(1), 13-32. 
 
Keim, D. B., & Stambaugh, R. F. (1984). A further investigation of the weekend 
effect in stock returns. The journal of finance, 39(3), 819-835. 
Keim, D. B., & Stambaugh, R. F. (1984). A further investigation of the weekend 
effect in stock returns. The journal of finance, 39(3), 819-835. 
 
Kelly, F. C. (1930). Why you win or lose: The psychology of speculation. Houghton 
Corporation. 
 
Kiymaz, H., & Berument, H. (2003). The day of the week effect on stock market 
volatility and volume: International evidence. Review of financial Economics, 
12(4), 363-380. 
 
Kliger, D., & Levy, O. (2003). Mood-induced variation in risk preferences. Journal 
of economic behavior & organization, 52(4), 573-584. 
 
Lakonishok, J., & Levi, M. (1982). Weekend effects on stock returns: a note. The 
Journal of Finance, 37(3), 883-889. 
 
Lakonishok, J., & Maberly, E. (1990). The weekend effect: Trading patterns of in-
dividual and institutional investors. The Journal of Finance, 45(1), 231-243. 
 
Lakonishok, J., & Smidt, S. (1988). Are seasonal anomalies real? A ninety-year 
perspective. The review of financial studies, 1(4), 403-425. 
 
Larsen, R. J., & Kasimatis, M. (1990). Individual differences in entrainment of 
mood to the weekly calendar. Journal of Personality and Social Psychology, 58(1), 
164. 
 
Ljung, G. M., & Box, G. E. (1978). On a measure of lack of fit in time series models. 
Biometrika, 65(2), 297-303. 
 
Loewenstein, G. F., Weber, E. U., Hsee, C. K., & Welch, N. (2001). Risk as feel-
ings. Psychological bulletin, 127(2), 267. 
 
Lucey, B. M., & Dowling, M. (2005). The role of feelings in investor decision‐
making. Journal of economic surveys, 19(2), 211-237. 
 
Mazumder, M. I., Miller, E. M., & Varela, O. A. (2010). Market timing the trading 
of international mutual funds: weekend, weekday and serial correlation strategies. 
Journal of Business Finance & Accounting, 37(7‐8), 979-1007. 
 
McFarlane, J., Martin, C. L., & Williams, T. M. (1988). Mood fluctuations. Psy-
chology of Women Quarterly, 12(2), 201-223. 
 
Mehdian, S., & Perry, M. J. (2001). The reversal of the Monday effect: new evi-
dence from US equity markets. Journal of Business Finance & Accounting, 28(7-
8), 1043-1065. 
 
Miller, E. M., Prather, L. J., & Mazumder, M. I. (2003). Day-of-the-week effects 
among mutual funds. Quarterly Journal of Business and Economics, 113-128. 
 



XXIV 

Miller, T. W., & Jordan, J. B. D. (2009). Fundamentals of Investments. 
 
Olson, D., Mossman, C., & Chou, N. T. (2015). The evolution of the weekend effect 
in US markets. The Quarterly Review of Economics and Finance, 58, 56-63. 
 
O'SULLIVAN, O. P. (2015). The Neural Basis of Always Looking on the Bright 
Side. Dialogues in Philosophy, Mental & Neuro Sciences, 8(1). 
 
Patell, J. M., & Wolfson, M. A. (1982). Good news, bad news, and the intraday 
timing of corporate disclosures. Accounting Review, 509-527. 
 
Penman, S. H. (1987). The distribution of earnings news over time and seasonalities 
in aggregate stock returns. Journal of financial economics, 18(2), 199-228. 
 
Pettengill, G. N. (1993). An experimental study of the “blue-Monday” hypothesis. 
The Journal of Socio-Economics, 22(3), 241-257. 
 
Pettengill, G. N., Wingender Jr, J. R., & Kohli, R. (2003). Arbitrage, institutional 
investors, and the Monday effect. Quarterly Journal of Business and Economics, 
49-63. 
 
Reid, S., Towell, A. D., & Golding, J. F. (2000). Seasonality, social zeitgebers and 
mood variability in entrainment of mood. Journal of affective disorders, 59(1), 47-
54. 
 
Reis, H. T., Sheldon, K. M., Gable, S. L., Roscoe, J., & Ryan, R. M. (2000). Daily 
well-being: The role of autonomy, competence, and relatedness. Personality and 
social psychology bulletin, 26(4), 419-435. 
 
Rogalski, R. J. (1984). New findings regarding day‐of‐the‐week returns over trad-
ing and non‐trading periods: a note. The Journal of Finance, 39(5), 1603-1614. 
 
Rossi, A. S., & Rossi, P. E. (1977). Body time and social time: Mood patterns by 
menstrual cycle phase and day of the week. Social Science Research, 6(4), 273-308. 
 
Rubinstein, M. (2001). Rational markets: yes or no? The affirmative case. Financial 
Analysts Journal, 57(3), 15-29. 
 
Rystrom, D. S., & Benson, E. D. (1989). Investor psychology and the day-of-the-
week effect. Financial Analysts Journal, 45(5), 75-78. 
 
Schmeling, M. (2009). Investor sentiment and stock returns: Some international ev-
idence. Journal of empirical finance, 16(3), 394-408. 
 
Segerstrom, S. C., Taylor, S. E., Kemeny, M. E., & Fahey, J. L. (1998). Optimism 
is associated with mood, coping, and immune change in response to stress. Journal 
of personality and social psychology, 74(6), 1646. 
 
Shepperd, J. A., Carroll, P., Grace, J., & Terry, M. (2002). Exploring the causes of 
comparative optimism. Psychologica belgica, 42(1/2), 65-98. 
 
Sias, R. W., & Starks, L. T. (1995). The day-of-the-week anomaly: The role of 
institutional investors. Financial Analysts Journal, 51(3), 58-67. 
 



XXV 

Smirlock, M., & Starks, L. (1986). Day-of-the-week and intraday effects in stock 
returns. Journal of Financial Economics, 17(1), 197-210. 
 
Steeley, J. M. (2001). A note on information seasonality and the disappearance of 
the weekend effect in the UK stock market. Journal of Banking & Finance, 25(10), 
1941-1956. 
 
Stone, A. A., Schneider, S., & Harter, J. K. (2012). Day-of-week mood patterns in 
the United States: On the existence of ‘Blue Monday’,‘Thank God it's Friday’and 
weekend effects. The Journal of Positive Psychology, 7(4), 306-314. 
 
Sujan, H., & Sujan, M. (1994). The Effects of Positive Mood and Optimism on 
Processing Flexibility. ACR Asia-Pacific Advances. 
 
Thaler, R. H. (1987). Anomalies: weekend, holiday, turn of the month, and intraday 
effects. Journal of Economic Perspectives, 1(2), 169-177. 
 
Wang, K., Li, Y., & Erickson, J. (1997). A new look at the Monday effect. The 
Journal of Finance, 52(5), 2171-2186. 
 
Watson, D. (2000). Mood and temperament. Guilford Press. 
 
White, H. (1980). A heteroskedasticity-consistent covariance matrix estimator and 
a direct test for heteroskedasticity. Econometrica: Journal of the Econometric Soci-
ety, 817-838. 
 
Wright, W. F., & Bower, G. H. (1992). Mood effects on subjective probability as-
sessment. Organizational behavior and human decision processes, 52(2), 276-291. 
 
Young, C., & Lim, C. (2014). Time as a network good: Evidence from unemploy-
ment and the standard workweek. Sociological Science, 1, 10-27. 
 
Zhang, J., Lai, Y., & Lin, J. (2017). The day-of-the-Week effects of stock markets 
in different countries. Finance Research Letters, 20, 47-62. 
 
Zilca, S. (2017). Day-of-the-week returns and mood: an exterior template approach. 
Financial Innovation, 3(1), 30. 
 
Zilca, S. (2017). The evolution and cross-section of the day-of-the-week effect. Fi-
nancial Innovation, 3(1), 29. 


