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1. Introduction
In the past decade the gender wage gap has remained an ongoing societal discussion. It is a frequent topic of discussion in the media, politics and academia. However, far too many people still deny the existence of such a wage gap. According to an online poll with 8566 American adults in TIME magazine 46% of American men do not believe the Gender Pay Gap is a “legitimate issue”, but rather “is made up to serve a political purpose” (Katy Steinmetz, 2019). However, the wage gap is an empirical fact, which is continuously found in reports of major organisation, like the Global Gender Gap Report of the World Economic Forum (WEF). In the 2018 report the WEF still found a gender gap of 32% over the dimensions of economic participation and opportunity (1), educational attainment (2) , health and survival (3), and political empowerment (4). Even the best scoring country in the report (Iceland) still experiences a gender gap of 14%. The Global Gender Gap Report predicts it will take around 108 years for the average gap to naturally close. The gap in the economic participation and opportunity dimension will take even longer to close, as under the current trends observed in the past twelve years, it will take around 202 years for this gap to naturally disappear. This shows the societal importance of the subject, as without affirmative action complete gender parity cannot be achieved in the short run. 
	A lot of research has been done into the existence of the gender wage gap. Earlier studies focus mostly on the now more traditional explanations for the wage gap, one of these is the glass ceiling effect. Albrecht, Björklund and Vroman (2003) found that the logarithm of the gender wage gap increases through the wage distribution and accelerates in the upper tail in Sweden, which they interpret as glass ceiling. Another traditional explanation is the motherhood penalty, which Lundborg, Plug and Rasmussen (2017) test in a recent study by doing an IV-regression with IVF-treatments with data of IVF-treated women in Denmark and find that parenthood results in a reduction of income in both the medium and the long run, resulting in the conclusion that having children hurts a woman’s career. The last traditional explanation is occupational segregation, for which Buser, Niederle and Oosterbeek (2014) provide evidence showing that less women enter the more competitive math-intensive study track in high schools in the Netherlands and are therefore less likely to end up in these high paying job occupations.
	The problem with most of these studies is that they prove the existence of these phenomena, but do not explain why they occur. In their papers the researchers have tried to rationalize why they occur, but have not formally proven it. However, that is where the more recent academic literature fills the gap, which mostly focusses on differences in i.e. competitiveness, risk attitude and social behaviour between genders. For instance, in an experimental study Eckel and Grossman (2008) found that women not only tend to be more risk averse than men, but also that it is believed that women are more risk averse than men, which seems like a strong sign of stereotyping. Another experimental study by Niederle and Vesterlund (2007) established that men tend to have a higher competitive preference than women. These studies provide a potential explanation to occupational segregation, as women might not only shy away from competitive career paths due to a lower competitive preference, but managers of professions that require risky decision making may also prefer male employees over female employees, as a manager has the belief that a male employee will do a better job. Therefore these topics of research give us more insight in the decision making process of employers and employees which may provide us with reasoning why the observations from in the traditional literature occur. Thus this literature review will focus on differences in preferences between genders to try to answer the following research question:
	How do differences in preferences between men and women contribute to the wage gap?
	Although Croson and Gneezy (2009) and Eckel and Grossman (2008) already did a literature review about differences in gender preferences, after these reviews a lot of literature has become available that improved the original experiments or extended the prior experimental studies to the field. By adding these studies to my literature review I can ensure that my review will be more scientifically relevant. 
	The remainder of this paper is divided into two parts. Section 2 will focus on experimental evidence on differences in preferences and section 3 will focus on empirical differences. Section 2 will be supported by literature from Niederle, Vesterlund, Gneezy, Eckel,and Grossman, and section 3 will be supported by literature from Buser, Leibbrandt, De Paola, Bosquet and Reuben. All this literature will provide evidence that not only innate differences between the genders contribute to the gender gap, but also cultural factors, and that this results in gaps in the real world in study track choice, future earnings, academic promotions and wage negotiations. Together the literature will show that men and women not only differ by nature but also by nurture, and that these differences contribute to real world gaps. A government can mostly target these gaps by focussing their policy on nurture part, for instance by developing their culture or shaping public beliefs.






2. Gender differences in preferences
In this section we examine differences in preferences between genders, specifically in differences in risk and competitive attitude. Differences in risk attitude will be discussed first, as differences in risk attitude will be reflected in every situation an individual has to make a choice, as every choice involves some degree of risk. Differences in risk attitude will be discussed through three main elicitation methods: The investment game introduced by Gneezy and Potters (1997), the ordered lottery selection task used by Eckel and Grossman (2002) and the multiple pricing list used by Holt and Laury (2002). Afterwards differences in competitive attitudes will be discussed, as this is a setting where differences in willingness to take risk can have huge consequences. Recent literature suggests that women tend to opt out of competitive environments when they have the choice and therefore self-select in less competitive occupations, resulting in a gender pay gap. Another stream of literature focusses on the importance of upbringing and environment to explain competitive differences between genders. Finally, differences in task allocation will be discussed. This literature examines why women are more drawn to service related tasks, instead of performance related tasks.
2.1 Risk attitude
The first elicitation method of risk attitude is the investment game introduced by Gneezy and Potters (1997). The investment game is an investment decision where the participants must decide how much of a certain endowment they wish to invest in a risky investment. Participants may keep the remainder of the endowment which was not invested. Although Gneezy and Potters did not use this study to find gender differences in risk preferences, later studies did. In an experimental study Charness and Gneezy (2004) gave students 100 units of endowment and asked them to play the investment game. Charness and Gneezy found that men invested 52.43 units on average in the natural treatment, while women invest 34.25 on average, which suggested that men are less risk averse than women. Ertac and Gundall (2012) used the investment game to see whether there are gender differences in risk aversion between when individuals face an individual or a group choice. In both settings men allocate more of their endowment to the risky asset than women. Therefore it seems that the results of the investment game in the lab are robust. Still these results do not tell anything about the external validity of this result, as it is not known if these results are robust outside the lab.
	Dreber et al. (2011) test for differences in risk aversion in the field with professional bridge players, which are interesting subjects to examine risk-taking, as they are frequently exposed to risk. Dreber et al. (2011) finds that men take significantly more risk than women: Of their endowment of $250 female bridge players allocate on average $67.45 less than their male counterparts. Therefore it seems that even in subjects frequently exposed to risk the result seems robust. Another field study was done by Gong and Yang (2012), who looked for differences in risk attitude between the matriarchal Mosuo and patriarchal Yi, two neighbouring societies in China. This is a great experimental setup, as the two villages are fairly close to each other and are therefore comparable in income levels, economic activities and geographical and cultural environment. Furthermore there are barely cross-marriages across the two villages due to the huge difference in cultures in the villages and Mosuo and Yi children do not attend the same elementary schools. Gong and Yang (2012) find that men have a larger preference for risk both in the Mosuo as in the Yi. In a similar study Gneezy, Leonard and List (2009) checked for gender differences in risk aversion in the matriarchal Khasi in India and patriarchal Maasai in Tanzania. However, they found no statistical differences in risk aversion in either society. This different result compared to Gong and Yang (2012) could possibly occur because the groups Gneezy Leonard and List (2009) study are more innately different than those in the study of Gong and Yang (2012). To my knowledge this is the only study that fails to find a gender difference.
	The next risk attitude elicitation is the ordered lottery selection task proposed by Eckel and Grossman (2002). In this study participants are asked to pick one out of five ordered lotteries. This way of measuring risk preferences has been introduced for the first time by Binswanger (1981). Eckel and Grossman implement this idea in such a way that participants are faced with linearly increasing expected value lotteries with rising standard deviations, as can be seen in table 1. The lotteries are chosen is such a way that a risk neutral individual would choose lottery 5, as this lottery yields the highest expected return, and are framed both in a loss and in a no-loss setting. 
Table 1: Table of the original paper of Eckel and Grossman (2008)
[image: ]
	Eckel and Grossman found that the framing of the gamble had no significant effect on the choices made by both men and women, and therefore concluded that loss aversion was not responsible for the differences in choice of the men and women. When comparing the gambling choices between genders Eckel and Grossman (2002) found that men are significantly more risk averse than women. On average men’s gamble choice was 3.76 and women’s gamble choice was 3.10, with a median gamble choice of respectively 4 for both men and women. Replications of the original Eckel and Grossman (2002) experiment also yielded similar results (Ball et al., 2010; Dave et al., 2010, Eckel et al., 2011). In an extension of their previous paper Eckel and Grossman (2008) tested for possible stereotyping by asking participants by simply asking them to predict others gamble choices, rewarding then with $1 for each correct prediction. They found results that hinted towards possible stereotyping: Both sexes predicted men to be less risk averse than women. The mean prediction by men for men was 3.35 and 2.56 for women, and women predicted a mean gamble of 3.29 for men and 2.62 for women, which are both statistically significant differences. Similar stereotyping was found by Ball et al. (2010) after controlling for the appearance (size and strength) of their participants (2010). Extending this experimental measure to the field also does not change the average result found. Wik et al. (2004) tested for gender differences in risk attitudes among households in Zambia and found that Zambian men are less risk averse than Zambian women. The only study that does not show gender differences in risk attitudes using the ordered lottery selection task is Cleave et al. (2010), who manage to find the usual gender gap in a wide sample they used in their initial mandatory experiment, but do not find any gender differences in a subsample that participated in a later experiment. However, they conclude that this occurs due to selection bias in the participants for the latter experiment. Commerce students were more likely to participate than non-commerce students, and this generated an incorrect result for the last experiment.
	The last method for risk attitude elicitation is the multiple pricing list used by Holt and Laury (2002). They ask participants to make ten choices between two gambles (see table 2): A low payoff gamble A and a high payoff gamble B. At a certain points when the probability of a high payed outcome rises enough, participants will cross over to B. The expected payoffs are constructed in such a way that a risk neutral person would switch from A to B from choice 5 and onwards. This switching point then captures a participants risk aversion. However, some participants switch two times or more, which is irrational behaviour. In this case a researcher can do two things: Drop those people from their sample or let the amount of safe bets (times chosen A) capture the risk aversion of the participants.
[image: ]Table 2: Table of the original paper by Holt and Laury (2002)




Although this study did not intent to find any gender effects on aversion, it did find that men are slightly less risk averse than women in the low-payoff decisions, where men chose around 0.5 less safe choices, but that this effect disappears in the high-payoff treatments. Other studies using this elicitation method do not show results as conclusive as the investment game or the ordered lottery selection task. Using this elicitation method Agnew et al. (2008) find that women are indeed more risk averse than men, and also that women are more likely to choose annuities as a retirement saving plan instead of a risky investment. Other studies that found that women are more risk averse than men using a multiple pricing list include Dave et al. (2010) and Brañas-Garza and Rustichini (2011). However, not all studies show mixed evidence using this measure. Menon and Perali (2009) show mixed evidence among a general university students sample and a specific sample from a university from Verona. In the general sample girls appear to be more risk averse than boys, but this effect reverses in the specific university sample. However, the general sample is more likely to be representative for the general population than the subsample, due to sample size (3508 vs. 213 observations). Most studies using this measure do not report significant gender differences, including both field studies (Anderson and Freeborn, 2010; Carllson et al.,2012) and lab studies (Baker et al., 2008; Chakravarty et al., 2011; Mueller and Schwieren, 2012; Viscouti et al., 2011).



Table 3: Summary table of the risk attitude sub-section
	Author(s)
	Method
	Experimental Subjects
	Other Experimental Details
	Risk Taking

	Charness and Gneezy (2004)
	Investment Game
	Students
	Lab study, Framed gambles
	M>F

	Ertac and Gundall (2012)
	Investment Game
	Students
	Lab study, Decisions in both group and individual setting
	M>F

	Dreber et al. (2011)
	Investment Game
	Professional Bridge Players
	Field study, Checks effect of dopamine
	M>F

	Gong and Yang (2012)
	Investment Game
	Villagers
	Field study, Comparison neighbouring patriarchal and matriarchal societies
	M>F

	Gneezy, Leonard and List (2009)
	Investment Game
	Villagers
	Field study, Comparison patriarchal and matriarchal societies
	M=F

	Eckel and Grossman (2002, 2008)
	Ordered Lottery Selection
	Students
	Lab study, Prediction of others risk attitude
	M>F

	Ball et al. (2010)
	Ordered Lottery Selection
	Students
	Lab study, Physical prowess as predictor of risk attitude
	M>F

	Dave et al. (2010)
	Ordered Lottery Selection, Multiple Pricing List
	Adults
	Lab study, Comparison between ordered lottery selection and multiple pricing list
	For both methods:
M>F

	Eckel et al. (2011)
	Ordered Lottery Selection
	High school students
	Field study, Check for peer and quality effects
	M>F

	Wik et al. (2004) 
	Ordered Lottery Selection
	Zambian households
	Field study, Framed gambles
	M>F

	Cleave et al. (2010)
	Ordered Lottery Selection
	Students
	Lab study, External validity check of lab experiment
	Full sample: M>F
Subsample: M=F

	Holt and Laury (2002)
	Multiple Pricing List
	Students
	Lab study, Real and hypothetical payoff
	M>F

	Agnew et al. (2008)
	Multiple Pricing List
	Households
	Lab study, framed outcomes
	M>F

	Brañas-Garza and Rustichini (2011)
	Multiple Pricing List
	Students
	Lab study, Various biological controls
	M>F

	Menon and Perali (2009)
	Multiple Pricing List
	Students
	Field study, Different samples for later experiment
	Full Sample: M>F
Subsample: F>M

	Anderson and Freeborn (2010)
	Multiple Pricing List
	Students
	Field study, Increasingly profitable payoffs
	M=F

	Carllson et al. (2012)
	Multiple Pricing List
	Households
	Field study, Comparison of spouses decisions
	M=F

	Baker et al. (2008)
	Multiple Pricing List
	Students
	Lab study, Comparison group and individual decisions
	M=F

	Chakravarty et al. (2011)
	Multiple Pricing List
	Students
	Lab study, Comparison individual decision and decision for others
	M=F

	Mueller and Schwieren (2012)
	Multiple Pricing List
	Students
	Lab study, Psychological controls (Big Five)
	M=F

	Viscouti et al. (2011)
	Multiple Pricing List
	Students
	Lab study, Comparison group and individual decision
	M=F



2.2 Competitiveness
One of the first studies to test for differences in competitive differences were Gneezy and Rustichini (2003), who tested for performance differences in solving mazes between men and women under a competitive and non-competitive payment scheme. They found that the performance of men increased under a competitive payment scheme, while the performance of women did not significantly alter. They give three explanations for their results. First of all they explain that women might not compete against men. Secondly, women might not compete at all, regardless of their opponent. Their last explanation is that men compete too much. However, this experiment was not ideally set up. For instance, the task they used favoured men and participants were forced into the competitive settings, which could both influence the effort women exhibit, creating bias in the results. Therefore Niederle and Vesterlund (2007) improved the experiment of Gneezy and Rustichini (2003) by letting changing the task from solving mazes to adding up sets of five two-digit numbers for five minutes, a task that was chosen as they did not expect performance differences between genders. Furthermore they let participants of the study experience both a competitive and non-competitive payment scheme, without informing participants on their relative performance, before letting them select a payment scheme in the third round. Letting participants experience the task before the experiment could have influenced the results, as it may have affected the entry decision of the participants, since they can form beliefs about their absolute performance. Withholding information on relative performance may be useful, as beliefs about relative performance can influence the tournament entry decision of participants, but it may also be non-beneficial, as men and women may react differently to the availability of feedback on relative performance, which could influence the results. They find that despite that there is no difference in performance, twice as many men as women enter the tournament. Under piece-rate performance men and women solve respectively 10.15 and 10.68 problems on average, and under tournament performance men and women solve respectively 12.1 and 11.8 problems on average. However, women only enter the tournament 35% of the time with men entering 73% of the time. Saccardo, Gneezy and Pietrasz (2018) did a similar experiment, but added intensity of competition in order to check if this had an effect on the results. They extended the compensation scheme to a linear measure, where participants could allocate points toward a fixed scheme and competitive scheme. This is useful as it can tell something about the intensity of competitive preference of the genders. Highly risk averse individuals might refrain from committing to highly competitive career paths, but they could still be willing to commit to career paths with a moderate amount of competition.  Another alteration to the setup of Niederle and Vesterlund (2007) was that participants did not experience the task beforehand, so that they could not form beliefs about the difficulty of the task. In the linear measure Saccardo, Gneezy and Pietrasz found similar results as the binary measure used by Niederle and Vesterlund (2007): On average men allocated 66% of their points toward the tournament, with women only allocated 35% of their points on average. Therefore even allowing for a less intense competitive measure still results in a significant difference in competitive preferences between men and women, which makes the results found by Niederle and Vesterlund (2007) more valid. 
	Thus far the literature I discussed only provides evidence how men and women innately have  different preferences. On basis of this literature it seems gender differences exists through nature. However, many studies also provide evidence for how competitive gender differences are shaped through ones environment, culture or upbringing, so competitive differences also exist through nurture. One of these studies is done by Gneezy, Leonard and List (2009), where they repeat the experimental setup by Niederle and Vesterlund (2007) in the patriarchal Maasai tribe of Tanzania and the matriarchal Khasi tribe in India, only changing the task used to a ball tossing task. What they find is that among the Maasai 50% of the males choose the compete, with only 26% of the women choosing to compete. Among the Khasi tribe 54% of the women choose to compete, with only 39% of the men choosing the tournament. It is striking that among the matriarchal Khasi tribe the usual lab results reverses, in this tribe women are more competitive than men. Even after controlling for various observables the empirical results suggest that Khasi women are 24% more likely to compete than Khasi men, potentially showing the important effect of nurture. However, this study is not without its flaws. Innate differences between the tribes, like perception of gambling or wealth, can bias the results of the study. Still this study provides us with some potentially interesting insights into underlying sources of differences in gender competitiveness, as it highlights the importance of nurture in developing competitive preferences. Booth and Nolan (2012) tried to further this research agenda by examining gender differences between single sex school and coeducational schools. This is a logical next step as these two groups are much closer to each other as the Maasai and Khasi tribe used by Gneezy, Leonard and List (2009), and therefore observed differences found in this study are more likely to be related to upbringing by parents or teachers and interactions between peers at school, instead of innate differences between two tribes from two completely different parts of the world. Booth and Nolan (2012) find the usual gender gap in competitiveness for boys and girls in coeducational schools, but find that girls in single-sex environments exhibit more competitive behaviour than girls in coeducational environments. This study along with the study by Gneezy, Leonard and List (2009) show the importance of nurture in competitive behaviour. Therefore it seems too easy to just attribute the gender difference in competitive behaviour to nature alone, nurture also seems to be an important part in determining the gender differences in competitive preferences. With all the literature together both nature and nurture seem relevant to explain competitive differences between genders. Differences in competitive preferences between genders are not only determined by, for instance, differences in risk aversion or altruism between genders, but also by differences in environment, culture or upbringing. 

Table 4: Summary table of the competitiveness sub-section
	Author(s)
	Experimental Subjects
	Pay
	Summary
	Competitiveness

	Gneezy and Rustichini (2003)
	Students
	Yes
	Participants were forced into competitive setting and afterwards were compared on performance
	M>F

	Niederle and Vesterlund (2007)
	Students
	Yes
	Participants first experienced both a piece-rate pay scheme and a competitive pay scheme, and afterwards self-selecting into one.
	M>F

	Saccardo, Gneezy and Pietrasz (2018)
	Students
	Yes
	Participants experienced the experimental design by Niederle and Vesterlund (2007), but also experienced a linear measure, in which they could allocate points towards both payment schemes.
	M>F

	Gneezy, Leonard and List (2009)
	Villagers
	Yes
	Participants from the patriarchal Khasi and matriarchal Maasai experienced the experimental design by Niederle and Vesterlund (2007).
	Khasi: M>F 
Maasai :F>M 

	Booth and Nolan (2012)
	Students
	Yes
	Participants from coeducational schools and single-sex schools experienced the experimental design by Niederle and Vesterlund (2007).
	Coeducational: M>F 
Single-sex: M=F




	2.3 Task preferences
The last literature that will be discussed in this section is done by Babcock et  al. (2017), in which they check for differences in accepting and receiving tasks with low promotability. They characterize low-promotability tasks as task that are beneficial to the organization as a whole, but are less likely to attribute to an individual’s evaluation and career advancement. For instance, in research related institutions doing research contributes more to the chance of promoting than service work, and in the sales business revenue generating task contribute more to this chance than non-revenue generating tasks. They do this as several empirical studies show that women spend more time on these tasks compared to men. For instance, Misra, Lundquist and Templer (2012) find that female faculty member spend 2.45 hours less on research than male faculty members in the University of  Amherst. Furthermore, Mitchell and Heisli (2013) found that in a political science faculty female members spend more time advising undergraduate students and participate in more department and college-level committees. Finally Porter (2007) found that female faculty spend 15 percent more hours on committee work than men in the National Survey of Postsecondary Faculty. These gender differences in accepting or receiving low-promotability tasks may lead to differences in men and women’s career advancement, as spending time on low-promotability tasks means you can spend less time on high-promotability tasks, which are tasks that are more likely to influence someone’s performance evaluation. Therefore those spending a lot of time on low-promotability tasks are less likely to be promoted, which might cause a gender gap.
	Babcock et al. (2017) test for these differences in a series of lab experiments. In their first experiment they check if women are more likely to volunteer for low-promotability tasks. In this experiment participants are put into a mixed-sex groups and each of the members in this group is asked to make an investment. This investment gives the investor a payoff of $1.25 and the other members receive $2 for the investment, and if none of the members invest everyone receives $1. The experiment is repeated 10 times and all participants remain anonymous during the experiment. This experimental setup results in a situation where every member prefers for the investment to be made, but would rather that it is made by another member. In the first experiment Babcock et al. (2017) find that women are more likely to make the investment than men: Women invest 3.4 times on average, whereas men invest 2.3 times on average, a 48% difference. They attribute this to either differences in preferences (i.e. altruism or risk adversity) between genders or gender profiling. If both men and women believe women are more likely to make the investment, this may contribute to the difference in investment.
	Therefore Babcock et al. (2017) conducted a second experiment replacing the mixed-sex groups with single-sex groups, with the purpose of finding out if the results found in the first experiment is driven by differences in preferences or by beliefs. If the difference in investment was driven by women being more altruistic and more risk averse this experiment would show higher investment rates in the all-female groups than in the all-male groups. However, if the result was driven by beliefs the individual investment rate would change in the single-sex group, as men would deem their decision to invest as more critical, therefore increasing the probability he invests, but women would see their decision as less important, decreasing their probability of investing. In this experiment Babcock et al. (2017) find no significant differences in investment rates between men and women, with men investing 2.67 times on average and women 2.71 times. They conclude that this change in behaviour suggests that the initial result is driven by beliefs rather than differences in preferences. A third experiment strengthens this belief. Adding a requestor, who receives $1 if no investment is made and $2 if any member of the group does an investment and may ask one of his group members to invest at the start of the experiment, Babcock et al. (2017) find that both men and women more often request a female participant to invest. Male requestors ask a woman to invest 39% of the time and a man 29% of the time, with female investors asking a woman 39% of the time and a man 26% of the time. Furthermore, female participants are more likely to accept such a request: On average they accept 71% of the time, with male participants accepting a request 51% of the time on average. So, women are more frequently being asked and are more likely to accept such requests. In conjunction with the results of their second experiment these results suggest that beliefs rather than preferences cause this difference in task allocation.
	2.4 Discussion
Most of the experimental research into gender differences in risk aversion show stable results, which is that on average men seem to be less risk averse than women. However, the inconclusive results using the Holt and Laury (2002) measure slightly invalidates the robustness of this result. However, a study by Dave et al. (2010) established that although this measure is the most precise, it also is the most difficult to understand and therefore creates bias when used on subjects with low math skills. Therefore when using less able subjects the Eckel and Grossman (2002) or the Gneezy and Potters (1997) method seems the better method. However, this is not the only problem with the experimental measures. These measures seem useful for identifying treatment effects or differences in a controlled lab setting, but far too often have little predictive power in the real world. For instance, Dohmen et al. (2011) found that using the Gneezy and Potters (1997) measure could predict decisions in the financial domain, such as holding stocks, but had little predictive power in real world domains such as self-employment or smoking. Furthermore, they find that a simple general risk question often is a valid instrument for eliciting risk preferences. Therefore researchers should think carefully which elicitation method they want to use when measuring risk preferences, dependent on among other things the subjects of their study and the researched domain.
	 In many research into differences in competitive preferences between genders the results seem robust: Men seem to be more competitive than women. However, there are also studies that state that these results are not as stable as they seem, due to one potential problem, which is task stereotyping. Women are less likely to compete under a task that is perceived by them as stereotypically male, since women expect they perform worse than men, as argued by papers from Grosse and Riener (2010) and Günther et al (2010). Grosse and Riener state that the summation task of Niedere and Vesterlund (2007) as well as the ball tossing task of Gneezy, Leonard and List(2009) have a strong male connotation and therefore add a neutral task to their experiment: A word order task. They found that women only shy away from competition in the mathematical task and not in the word order task. They repeated their experiment outside the lab, with the same ball tossing task used by Gneezy, Leonard and List (2009), and find similar results: In the ball tossing task men compete the most, while this reverses in the word order task, where women opt to compete more often. Due to these findings Grosse and Riener (2010) reject the idea that the decisions of women in the experiment can be explained by  differences in competitive alone, and argue that gender task stereotypes additionally explain the remaining differences in self-selection. Their results are supported by the studies from Günther et al (2010) and Schurkov (2012). Günther et al (2010) add a gender neutral and a female task in addition to the male task used in Gneezy, Niederle and Rustichini (2003), which was solving mazes. They find that males increase their performance in response to the male task under competitive pressure, females increase their performance in response to the female task under competitive pressure and that both genders increase their performance in response to the neutral task under competitive pressure. These results do not necessarily invalidate the results of Niederle and Vesterlund (2007) and studies afterwards, but do show that the results are sensitive to the task used. The summation task of Niederle and Vesterlund (2007) and the ball tossing task often used by Gneezy seem to be male oriented and are therefore imperfect measures to test for competitive differences between genders. Therefore it seems only rational future research into this subject adopts either a gender-neutral task, or uses multiple tasks in order to establish the robustness of its results.
	The study of Babcock et al. (2017) is a great starting point for further studies into gender differences in task allocation. However, this experiment does have its weaknesses on which future research may improve. First of all, the task Babcock et al. (2017) use to replicate low-promotability tasks is a zero-effort task: Participants do not have to exhibit any effort to invest in the experiment. Adding a task in which a subject needs to exercise effort would be more similar to reality and could alter the results. Furthermore, due to the animosity of the participants there is no room for reputation building in this experimental setting. Removing the animosity of participants and thus allowing for reputation building may cause different behaviour. At last, future research could see how robust the results are in response to group size, as this may influence volunteering behaviour may change. Still this study provides us  with the insight that women spend more time on service-related tasks than men due to beliefs, examining another pathway that contributes to the glass ceiling effect, and thus the gender wage gap in general.   






3. Field Outcomes
In all of the previously mentioned studies similar results emerge: Men behave more competitively than women in the lab. However, in order to establish that the results are also valid outside of the lab we need to examine how these experiments relate to field outcomes. There are a lot of studies with this aim. In this section I will discuss how the results from the lab relate to real worlds outcomes. The discussed domains will be educational choice, future earnings, academic promotions and wage negotiations. I will discuss how gender differences in competitive preferences contribute to gender differences in math-intensive study track choice, lower earnings in the future, less participation in academic promotions for women and lower effectiveness of wage negotiations.
	3.1 Educational Choice
Past research has examined how competitive preference relates to study track choice. For instance, Buser, Niederle and Oosterbeek (2014) tried to tie the results of these lab experiments to the study track choice of Dutch high school students. They repeated the experiment of Niederle and Vesterlund (2007) in four high schools around Amsterdam and at the end of the year they were informed of the grade and the study track choice of the students that participated. Although it seems highly unlikely that four schools are a representative sample of the more than 500 high schools in the Netherlands, Buser, Niederle and Oosterbeek show that only the amount of boys that choose a science track slightly differs from their sample (60% versus 52%). In their experiment 49% of the boys but only 23% of the girls decide to enter the tournament. When using gender and tournament entry as a predictor for a science track choice, they find that the female coefficient drops from 15.4% to 12.3%, which is roughly a 20% reduction. Even after the inclusion of various controls they conclude that the differences in competitive preferences discovered in the lab experiments can explain 20% of the gap in study track choices among Dutch students. Buser did a similar study alongside Peter and Wolter (2017) where they looked at the study track choices of Swiss Baccalaureate school, a school which prepares students for university.  In this study 68% of the boys and 51% of the girls chose to compete in the tournament. Using OLS-regressions they can conclude that between 9 and 17 percent of the difference in math-intensive specializations can be explained by controlling for the choice to compete. Zhang (2013) also did a similar study where she tried to see if differences in competitiveness could explain entry into a highly competitive exam in China. Although she does not find significant gender differences in tournament entry, she does find that is more likely for participants who choose to compete to take the exam. 
All of these studies show that differences in competitiveness can help explain a moderate amount of the gap in the more difficult study track choices or exam entry, which can potentially cause occupational segregation. These studies have all been done in different environments, but always with the initial experiment from Niederle and Vesterlund (2007) as the basis. Therefore it is more likely that these results are externally valid and can be interpreted more generally. 
	3.2 Future Earnings
The study of Niedere and Vesterlund (2007) has also not only been used in setting of educational choices, but also in its relationship to future earnings. For instance, Reuben, Sapienza and Zingales (2015) investigated if competitive preferences between genders influences earnings and industry choice among high-ability MBA-students. They also use the competitive measure used by Niederle and Vesterlund (2007) in order to obtain competitive preferences, and observe that 60.1% of the men and 33.3% of the women enter the tournament. Afterwards they used this competitive measure in order to analyse how competitive differences influence participants first job after graduation and the fields where they will work. They found that on average, male MBAs earned $175.000 in their first year after graduation whereas females MBAs earned $149.000. Furthermore they found that participants who chose the tournament earned on average $21.000 more than participants who chose piece-rate pay. Competitiveness was also found to be a significant predictor of a participant’s industry. Those who chose the tournament were 7.1% more likely to work in consultancy, 4.3% more likely to work in finance and 11.5% less likely to work somewhere else. This study shows that the results of the lab experiments on gender competitiveness represent reality surprisingly well and lead to differences in earnings and occupations between genders. However, Reuben, Sapienza and Zingales (2015) are not the only ones who tried to study the lab results in a business setting. Berge, Bjorvatn, Pires and Tungodden (2015) tested if the lab results resulted in different field decisions (investments and employment decisions) among Tanzanian entrepreneurs. In their study investments are measured as total investments over the course of their survey and employment decisions are measured as average number of employees and activity in employer-employee relationship, defined as the number of employees fired by the employer and number of bonuses given by the employer. They find that willingness to compete in the lab has strong relation to the field decisions of entrepreneurs. Those who are willing to compete seem to invest more, hire more workers, fire more workers and hand out more bonuses. Furthermore, to some extent they also find a positive association between willingness to compete and the profits an entrepreneur makes, which suggests that more competitive entrepreneurs are more likely to obtain high profits.



3.3 Academic promotions
Another field setting that may relate to the study of Niederle and Vesterlund (2007) is that of academic promotions. Bosquet, Combes and Garcia-Peñalosa (2013) and De Paola, Ponzo and Scoppa (2015) used data from France and Italy respectively to research gender differences in academic promotions and application to promotions. Bosquet, Combes and Garcia-Peñalosa (2013) use data from the France academic economists. They use data from the French academic system as promotions in this system are achieved through a national contest, with the list of applicants being publicly available beforehand. Furthermore, the key factor in academic promotions are publications, which are publicly available and thus can be controlled for. However, by using the French academic system they may flaw their analysis: In France individuals often cannot stay in the same department after promotion and thus have to move to a different university and city. When the geographical mobility between men and women differ, this may bias their results. Furthermore, applicants must do several oral presentation in the competition process, which could decrease the performance of female participants if they don’t want to compete, as seen in the paper of Gneezy and Rustichini (2003). Bosquet, Combes and Garcia-Peñalosa (2013) do not find significant differences in promotion chance, but do find a gender difference in the likelihood to apply for a promotion, with the coefficient of their logit-regression being -0.024, which is around a difference between 25 and 30%. De Paola, Ponzo and Scoppa (2015) do a similar analysis in the Italian academic system, but improve upon the weak points of Bosquet, Combes and Garcia-Peñalosa (2013), as in the Italian system academic promotion often happens in the same department, so they do not have to move to another university, and no oral presentation is required, as applicants are solemnly evaluated on past publication and their CV’s. Furthermore, they do not only have data from academic economists, but from all academics in Italy. After controlling for past publications and various individual and field characteristics, they find that women are 8% less likely to compete than their male counterparts. This is much lower than the 25-30% found by Bosquet, Combes and Garcia-Peñalosa (2013), but the absence of a transfer of department and oral presentation in the setup of De Paola, Ponzo and Scoppa (2015) could provide a possible explanation for this.
	3.4 Wage negotiations
Differences in preferences can also play a big role in wage negotiations. Given the result that men seem more competitive than women it could be that men are more likely to initiate wage negotiations or have a tendency to make larger wage demands. Leibbrandt and List (2014) test whether there are differences between genders in wage negotiations by using  a natural field experiment with job applications in nine major US cities. They make use of a 2 x 2 factorial design varying the negotiability of wages, where some adds explicitly state the wage is negotiable and others are ambiguous, and the job itself, where some jobs are gender-neutral and others are male-oriented. They use different jobs in order to check the robustness of results with gender stereotyping. They find that men are more likely to sort into jobs where wage negotiability is ambiguous, and consequently are more likely to negotiate under these circumstances than women. This result reverses for women: They are more likely to sort into jobs with explicit wage negotiation, and consequently are more likely to negotiate under these circumstances than men. However, in general Leibbrandt and List (2014) find no statistical difference in willingness to initiate wage negotiations between genders. These results are robust even for the male-oriented application. Although this study gives us some insight into the willingness to negotiate, it does not say anything about the effectiveness of the negotiation. An empirical study by Säve-Söderbergh (2007) explores this further. In this study she uses a survey to obtain the wage asked by employees and wage offered by employers. Furthermore, she examines if employees overbid similar individuals. With respect to willingness to negotiate she finds a similar result as Leibbrandt and List (2014), which is that there are no differences in willingness to negotiate. However, she did find that women on average ask wages that are 3% lower than what males ask, and furthermore women also receive offers that are 3.2% less on average. Women also overbid less than men: Women overbid similar applicants with 9%, with men overbidding similar applicants with 13%. Together this results in men having 3.8% higher wages after successful negotiations. These studies show that although these studies show that women do not refrain from negotiations, in the end they are less successful than men, resulting in a lower wage, which contributes to the gender wage gap. 
	3.5 Discussion
The evidence provided by the studies into educational choice seem conclusive: Due to competitive differences boys are more likely to choose a math-intensive program and are therefore more likely to end up in an occupation connected to this study track. However, this is also the weak point of these studies, as all of these assume that once a subject has chosen a study track it will stay on this for the entirety, although this is far from the truth. Almås et al. (2016) found that boys are less likely to enter college compared to girls (46% vs. 36%) and that even when they enter college, boys are more likely than girls to drop out (24% vs. 14%). So even if more boys than  girls choose a math-intensive program in high school this does not say anything for their study track beyond high school. Further research could try to see if similar patterns emerge in higher education tracks.
	Evidence from studies into future earnings point towards the direction that more competitive individuals have a higher income in the future, which holds for both employees and the self-employed. However, some caution is need in the interpretation of the result of Berge et al. (2015). This is because the income measure they use is self-reported by the entrepreneurs. A self-reported measure has a tendency to be biased: Either because participants do not exactly know how much they earn or because they over report. This could have implications for the results found by Berge et al. (2015) 
	Based on the studies by Bosquet, Combes and Peñalosa (2013) and De Paola, Ponzo and Scoppa (2015) it seems like women, similar to the results from the lab, shy away from competition. However, there is one major concern with both studies. Both of these studies highlight the importance of publication history, both in terms of quality and quantity, so gender differences in publication rates and quality could influence their results. Symonds et al. (2006) found that on average women publish 40% less papers than their male colleagues. On top of that Sarsons (2017) argues that women receive less recognition for group work and as a result have lower tenure rates than male academics. Both of these findings could influence the results from Bosquet, Combes and Peñalosa (2013) and De Paola, Ponzo and Scoppa (2015), therefore it would seem rational to include an interaction term between publication history and gender in a regression to account for this. Furthermore it would be interesting to check whether the robustness of these results also hold in other professions outside of academia. 
	The studies into wage negotiations find that although women are not less likely to negotiate for a wage, the effectiveness of their negotiations are less than that for males. However, for these studies into wage negotiations it has to be noted that subjects negotiate for a starting wage. Prior to these negotiations it is unlikely that the applicant and employer have met, and therefore there is no room for reputation building. If women know that accepting lower bids results in a reputation of a weak negotiator, perhaps they will be fiercer in future wage negotiations. Future research could try to examine if reputation building has an effect on gender differences in wage negotiating.
4. Conclusion 
In this thesis I have tried to answer the question how differences in preferences contribute to the gender wage gap. In order to do this I have presented three types of experimental evidence: Differences in risk aversion, competitive preferences and task allocation. In summary, males not only seem to be less risk averse than females, but are also believed to be less risk averse. Together this could explain the wage gap in occupations that require high amounts of risk-taking, as women might shy away from careers that involve a high amount of risk, but managers of these occupations might also refrain from hiring females, due to beliefs that she will do a worse job than a male. Furthermore men seem to prefer competitive environments to a larger extend than women. This difference is preference exists both because of innate differences between genders, like risk attitude, but also due to differences in upbringing, culture and environment. As employees in more competitive workplaces earn a higher wage, it is logical that when men self-select into these environment while women shy away from them, occupational segregation will occur, and a wage gap will exist. Finally I found that men on average spend more time on tasks that are beneficial for their chance to be promoted, while women spend more time on tasks that are beneficial to an organization as a whole, but are not necessarily beneficial for their own career. Although at first this is masked like a preference, further research found that this behaviour is driven by beliefs rather than preferences. This provides a potential explanation for why women get promoted less than men. If they spend more time on tasks that are beneficial to the organization, but non-beneficial for their career, they effectively create their own glass ceiling. The most important finding of all this seems that competitive differences are not only determined by nature, but are also determined by nurture. Factors like culture or upbringing seem crucial in shaping an individual’s preference.
	After the experimental evidence I tried to see if these preferences are also observable in the real world in order to check the external validity of the results. I have found that differences in competitive preferences can predict the high school study track choice of people and future earnings. Competitive individuals are more likely to choose a math-intensive study track (and thus are more likely to end up in a higher earning occupation) and are more likely to obtain a higher starting salary or higher profits as an entrepreneur. As the experimental evidence suggests that males are more competitive than females, this could explain how this contributes to the gender gap. Further research showed that males in academia are more likely to apply for a promotion than females, which again shows how gender differences contribute to the wage gap. However, it is not known if this result can be extended to all occupations or if this exists only in academia, so further research could focus on answering this question. At last this thesis showed that women are less successful in negotiations than men, due to them overbidding similar applicants less and receiving lower offers than their male counterparts. 
	Policy implications are difficult to recommend in this matter. Innate differences between gender are hard to combat, for instance, the government cannot simply make women less risk averse. Measures a government can take are for example, decreasing the competitiveness of the education system or the labour market. For instance, the education system of Finland is very uncompetitive, as there are no standardized tests and students barely receive homework, yet it still is one of the best educational systems in the world. The nurture evidence allows more room for improvement: Upbringing can be nudged by the government through the altering of popular opinion, and cultures can be developed. Furthermore some of the real world outcomes can be combatted by the government: The government can oblige universities to that a certain percentage of their promoted individuals must be female and can forbid that employers offer lower wages to their female workers than to their male workers. 
	I would like to end this thesis on a final note that there may be a possible bias in the literature available to this subject, due to journals that are more likely to publish papers that find gender differences than those that do not. I’ve tried to also include papers that did not find differences in order to account for this. However, for future research it would be helpful if researchers would always record the gender of their subjects, this could give us even more insight into the differences between genders and avoid the publication bias which is currently present. 
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Table 1
Gamble choices, expected payoffs, and risk in the two alternative framings

Payoff Expected payoff

Gamble Probability Loss No-Loss Loss No-Loss
choice (%) framing ($) framing ($) framing ($) framing ($)

50 10 16 10 16
50 10 16
50 18 24 18
50 6 12
50 26 32 20
50 2 8
50 34 40 22
50 -2 4
50 42 48 24
50 —6 0

The level of risk is represented as the S.D. of expected payoff.

A
B
A
B
A
B
A
B
A
B

risk-neutral person will maximize expected payoff by choosing Gamble 5. A risk-seeking
person will choose a higher-risk option even if it involves the same or lower expected payoff,
so any risk-seeking person will also choose Gamble 5.) In the Loss treatment, Gambles 4 and
5 entailed a negative payoff should event B occur, and these amounts were deducted from the
payment for completing the SSS. Losses were eliminated in the No-Loss treatment by scaling
payoffs up so that the lowest outcome was zero. In the Tversky-Kahneman (1991)
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Option A Option B
1/10 2% 9/10 16% 1/10 3.85% 9/10
2/10 2% 8/10 1.6% 2/10 385% 8/10
3/10 2% 7/10 1.6% 3/10 385% 7/10
4/10 6/10 16% 4/10 385% 6/10
5/10 5/10 16% 5/10 385% 5/10
6/10 4/10 16% 6/10 3.85% 4/10
7/10 3/10 16% 7/10 3.85% 3/10
8/10 2/10 16% 8/10 3.85% 2/10
9/10 1/10 1.6$ 9/10 385% 1/10
10/10 0/10 16% 10/10 3.85% 0/10

1
2
3
4
5
6
7
8
9
10

Table 2: The 10 lotteries of the original Holt and Laury (2002) paper

to A are not infrequent and are regarded as inconsistent choices when modeling the choices
without including a stochastic component.





