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Abstract

In this paper I investigate the effect of the announcement of a change in board composition on the running stock price of a company. By running an event study using data on stock prices and the dates of corporate announcements and subsequently making use of hypothesis testing, I find no significant effects for the characteristics gender, position, sector and insider of the new board members, and find some significant effects on the company-level, namely for the sector characteristic.
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[bookmark: _Toc14864802]Introduction
Topic & Context
Information plays an incredibly important role in the current-day markets and is especially crucial in the stock market. An important part of the information in stock markets is information about the leadership of a listed company and their characteristics and ability.
Many characteristics of the leadership of a firm are relevant to investors because they could influence the leadership’s ability and could therefore also signal about the future performance of a firm. Obvious characteristics that could signal the ability of a leadership team are e.g. the members’ previous performance and their tenure, but investors could also perceive other characteristics as signals of leadership ability.
The relationship between the leadership-members and firm performance is not a clear single-cut relationship, but rather a relationship that consists of many characteristics on the individual level, the leadership team level and the firm level. Characteristics that could influence firm performance are e.g. CEO dominance (Haleblian & Finkelstein, 1993), but leadership team-level characteristics, such as gender diversity (Dwyer, Richard, & Chadwick, 2003) could also influence firm performance. These characteristics all influence firm performance because the top management team (TMT) is responsible for the execution of the policies devised by the board of directors. The aforementioned characteristics could all influence the way in which the execution of these policies occurs.
Different manners of executing these policies can lead to different future firm performance-levels. Since investors base their decisions largely on the expected future performance of a firm, these different manners of managing can affect the stock performance of a company (because it affects how the investors perceive the potential of the firm). In other words; TMTs with different characteristics (on both individual level and team level) can potentially achieve different firm performance-levels, which leads to differences in the perceived firm value by investors.
When we combine the efficient market hypothesis with the fact that changes in board composition are relevant for a firm’s performance, then it is logical that this new information should be priced into the stock prices of the relevant firm. Therefore, the focus of this paper will be the effect of the announcement of a change in board composition on the running stock price of a publicly listed company. 

[bookmark: _Toc14864803]Relevance & importance
Even though many papers have already investigated the link between board composition and several profitability factors. Among the profitability factors that have already been investigated are Tobin’s q (Hermalin & Weisbach, 1991), Corporate Financial performance (Baysinger & Butler, 1985) and firm profitability (Bhagat & Black, 1999). However, the effect of a change in board composition on the running stock price has not yet been sufficiently investigated. 
One relevant paper that investigates changes in board composition was published by Warner & Watts (1988). They have investigated the link between the stock price and subsequent top management changes. The research in this paper will be different since their research examined the effect of the stock price of a company on subsequent top management changes. On the contrary, this paper will focus on the effect of management changes on the stock price of a company. Additionally, the research in this paper will also investigate top management positions that are not as high-profile as the CEO and CFO, such as Chief Human Resources Officers, Chief Information Officers and Chief Technical Officers, among others.
Besides the general effect of changes in board composition, it could be interesting to investigate whether the effect on stock price differs across several types of board composition changes.
Another reason why it is interesting to investigate the effect of changes in board composition on the running stock price of a company, is because publicly listed companies are legally obliged to publish information about the composition of their boards. Because of this, the conclusion of this paper could provide companies with interesting insights regarding the effect of such an announcement and whether they should be concerned about the timing of the announcement.
There is also some social relevance to the research of this paper, as the focus of this paper is how investors perceive the value added of several characteristics. If, for example, this paper was to reveal that investors systematically perceive female board members as adding less value than their male counterparts (for which there is no empirical foundation), then this could signal a larger structural problem of the way in which female board members are viewed by investors.

[bookmark: _Toc14864804]Structure of the paper
The aim of this paper is to build upon the conclusions of several previous papers by investigating the stock price of a company instead of objective profitability factors. By doing so, this paper analyzes investors’ perception of the potential added value caused by a change in board composition.
The theoretical background section of this paper will firstly discuss several concepts that are necessary for understanding the relationship between changes in board composition and stock prices. Afterwards, the theory behind the event study will be presented. Finally, the theoretical background section will present the relevant variables of this paper and discuss how this paper ties into the already existing literature. The data section will present the data that will be used in this paper and the methods used for collecting the data. The methodology section will present how the research is conducted and will discuss definitions concerning the research method. Lastly, the results section will present the results and a discussion of the results.
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[bookmark: _Toc14864806]The relationship between information and stock price: The efficient market hypothesis
The research in this paper depends on several components of underlying theory. Primarily, the research depends on the fact that a company’s stock price is a combination of the underlying value of a company, combined with perception and all relevant available information about the company, such as e.g. ability of key figures within the company. This is mainly based on the theory that in an efficient market all available information is incorporated in the security prices, which is described in the paper by Fama (Efficient capital markets: A review of theory and empirical work, 1970). The efficient market hypothesis, as mentioned in the paper by Fama (Efficient capital markets: A review of theory and empirical work, 1970), theorizes that markets are efficient, which means that the market should be incorporating all relevant information. Consequence of the incorporation of all relevant information is that there should be no under- or overvalued stocks available on the market, as this would only occur in a situation where the stock price has not incorporated relevant information.
The efficient market hypothesis, as formulated by Fama (1970), is not a single hypothesis, but rather exists in three forms, namely the weak, semi-strong and strong versions. The weak efficient market hypothesis states that the price of a stock should incorporate all information about historical prices of the stock and all information about returning trends in the price of the stock such that one cannot use only technical analysis to identify opportunities in the form of undervalued or overvalued stocks. The semi-strong efficient market hypothesis, which is the form closest related to the research in this paper, theorizes that a stock’s current price reflects all information that is publicly available. Implication of the semi-strong form is that investors can only achieve abnormally high returns by obtaining information that is not publicly available. Lastly, the strong efficient market hypothesis states that all information, both publicly available and not (yet) publicly available information, is priced into a stock’s current price. Implication of this form is that investors cannot achieve abnormally high returns on their investments by using any type of information. 
The semi-strong form of the efficient market hypothesis is closely related to the research in this paper, as it describes how the release of new relevant information could lead to changes in a stock’s running price. Several previously published papers support this semi-strong form of the efficient market hypothesis, such as the paper by Fama, Fisher, Jensen, & Roll (1969). In this paper they found that in the case of a stock split, information regarding the company’s future dividend payments on average is fully priced into the split stock price at the moment of the split. 
In the case of this paper, as a firm releases information about a change in board composition, this information becomes publicly available. According to the semi-strong efficient market hypothesis, this information should then be priced into the stock’s running price. By assuming that investors view board composition as relevant information and combining this assumption with the semi-strong form of the efficient market, the hypothesis that follows is that the announcement of a change in board composition should have an effect on the running stock price of a firm. The research in this paper then attempts to add to the findings of Fama, Fisher, Jensen, & Roll (1969) by investigating how the effect of board-composition changes (i.e. another type of corporate information) is priced into the running stock price of a company. This general effect will be investigated using the following hypotheses: 
- H0: µ = 0 			(i.e. there is no effect on CAAR)
	- Ha: µ ≠ 0			(i.e. there is an effect on CAAR; negative or positive)
As the efficient market hypothesis suggests that the newly released information should be priced into the running stock price of a company, we expect that the announcement should have an effect on the running stock price of the company.

Information and Board composition
With the relationship between information and the running stock price of a company being described in the previous section, we now move onto the specifics of the composition of a board and information. Many papers have already researched the effect of several factors of board composition on objective performance indicators of a company. 
Male board members compared to female board members
One of these factors of board composition is the fraction of female board members on the board. Many papers have already investigated this factor of board composition: Carter, Simkins, & Simpson (2003), for example find a positive relationship between the fraction of women & minorities on the board and firm value for Fortune 1000 firms. Another paper that comes to similar findings is the one by Campbell & Minguez-Vera (2008), in which they also find a positive relationship between the fraction of women on the board and firm value. Levi, Li, & Zhang (2014) found evidence that female directors increase shareholder value, mainly because they are less overconfident than their male counterparts. This would then benefit shareholder wealth because they tend to estimate the value of acquisitions more realistically than their male counterparts, thus resulting in a smaller bidding premium in the case of an acquisition.
Even though there exists empirical evidence for a positive relationship between board diversity (in terms of minority and female representation) and firm value, there is little evidence on the potential effect of an announcement of a new female board member on the stock price of a company, or in other words: how the investors perceive the potential value of a new female board member. This potential effect will be investigated in this paper by comparing the effect of the announcement of a male board member to the effect of the announcement of a female board member, which will be carried out with the following hypotheses, where the two groups are the male and the female group:
	- H0: µ1 = µ2			(i.e. there is no difference between the two groups’ mean CAAR)
	- Ha: µ1 ≠ µ2		(i.e. there is some difference between the two groups’ mean CAAR)
Because of the previously discussed empirical findings, we expect that the announcement of a female board member, compared to the announcement of a male board member, should lead to a different price correction in the running stock price of the company.
Board position
Another point of interest is to find out how investors react to the appointment of a new board member in different board positions. It is generally accepted that the CEO of a company is the main force behind the overall-strategy of a company and thus it is probable that investors react the most (either positively or negatively) to the appointment of a new CEO. However, the influence on company performance becomes harder to assess for other board positions such as Chief Financial Officers, Chief Human Resource Officers and Chief Operations Officers. We can use the stock-price reaction to a new appointment as a proxy for how investors think that the relevant position affects company performance and shareholder value.
Insiders vs. Outsiders
Hermalin & Weisbach (1988) find that poor performance can result in inside directors being replaced by outside directors. As a result, it could occur that firms that perform poorly on a regular basis have a board that contains many outside directors. Besides this possible association of outside directors with poor performance, there also exists evidence that outsiders do make a positive difference in firm performance (Peng, 2004). Outsider directors, for example, could provide the firm with valuable outside knowledge and new insights that can positively affect firm performance. Such a positive effect is also found in the paper by Rosenstein & Wyatt (1990), as they found that the appointment of outside directors does indeed lead to  an increase in shareholder wealth. However, Rosenstein & Wyatt (1990) only included United States-based companies in their research. In this paper we will investigate whether their findings also hold for companies that are not based in the United States.
On the other hand, insider directors could also have their benefits. As they are familiar with the company and its functioning, they can provide important company-specific insights which can also positively affect the firm’s performance. Since multiple effects, for both insider and outsider directors, influence the way in which they are affecting firm performance, it is interesting to see what the investors’ perception is of their added value. This will be investigated by maintaining the following hypotheses, where the two groups are the insider and the outsider group:
	- H0: µ1 = µ2			(i.e. there is no difference between the two groups’ mean CAAR)
	- Ha: µ1 ≠ µ2		(i.e. there is some difference between the two groups’ mean CAAR)
As previous papers do not provide a clear-cut intuition to whether either insider or outsider directors are more valuable to a firm, we cannot be certain what to expect. The results, however, will point out how the investors weigh the advantages of the insider directors versus the advantages of the outsider directors.

Sectors and exchanges
Since we are estimating the investors’ reaction to the release of new information (namely the announcement of a change in board composition), it could be interesting to find out whether there exist differences in these reactions across sectors and countries. 
Since different sectors are characterized by different types of operations and organizational structures, it is logical that the impact of board members could differ across these sectors. However, since there exists little literature about the impact of board members across sectors, it is interesting to see how the investors react to announcements of changes in board composition across different sectors. This will be tested by maintaining the following hypotheses for each individual sector:
- H0: µ = 0 			(i.e. there is no effect on CAAR)
	- Ha: µ ≠ 0			(i.e. there is an effect on CAAR; negative or positive)
Because of the differences in doing business per sector and the differences in organizational structure between sectors, it is reasonable to expect that there will be differences in the effect of announcements on CAAR across sectors. However, the expectations about the effect per sector are hard to formulate since there is little theoretical foundation to base these expectations on.
The estimation of investors’ reaction to the release of new information could also be dependent on several exchange specific factors (which in many cases are also country specific factors, thus allowing a crude comparison between countries). These factors are e.g. transaction costs, the quality and quantity of the information that a company releases and regulation factors that influence how a company does business. Comparison of the stock price reactions to new information across exchanges could provide us with insights as to how these factors influence the investors’ perceptions. The effects per exchange will firstly be tested using the following hypotheses:
- H0: µ = 0 			(i.e. there is no effect on CAAR)
	- Ha: µ ≠ 0			(i.e. there is an effect on CAAR; negative or positive)
Due to the inherent differences across exchanges, we expect that there could be a difference in the effect per exchange or per country that the exchange is based in. The same holds true for the different positions and sectors that were investigated. An ANOVA test will be used for all the groups in the subsets position, exchange and sector to test this expectation. The following hypotheses will be maintained for these ANOVA tests
- H0: µ1 = µ2 = … = µi 		(i.e. all groups in the subset have the same mean CAAR)
	- Ha: not all the mean CAARs of the groups in the subset are equal

All of the characteristics that were previously mentioned share a common factor: for most of them there exists empirical evidence of their effect on a company’s objective performance indicators, but the empirical evidence on the investors’ perceptions of their effect is lacking. The findings on the effects of the previously mentioned characteristics could provide us with some interesting insights regarding the perception of investors of the personal characteristics of potential new board members.
The results of these analyses could provide us with some interesting insights; the sentiment amongst companies (as of lately) is to promote diversity all across the organization. However, it is also important to find out what the sentiment is amongst the investors since the management is largely dependent on the support of their shareholders. On top of that, examining the results from these analyses for the different industries and exchanges (and therefore countries) could provide interesting insights regarding differences in sentiment between European and American shareholders.
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A dataset with several components was needed for the quantitative analysis in this paper. As this dataset was not available yet, I decided to create it myself by combining data from several sources. 
[bookmark: _Toc14864808]Data collection process
Firstly, I needed entries for the events that would be analyzed, namely the dates on which an announcement was made concerning a change in a company’s board composition. This date was then put into the dataset with the company name. The announcement dates were mostly retrieved by simply looking for the companies’ press announcements using Google’s search engine. For some companies, however, the press releases were quite hard to find using Google, so for these companies I went on their corporate website to find the relevant dates, since all press releases are stored in their corporate announcement depositories. 
During the data-collection process, I tried to retrieve data in equal parts for companies listed on four exchanges, namely the Dutch AEX, the German DAX and the American NASDAQ and NYSE. This was done to make sure that each country and exchange investigated was sufficiently represented in the sample. Disadvantage of this method is that heterogeneity becomes a problem in the sample: investors in different countries may react differently to changes in board composition. If the effects of the individual countries and exchanges are not similar enough, then the meta-analysis of all exchanges combined could lead to results that are not meaningful. The statistics on the composition of the dataset can be seen in the tables below. However, since the ANOVA on differences in the mean effects of the exchanges (as described in the results section) did not return a significant F-statistics it seems like this should not pose serious problems.
Table 1: Descriptive statistics regarding the composition of the dataset
	Entries
	116
	Sectors:
	 

	Female
	25
	Electronics
	41

	Male
	91
	Finance
	23

	Insiders
	75
	Cars
	8

	Outsiders
	41
	Materials
	7

	 
	 
	Services
	6

	Positions:
	 
	Transport
	5

	CEO
	37
	Retail
	3

	CFO
	34
	Consumer goods
	12

	COO
	7
	Life Science
	4

	CSO
	1
	Energy
	4

	CTO
	11
	Exchanges:
	 

	CHRO
	13
	AEX
	43

	CIO
	7
	DAX
	38

	CMO
	2
	NASDAQ
	16

	CCO
	4
	NYSE
	19












As can be seen in Table 1 there exist some inequalities in the sample. For example, only 25 of the 116 observations were female, which can partly be attributed to women being underrepresented in top-level functions. 
Of the 116 observations, 75 were insiders and 41 were outsiders. An explanation for this could be that insiders are often seen as the most logical option as successors to board-members, as they have acquired firm-specific knowledge and can often immediately move into the new position.

As for the distribution of the different positions in the sample, the vast majority of the observations were either Chief Executive Officers or Chief Financial Officers. This distribution can be attributed to the fact that besides the CEO and CFO positions, the other positions may exist in all of the publicly listed companies. Another reason may be that companies do not publish corporate announcements about the other positions, since these are not as high-profile as the CEO and CFO positions.
The distribution of the different sectors is also quite skewed, with the electronics and the finance sectors taking up 41 and 23 observations respectively. This phenomenon can be explained by sector-specific characteristics. It could be the case that finance and electronics companies are inherently more concerned with their corporate announcements, which may cause their corporate announcements regarding board composition changes to be more numerous and more visible on the internet. This would then lead to more observations collected from these samples, as the data collection process was a manual process.
Figure 1: Histogram showing the density of event dates per year
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Figure 1 shows a histogram of the number of observations in the sample per year for the time-period 2008-2019. The lower bound for the time-period was set on the year 2008 to make sure that the findings of the research remain up to date. The histogram shows a clear skewness to the more recent years. This skewness can be explained by the way that search engines present results: more recent publications receive more priority, which affects the manual data collection process and could cause more recent board changes to be included in the sample, rather than older board changes.
Lastly, I used Datastream (a financial data platform published by Thomson Reuters) to retrieve the stock price data for the companies in the dataset. This was done by utilizing the Event Study tool, a tool which makes it possible to easily retrieve stock price data from Datastream by stating the ISIN-code of the company and event date for each entry in the dataset. The following settings were used for the retrieval of the stock price data from Datastream:
· EstStart: states the number of days before the event date on which the estimation window starts. In this case 150 days before the event date.
· EstEnd: states the number of days before the event date on which the estimation window ends. In this case 7 days before the event date.
· EvlStart: states the number of days before the event date on which the evaluation window starts. In this case 4 days before the event date.
· EvlEnd: states the number of days after the event date on which the evaluation window ends. In this case 5 days after the event date.
· Datatype mnemonic: states what type of data should be retrieved. In this case P (=Price) was selected.
· Lastly, the ISIN-codes of the relevant exchanges were added to each entry in the input to make the comparison of stock and index price possible.
Since the evaluation window consists of 4 days before the event date, the event date itself and 5 days after the event date, the entire evaluation window includes 10 days.
[bookmark: _Toc14864809]
Variables in the dataset
After retrieving the company names and event dates, I added data on several variables for the entry. Some of these variables related to the new board-member that was being appointed, namely the following variables:
· Gender: specifies the gender of the new board-member, takes value 0 for males and value 1 for females.
· Position: specifies the board position in the observation, namely CEO, CFO, CHRO, CSO, CTO, CIO, CMO, CCO & COO. An additional variable, positionfac, was created to represent each position with a number to make an Analysis of Variance (ANOVA) possible. This was needed because an ANOVA test needs numerical variables.
· Insider: specifies whether the new board-member is an insider or an outsider to the company. Takes value 0 for outsiders and value 1 for insiders.
Two more variables, which do not relate to the board-member but to the company, were added:
· Sector: specifies in which sector the company is active. This variable does not specify the specific industry or industry-branch in which the company is active, but rather the broad sector. This was done to try and make sure that each sector had enough observations to carry out meaningful statistical analysis because the sample size was quite small. The sectors that were used are as follows: Electronics, Finance, Chemicals, Automobile Industry, Transport, Retail, Consumer goods, Materials, Services and Life Science. A problem that could arise due to this segmentation is that companies that are active in sectors with different characteristics are grouped together. This could then lead to problems with the results, as this could lead to overestimation or underestimation of the sector effect. Afterwards an additional variable was created, namely sectorfac. This variable was created to represent each previously mentioned sector with a number to make ANOVA testing possible.
· Exchange: specifies on which exchange the stocks of the company are traded. In this analysis this was limited to the following exchanges: AEX, DAX, NASDAQ & NYSE. Some of the companies’ stocks were traded on multiple exchanges. In this case, one of the four exchanges listed above was selected. If a company was trading on more than 1 of the aforementioned exchanges, the exchange that is based in the company’s home country was selected. In the rare case that a company’s stock was trading on both the NASDAQ and the NYSE, the exchange with the largest trading volume for this stock was selected. This overlap provides any future papers, that want to investigate intra-exchange differences, with data that is very suitable to check whether there exist differences between exchanges. This can be done by comparing a company’s stock price on different exchanges. Afterwards an additional variable was created, exchangefac. This variable was created to represent each previously mentioned exchange with a numerical value to make ANOVA testing possible.

Afterwards the following data was retrieved from Datastream for each observation in the dataset:
· The (closing) price of the company’s stock and the relevant index for each date in the estimation window and evaluation window.
· The return on the company’s stock and the relevant index for each date in the estimation window and evaluation window. This is calculated as follows: 
· The Mean Adjusted Return for the stock on each date in the evaluation window. This is calculated as follows: Stock return on day x of evaluation window – Avg. Stock return in estimation window. This shows the return on the company’s stock adjusted for the prevailing trend in the stock during the estimation window. The next type of return representation will be used in the quantitative analysis, since the Mean Adjusted Return on stocks does not account for general trends in the market but only for general trends in the stock price itself.
· The Market Model Adjusted Return for the stock on each date in the evaluation window. This is calculated as follows: Stock return on day x – α – (index return at day x * β). This expected return model is chosen because it accounts for general market trends and trends in the company’s stock by including the index return (which captures market trends) and α, which includes the average stock return over the estimation period. Other expected returns models were not used, as the Market Adjusted model should suffice, given the characteristics of the data. For example, the Matched Firm model, which matches similar firms and compares them was not used as this would require a larger sample.
Regarding the method used, since we are making use of a so-called event study in this paper, it is important to assess possible problems concerning the statistical testing. Many of these problems are related to cross-sectional event studies, i.e. event studies for multiple entries at the same point in time. One of these problems is the one described by Boehmer, Masumeci, & Poulsen (1991), namely that event-induced variance tends to be problematic for the strength of a cross-sectional event study. Since this paper does not make use of cross-sectional data with observations that are all at the same point in time, but rather data for multiple companies at different points in time, these problems should not be problematic for the research conducted.
[bookmark: _Toc14864810]Methodology

After the collection of all data and the creation of the dataset, we move onto the quantitative part of the paper. Firstly, we calculate the CAAR (Cumulative Average Abnormal Returns) for each entry. The CAAR was chosen as a return measure because the cumulative characteristic causes it to be less susceptible to shocks than the non-cumulative AAR. As mentioned in the theoretical background section, the CAAR calculation in this paper will be based on the Market Adjusted expected returns model.
This is done with the following calculation:	
The upper part of the equation is the CAR (Cumulative Abnormal Returns) which is the cumulative amount of the Market Model Adjusted Returns for all days in the evaluation window. This is then divided by 10 (the number of days in the evaluation window) to get the CAAR. 
The number of days in the evaluation window has a direct effect on the results. This is due to the calculation of the CAAR, in which the total effect is averaged over the number of days in the evaluation window. When too many days are included in the evaluation window, this could lead to the effect being averaged over too many days (i.e. the effect is not present for that many days after the event), which could lead to insignificant findings where there may actually be significant effects. When too few days are included in the evaluation window then the evaluation window becomes susceptible to shocks, example given: when only 1 day is included in the evaluation window (in this example day x), and there happens to be a relevant shock on day x, then the entire effect of the shock is attributed to the event. Including more days attempts to mitigate this. As a result, the evaluation window was made to include 10 days. However, the actual effect that is being investigated in this paper may last for fewer days. Sensitivity analyses will have to be conducted to investigate whether the number of days chosen is appropriate.
Another important subject that needs to be considered is the number of days included in the evaluation window that fall before the event date. These days before the event date can either show no relevant effect (which is explained by the fact that the information is not released yet, thus not eliciting a stock price reaction from the investors) or it could show a relevant effect (which could be explained by the existence of insider information, i.e. some investors already knew about the information before it was public, thus creating a stock price reaction to the information even before the information is released to the public). Both of these options could have a direct effect on the results. When insider trading exists and the days before the event date are not included in the evaluation window, then this means that the insider trading effect of the information is not included. In cases where insider trading is happening on a relevant scale, this could lead to insignificant results as a component of the effect is not considered. On the other hand, when too many days before the event date are included, the same thing happens as mentioned in the previous paragraph. As more days are included in the estimation window, the total effect is averaged over more days which could once again lead to insignificant findings.
After calculating the CAAR for all entries, we move onto the actual quantitative part of the analysis, involving the statistical tests. 
Firstly, the significance of the general effect of the announcement of a change in board composition on stock price will be tested. This will be done by maintaining the hypotheses as mentioned in the previous section. This will be done by carrying out a classic two-tailed T-test to find out whether the mean CAAR is equal or unequal to zero and whether the difference in mean is statistically significant. 


Next, the same will be tested for several subsets of the dataset (e.g. males, females, insiders, outsiders) to find out whether these subsets contain statistically significant effects. For pairs of these subsets, however, I will be carrying out another T-test, namely the two-sample T-test. This test will show whether the means of the related subsets (Male & Female, Insider & Outsider) show statistically significant differences. 
The other subsets, such as the position of the new board-member, the industry in which the company operates and the exchange on which the stock of the company trades, will primarily be tested with a one-sample two-tailed T-test for each individual subset group. This will show the effect on companies’ stock price per subset group. Additionally, these subsets will be subject to an ANOVA test to find out whether the CAAR differ significantly (e.g. CEO vs. CFO vs. COO) for all groups within the subsets. 
For all the quantitative analyses in this paper I will be using a 5% significance level, as is customary in this field of research.




















[bookmark: _Hlk13238077][bookmark: _Toc14864811]Results & Discussion
[bookmark: _Toc14864812]Results entire sample
The first quantitative analysis was a one-sample two-tailed T-test on the Cumulative Average Abnormal Returns for all entries in the sample. The output of this analysis can be seen in Table 2. The mean CAAR for the entire sample was -0.00047 which is very close to zero. Next, the results of the hypothesis testing are also displayed in the table. Since a two-tailed T-test is conducted, there are 3 hypotheses that are being tested. The first hypotheses, mentioned in the second column (Ha: mean < 0) states that the mean CAAR is negative, which would suggest a negative relationship between the announcement of a change in board composition on the company’s stock price. The second hypothesis that is tested, mentioned in the third column (H0: mean = 0) states that the mean CAAR is equal to 0, which would mean that the announcement of a change in board composition would have no effect on the company’s stock price. The final hypothesis that is being tested is mentioned in the fourth column (Ha: mean > 0), which would mean that the announcement of a change in board composition has a positive effect on the company’s stock price. These three hypotheses are needed since a two-tailed T-test tests for both positive and negative effects. In the case of a one-tailed T-test there would only be two hypotheses, namely there is an effect or there is no effect.
The table also shows the reported P-values. These P-values represent the probability, in the case that the null hypothesis holds (i.e. mean CAAR = 0), that the observed or more extreme effects are found for the sample. In other words, when a hypothesis test returns low P-values then it is unlikely that there exists a true null hypothesis for the sample. As mentioned before, in this paper we will be maintaining a 5% significance level. This implies that, when a hypothesis test returns a P-value smaller than 5%, that the effect is statistically significant. 
As can be seen, the P-values in table 2 for all the hypotheses tested are far above the 5% significance-level maintained in this paper. Thus, based on the results in table 2, we cannot conclude that the announcement of a change in board composition has a significant effect on CAAR.
Table 2: T-test results for the entire sample
	Entire sample (116 obs.)
	Mean
	
	

	Variable: CAAR
	-0.0004727
	
	

	
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	P-value
	0.1964
	0.3928
	0.8036



[bookmark: _Toc14864813]Results male vs. female
The next analysis conducted was the two-sample two-tailed T-test between the groups male and female. The output of this analysis can be found in Table 3 and 4. The main difference between this test and the previous one-sample T-tests is that in this case we are looking at the differences in means between two groups. However, it is another two-tailed T-test so there will still be three hypotheses that need to be tested. In Table 3 we can see that both groups have a (slightly) negative mean CAAR, for the male group -0.00051 and for the female group -0.00033. The resulting difference in means between the two groups is even smaller with -0.00018. If the effect described by the difference in means would be significant, it could provide evidence for the hypothesis that the appointment of a new female board-member leads to a smaller negative effect on CAAR than the negative effect induced by the appointment of a new male board-member. 

The hypothesis testing in this test is slightly different as the difference in means between the groups was tested. Once again, the hypothesis testing returned very high P-values (all P-values are above the stated 5% significance level). Since the results in table 4 are all statistically insignificant we cannot make any meaningful conclusions.

Table 3: Two-sample T-test for male vs. female
	Group
	Obs.
	Mean

	0 (males)
	91
	-0.0005117

	1 (females)
	25
	-0.0003309

	Combined
	116
	-0.0004727

	
	
	

	Difference: mean (0) – mean (1)
	-0.0001807
	

	
	
	



Table 4: Hypothesis testing for the two-sample T-test for male vs. female
	Difference: mean (0) – mean (1)
	Ha: diff. < 0
	H0: diff. = 0
	Ha: diff. > 0

	P-value
	0.4467
	0.8934
	0.5533
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The analysis on insiders vs. outsiders was done by making use of a two-tailed two-sample T-test. The results of this analysis are displayed in Table 4. Once again, the means for both groups are negative. The outsider group reports a mean of -0.00077 and the insider group reports a mean of -0.00031. The difference between the means of the two groups is also negative, namely -0.00046. The difference in the means of the two groups could provide evidence for the hypothesis that the appointment of an outsider board-member has a more negative effect on CAAR than the appointment of an insider board-member.
The hypothesis testing once again shows insignificant P-values. The hypothesis stating that the difference between the means is below 0 reports the lowest P-value.
Table 5: Two-sample T-test for insiders vs. outsiders
	Group
	Obs.
	Mean

	0 (outsiders)
	41
	-0.0007699

	1 (insiders)
	75
	-0.0003102

	Combined
	116
	-0.0004727

	
	
	

	Difference: mean (0) – mean (1)
	-0.0004597
	



Table 6: Hypothesis testing for the two-sample T-test for insiders vs. outsiders
	Difference: mean (0) – mean (1)
	Ha: diff. < 0
	H0: diff. = 0
	Ha: diff. > 0

	P-value
	0.3459
	0.6919
	0.6541
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Table 5 displays the results of the T-tests on the CAAR and the position the new board-member will be taking. Since position 6 (Chief Sales Officer) only has 1 observation, we cannot use this position in our analysis and conclusion as there is no sensible quantitative analysis possible with just 1 observation. After disregarding this position, 4 positions report negative means and 4 positions report positive means. The absolute mean of position 9 (Chief Commercial Officer) is largest with a mean CAAR of 0.00191, whereas position 2 (Chief Financial Officer) shows the lowest absolute mean with a mean CAAR of -0.00028.
The hypothesis testing for the positions shows diverse results. Some positions, such as position 1, 2, 4 and 7 (CEO, CFO, COO and CMO) report the lowest P-value for the hypothesis stating that the mean CAAR is below 0 (negative). 
Position 3, 5, 8 and 9 (CTO, CHRO, CIO and CCO) report the lowest P-value for the hypothesis stating that the mean CAAR is above 0 (positive).
Table 7: Individual T-test results for each position
	Position
	Obs.
	Mean
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	1. CEO
	37
	-0.001716
	0.1204
	0.2408
	0.8796

	2. CFO
	34
	-0.0002849
	0.3542
	0.7084
	0.6458

	3. CTO
	11
	0.0007984
	0.8360
	0.3280
	0.1640

	4. COO
	7
	-0.0012982
	0.1761
	0.3522
	0.8239

	5. CHRO
	13
	0.0010723
	0.8854
	0.2292
	0.1146

	6. CSO
	1
	-0.0027094
	-
	-
	-

	7. CMO
	2
	-0.001517
	0.3377
	0.6754
	0.6623

	8. CIO
	7
	0.0004004
	0.5775
	0.8450
	0.4225

	9. CCO
	4
	0.0019121
	0.7404
	0.5191
	0.2596



One potential issue that could arise in the analysis of the effect per position is that some positions may have higher turnover rates in times when a company performs badly. E.g. it makes more sense to change the CEO in times of crisis (often characterized by very volatile company stock prices) as he is more high-profile than Chief Information Officers. This suspicion could be confirmed by investigating whether some positions are swapped more frequently in times of crisis than other positions.
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Table 6 displays the results for the individual T-tests for all company sectors. Once again, most of the hypotheses tested return insignificant P-values. However, some of them do not. Firstly, the sector Consumer goods returned a significant P-value for the hypotheses that the mean of the CAAR is positive (P-value = 0.0059), so there is evidence that the announcement of a change in board composition has a positive effect on the CAAR in this specific sector. Additionally, the P-value of the hypothesis that states that the mean of the CAAR is equal to 0 is also significant on the 5% significance level (P-value = 0.0117). 
Secondly, the hypothesis testing for the Electronics sector returns a P-value of 0.0634 for the hypothesis that the mean CAAR is negative. This is insignificant according to the 5% significance level, but it would be significant on a 10% significance level. 
Table 8: Individual T-test results for each sector 
	Sector
	Obs. 
	Mean 
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	1. Finance
	23
	-0.0002542
	0.3486
	0.6972
	0.6514

	2. Consumer goods
	12
	0.0028123
	0.9941
	0.0117**
	0.0059**

	3. Retail
	3
	0.0001893
	0.5248
	0.9505
	0.4752

	4. Materials
	9
	0.0003173
	0.5915
	0.8170
	0.4085

	5. Electronics
	41
	-0.0008793
	0.0634*
	0.1267
	0.9366

	6. Life Science
	4
	-0.0032301
	0.2108
	0.4215
	0.7892

	7. Cars
	9
	-0.0056585
	0.1671
	0.3342
	0.8329

	8. Transport
	5
	0.0027326
	0.8686
	0.2628
	0.1314

	9. Services
	6
	0.0008593
	0.6585
	0.6829
	0.3414

	10. Energy
	4
	-0.0012695
	0.1941
	0.3881
	0.8059


	
* signifies significance on a 10% significance level
	** signifies significance on a 5% significance level (as maintained in this paper)
Since the number of observations per sector group are quite small, the estimated effects could be affected largely by only a few companies. This would be problematic as this would cause the actual sector effect to be overestimated. This suspicion could be investigated by checking whether there are large CAAR outliers per sector group.
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The final set of individual T-tests were conducted on the different exchanges on which the companies’ stock is traded. As can be seen in Table 7, none of the hypothesis tested return a P-value that is significant on either the 5% or 10% significance level. Consequence is that we cannot use any of these results as evidence in our conclusion. 
Table 9: Individual T-test results for each exchange
	Exchange
	Obs.
	Mean
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	1. AEX
	43
	-0.0001643
	0.3936
	0.7873
	0.6064

	2. DAX
	38
	-0.0009767
	0.2553
	0.5105
	0.7447

	3. NASDAQ
	16
	-0.0002922
	0.3643
	0.7287
	0.6357

	4. NYSE
	19
	-0.0003147
	0.3319
	0.6639
	0.6681


	
Sensitivity analysis
As mentioned in the methodology, choosing the wrong evaluation window could lead to insignificant findings even though there exist significant effects. To check whether this could be the case for the chosen evaluation window in this paper we will be carrying out sensitivity analysis on the number of days in the evaluation window. This will be done by repeating the analyses as described in the methodology, but this time with fewer days in the evaluation window. If these results show differences, then it could be the case that the chosen number of days in the evaluation window harmed our findings. For the sensitivity analysis the evaluation window will be altered to include 1 day before the event date and 2 days after the event date, totaling 4 days in the evaluation window.
Firstly, the one-sample two-tailed T-test will be performed on the entire sample with the altered evaluation window. The results can be found in Table 10:
Table 10: Sensitivity analysis, one-sample two-tailed T-test on the entire sample
	Entire sample (116 obs.)
	Mean
	
	

	Variable: CAAR
	0.0004776
	
	

	
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	P-value
	0.7498
	0.5004
	0.2502



When we compare these results with the results from the analysis with the original evaluation window, we can see that the mean CAAR changed sign and that the distribution of the P-values for the three hypotheses are different. However, the results are still statistically insignificant so no conclusions can be made.
Secondly, we perform the two-sample two-tailed T-test on the male and female groups with the altered evaluation window. The results of this analysis can be seen in table 11 and 12.
Table 11: Sensitivity analysis, two-sample T-test for male vs. female
	Group
	Obs.
	Mean

	0 (males)
	91
	0.0002913

	1 (females)
	25
	0.0011552

	Combined
	116
	0.0004775  

	
	
	

	Difference: mean (0) – mean (1)
	-0.0008639
	

	
	
	



Table 12: Sensitivity analysis, hypothesis testing for the two-sample T-test for male vs. female
	Difference: mean (0) – mean (1)
	Ha: diff. < 0
	H0: diff. = 0
	Ha: diff. > 0

	P-value
	0.3086
	0.6172
	0.6914



When we compare the results of table 11 with the results obtained using the original evaluation window, we can see that all mean CAAR values have changed sign from negative to positive. However, the P-values in table 12 once again are insignificant on the 5% significance level, so we cannot draw any meaningful conclusions from these results.






Thirdly, we conduct the two-sample two-tailed T-test on insiders versus outsiders with the altered evaluation window. When we compare these new results to the results with the original evaluation window, we can see that the mean CAAR for both groups has switched signs.
Table 13: Sensitivity analysis, two-sample T-test for insiders vs. outsiders
	Group
	Obs.
	Mean

	0 (outsiders)
	41
	0.0009934

	1 (insiders)
	75
	0.0001955

	Combined
	116
	0.0004775

	
	
	

	Difference: mean (0) – mean (1)
	0.0007979
	



Table 14: Sensitivity analysis, hypothesis testing for the two-sample T-test for insiders vs. outsiders
	Difference: mean (0) – mean (1)
	Ha: diff. < 0
	H0: diff. = 0
	Ha: diff. > 0

	P-value
	0.7043
	0.5914
	0.2957



When we look at the P-values in table 14, we can see that all three hypotheses report insignificant P-values, so we cannot use these results to make any meaningful conclusions.
Fourthly, we repeat the individual T-test analysis for all positions with the altered evaluation window. The results of this analysis are shown in table 15.
Table 15: Sensitivity analysis, individual T-test results for each position
	Position
	Obs.
	Mean
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	1. CEO
	37
	0.0006582
	0.6586
	0.6828
	0.3414

	2. CFO
	34
	0.0006061
	0.7175
	0.5651
	0.2825

	3. CTO
	11
	0.0000658
	0.5187
	0.9626
	0.4813

	4. COO
	7
	0.000658
	0.5701
	0.8599
	0.4299

	5. CHRO
	13
	-0.0014684
	0.2608
	0.5215
	0.7392

	6. CSO
	1
	-0.0027094
	-
	-
	-

	7. CMO
	2
	0.0050265
	0.7755
	0.4490
	0.2245

	8. CIO
	7
	0.0010293
	0.6339
	0.7323
	0.3661

	9. CCO
	4
	0.002248
	0.8944
	0.2112
	0.1056



When we compare the results with the altered evaluation window to the results with the original evaluation window, we can see that several mean CAAR changed sign. However, the three hypotheses tested for each individual position return insignificant P-values in each case. Thus, we cannot make any meaningful conclusions based on these results.



Next, we move unto the individual T-tests with the adjusted evaluation window for each sector. The results of this analysis can be found in table 16.
Table 16: Sensitivity analysis, individual T-test results for each sector 
	Sector
	Obs. 
	Mean 
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	1. Finance
	23
	0.0001411
	0.5538
	0.8924
	0.4462

	2. Consumer goods
	12
	0.00666
	0.9845
	0.0311**
	0.0155**

	3. Retail
	3
	-0.0031297
	0.1224
	0.2447
	0.8776

	4. Materials
	9
	-0.0002462
	0.4593
	0.9078
	0.5461

	5. Electronics
	41
	0.0000882
	0.5347
	0.9306
	0.4653

	6. Life Science
	4
	0.0032862
	0.9265
	0.1470
	0.0735

	7. Cars
	9
	-0.0012888
	0.2521
	0.5041
	0.7479

	8. Transport
	5
	-0.0003114
	0.4804
	0.9609
	0.5196

	9. Services
	6
	-0.0044723
	0.2696
	0.5391
	0.7304

	10. Energy
	4
	0.0017655
	0.7390
	0.5220
	0.2610


** signifies significance on the 5% significance level
When we compare these results to the results obtained from the analysis with the original evaluation window, we can see that some mean CAAR changed sign. However, the results that were significant on the 5% significance level with the original evaluation window are also significant with the altered evaluation window. Therefore, we cannot make any meaningful conclusions about the comparison of the two evaluation windows in this case.
Lastly, we move unto the individual two-tailed T-tests for each exchange, with the altered evaluation window. The results of this analysis are displayed in table 17.
Table 17: Sensitivity analysis, individual T-test results for each exchange
	Exchange
	Obs.
	Mean
	Ha: mean < 0
	H0: mean = 0
	Ha: mean > 0

	1. AEX
	43
	-0.0010096
	0.1935
	0.3871
	0.8065

	2. DAX
	38
	0.0008839
	0.7601
	0.4798
	0.2399

	3. NASDAQ
	16
	0.0024062
	0.9231
	0.1538
	0.0769

	4. NYSE
	19
	0.0014604
	0.7602
	0.4796
	0.2398


	
When we compare these results with the results obtained with the original evaluation window, we can see that some of the hypotheses tested show P-values that come closer to the 5% significance threshold. However, none of the P-values are below the 5% significance level and therefore we cannot make any conclusions based on these results. Additionally, all exchanges except the AEX changed from negative mean CAAR to positive mean CAAR.
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As most of the obtained results are insignificant on the 5% significance level, many results cannot be used in our conclusion. The insignificance of these results could naturally be the cause of there simply not existing a relationship between announcements of changes in board composition and a company’s stock price, but it could be caused by other factors as well. The main problematic factor is the small sample size. A larger sample size could benefit the significance of the results. Another potential problematic factor is the chosen evaluation window. As previously mentioned, an inappropriately sized evaluation window could also harm the findings. However, the sensitivity analysis with the altered evaluation window did not show more significant results than the analysis with the original evaluation window, thus it is unlikely that this caused severe problems for our findings.

Conclusion
Companies often try to maximize the running price of their stocks, so the results of this paper could prove to be helpful in deciding when to release information. However, most of the quantitative analyses returned insignificant P-values, which means that there is little evidence to base conclusions on. The only findings that were significant on the 5% significance level were for the Consumer goods sector. Hypothesis testing on this sector yielded evidence that there exists a positive effect of an announcement of a change in board composition on the company’s stock price. The other findings point in different directions for different subsets and subset groups, but since the findings were mostly insignificant, we cannot make any conclusions. 
Flowing from the limitations of this research paper are some recommendations for any future research regarding this topic. The main recommendation is to increase the sample size. This will then point out if the evidence for the effects in this paper was insignificant due to the sample size being too small, or whether this was due to the simple absence of these effects.
Another recommendation that also relates to the data used in the research relates to the concerns regarding selection bias. The data selection procedure was not randomized at all and could therefore be plagued by selection bias. This could then pose severe problems to the population-representativeness of the sample and thus the external validity of this paper. Increasing the sample size would benefit the data selection procedure as well, as this adds randomization options to combat potential selection bias.
One final remark concerns the robustness of the analysis. Even though the sensitivity analysis in this paper did not yield evidence for an inappropriately sized evaluation window, it still is an important factor to consider for any event study as this could affect the results.
Policy implications flowing from this paper are few since most of the results were insignificant. However, some evidence was found for an effect which could mean that companies should consider the timing of their announcement. Future papers have to point this out by building on the small evidence that was found in this paper.
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