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1. [bookmark: _Toc12909841]Introduction
1.1. [bookmark: _Toc12909842]What is Clustering?
Clustering is a phenomenon that is found to be an important driver of innovation, business creation, etc. However, clustering is defined differently among industries and by several academics. Porter (1990) has shed new lights on the concept of clustering, which nowadays makes it a frequently studied topic with broad applications and effects within countries. He describes the concept of clustering as a geographical concentration of businesses that are active in the same sort of industry, who are both collaborating and competing with each other. This definition formed by Porter (1990) already indicates the various ways clustering could be interpreted. For instance, by having a closer look at related firms based on the industry they are active in, it could be argued that each grower of a certain vegetable is competing with a grower of another vegetable. However, others would suggest that just businesses producing the same vegetables are related in that sense, which will make them compete. So, this already indicates the various ways clustering could be studied and policies could be built upon. It is relevant to have a closer look at the various ways clustering have been studied throughout the years and which contribution these studies have already made in nowadays economics. 		
The origin of clustering is found to be nearly a century back in time, where Marshall (1920) introduced clustering as a new principle of economics. According to him, co-located firms, which later is described as firms that are active within a regional cluster, have a favorable position within the economy. This favorable position is attributed by Marshall (1920) to a threefold of relative advantages these firms have compared to non-co-located firms, which is later being defined as businesses that are not located within a regional cluster. First, co-location will enable firms to hire employees from a skilled labor pool. As co-located firms that are active within the same industry, demands employees that possesses industry specific skills, a labor pool with these kind of employees by the well-known rule of supply and demand will arise. Second, as these firms are located close to each other, transaction costs between them will decrease drastically. As defined by Porter (1990) clustered firms will not only compete with each other, but they are likely to collaborate to a certain extend as well. The transactions that will take place between the two, due to this collaboration, have less distance to cover in the end. Lastly, Marshall (1920) found a third relative advantage for co-located firms, which is the generation of knowledge spill overs. As industry specific knowledge is required in each industry and the ones who contains this knowledge are located close to each other, it is more likely that this specific knowledge will be exchanged between the two. This enables co-located firms to introduce new specifications or innovations within their industry quicker, which makes their economic situation favorable compared to firms that do not adapt these new technologies as quick as they can, simply because these non-co-located firms are not yet aware of it. The concept of clustering shaped by Marshall (1920) has been leading within this field of research for the following decades and still forms the basic principle of this theory. More recent studies have supported his arguments for clustering by having a more detailed look on the beneficial factors described by Marshall (Ellison, Glaeser, & Kerr, 2010). However, the importance of clustering on the economic development of a country has not been found to be that crucial, until one of the most influential academics shed new light on the concept of clustering and the potential it has. Within his book, Porter (1990) paid attention to this external factor that influences the performance of firms within a country. He argues that the economic geography, such as spatial economics and agglomeration economies, which includes clustering, should become mainstream. Until then, mostly internal factors, such as social and gender related factors, were being considered as the ones that influences economic activity within a country and its economic development.		
Whenever a topic becomes a mainstream principle of economics, it will enhance the level of attention it gets within research themes and by policy makers. This ensures different views on a certain topic and some criticism arises, which was not different for the concept of clustering. Appold (1995) studied the effect of co-location between US metal working firms and found that this was negatively affects the performance of these firms. This indicates that clustering should have some negative externalities attached to it as well. Congestion and high real estate prices are possible explanations why this negative effect has arose. Another field of criticism has to do with so-called spinoffs. Spinoffs are firms that are founded by an entrepreneur that has been working in the industry. These entrepreneurs are likely to locate their new venture close to their previous job, which will ensure clustering of firms in the end. Klepper (2007) leads this field of criticism and says that the higher firm performance of these firms has to do with the prior knowledge the founder already has in that industry, and not with the localization economies. 							
In summary, the definition by Marshall (1920) and later supported by Porter (1990) is still found to be the best way of explaining what clustering is. However, the purely positive externalities clustering was supposed to have, has been criticized during the last two decades. Criticisms argue that clustering brings negative externalities with it as well and that the better performance of co-located firms could not fully be attributed to the positive externalities of clustering. Furthermore, it is found that the effect of clustering is industry dependent, which is indicated by the broad range of industries the effect of clustering has been studied upon. 
1.2. [bookmark: _Toc12909843]Industry Specification
Scholars have been following the purely positive line of thought with regard to the principle of clustering stated by Marshall (1920) and Porter (1990) until the mid-90s. However, since Appold (1995) criticized this purely positive view on clustering, scholars have been considering clustering differently and found that it could have negative effects on these performance measures as well. Where Malmberg et al. (1996) and Maskell et al. (1998) were still convinced that co-location clearly leads to better performance of a firm and higher survival rates by adapting changes within the industry more easily and generating new technologies from these before mentioned knowledge spillovers, other scholars tend to disagree with them. From Appold (1995) onwards, Sorenson and Audia (2000) and Klepper (2007) studied respectively the footwear and automobile industry. They concluded that clustering does not per se lead to higher survival rates and better firm performance, which made them questioning the principle of clustering. These different lines of thought on clustering indicates that the principle relies on the industry studied and the circumstances these industries have to cope with, which has been studied and supported by Diodato, Neffke & O’Clery (2018) and Faggio, Silva & Strange (2017). It would be interesting to have a closer look at an industry that has not yet been studied and which has to deal with circumstances not yet been taken into account. As the majority of scholars have studied manufacturing industries (e.g. Sorenson & Audia, 2000; Klepper, 2007; Appold, 1995) or industries within the tertiary sector (e.g. De Vaan, Boschma & Frenken, 2013; Heebels & Boschma, 2011), it should be studied explicitly in the primary sector, which produces goods that are of most value to human beings. In this study the Dutch Agricultural sector will be studied with regard to the effect of clustering on firm performance of these co-located firms. The following research question will be answered in this paper:
What is the effect of clustering on firm performance within the Dutch Agricultural Sector?
Different measures for clustering and firm performance will be used as there is no clear method of doing so. Section 3.1 explicitly explains how these different measurements are being calculated and in what way it describes whether a firm is in a cluster or how the firm performs. 
1.3. [bookmark: _Toc12909844]Research Subject
This study aims to find relationship between clustering and firm performance. Clustering is often being stimulated by the government as it is expected to have a positive effect on the economic situation within a region and the performance of firms in it. This study tries to find a relationship between clustering and firm performance in the Dutch agricultural sector, which will in the end support or not support governmental support for the creation of clusters. If this study finds that clustering does not necessarily increases firm performance, governments should re-investigate whether their stimulation programs, should be continued executing. For instance, Brenner (2004) suggests that policymakers should stimulate the establishment of new firms within a relatively new cluster, as this increases the size of the cluster, together with the potential benefits of this cluster. Stimulating the creation of new businesses could be done in various ways, where providing financial resources is one of them. However, many academics question the simulation of clusters, as they state that these programs are a waste of money. Boschma (2004) assigns the failure of governmental investments in clustering to the diversity of circumstances each cluster has to deal with. Cluster policies tend to have three main goals, which are the involvement of market players in the development of the cluster, serving collective goods and stimulating research by collaborating of firms (Dagevos, 2011). Examples that contribute to the achievement of the goals are, the construction of better infrastructure and offering specialized educational facilities. 
Whenever there is looked at the concept of clustering, the highly technological region ‘Silicon Valley’ is being used as an example to indicate that clustering indeed is favorable for the region. Many of the papers on this topic studies the effect of clustering in high-tech sectors within a country. Studying the topic of clustering on firm performance on the Dutch agricultural sector is the main contribution of this study. Besides that, it examines the effect with measures for firm performance and clustering that are not used uniformly throughout prior studies. Dutch governments should have a closer look at the exact effect clustering has and either confirm or reconsider their stimulation programs. Governmental budgets are limited and should be spend correctly. It is relevant for these governments to know if they should stimulate clustering and the investments are worth it. However, firms that are located or will locate within a cluster as a result of these programs lead to greater inequality between firms. Firms within the cluster are expected to perform better and they are supported by the government as well, which increases inequality with respect to firms outside the cluster. So, governments should consider whether they prefer more efficient investments, but greater inequality or not. Besides the governmental importance of this study, it obviously is essential for firms to know whether being active in a cluster increases the performance of their firm. If it is indeed the case, firms should try to locate itself in one of these clusters to gain these benefits.
The remaining parts of the paper are structured as follows. Section two discusses the evolution of the concept of clustering and the role it has on firm performance. Within this theoretical framework hypotheses are derived together with the academic validity of them. The next section provides an explanation of how clusters will be defined within this study and some Dutch Agricultural cluster are discussed shortly. Section four describes the data that is used in this paper to either reject or not reject the hypotheses. Afterwards, the methodology used to test the hypotheses is discussed and results are shown in the next section. The paper is summarized thereafter and the finding within the paper are being discussed critically. Limitations of the paper are given, together with recommendations and suggestions for further research. At the end of the paper, the references are shown in alphabetical order and appendices are included all the way at the end of the paper.


2. [bookmark: _Toc12909845]Theoretical Framework
2.1. [bookmark: _Toc12909846]How is a Cluster defined?
The concept of clustering is interpreted differently throughout the existing literature. There is not an overall used specification of what a cluster exactly is and what the boundaries of the cluster are. In general, there is mostly being referred to the definition of Porter (1990), which is ‘a cluster is a geographically proximate group of interconnected companies and associated institutions in a particular field, linked by commonalities and complementarities. However, this definition is broad in the sense that in could be interpreted differently by academics, scholars and politicians. Geographically grouped firms should be located close to each other, but when are they actually located closely? Some would suggest that located in the same municipality will make them geographically grouped, where others would say that they should be located within a radius of ten kilometres from each other. Besides that, the definition does not clearly state when companies are interconnected. From an agricultural point of view, firms could be interrelated whenever they are both producing some sort of vegetable, but are growers of tomatoes actually related to firms that produce cauliflowers? Many other definitions of clustering have been developed, for instance by Swann and Prevezer (1996) who said that clusters are groups of firms active in one single industry at one particular location and by Rosenfeld (1997) who defines it as a concentration of firms that create synergy by the geographically interdependence. None of these definitions have clear boundaries on both doubtful parts.   
Prior studies do confirm that the definitions formed by several academics on clustering could be interpreted and used differently within their studies. Malmberg et al. (1996) use a broad definition of clustering in their paper, that studies the knowledge accumulation of firms within a cluster. From their point of view, firms could be geographically grouped in various manners, for instance on national level or regional level and these firms are interlinked whenever they both have some affiliation to the same industry. According to Porter (2000), the geographically scope of a cluster depends on the distance over which information, transactional, incentive, etc still occur. This is directly related to Porter’s opinion, regarding whether firms are linked to each other. Whenever one of these efficiencies occur between two firms, they are interlinked. From his point of view, a cluster consists of manufactures, governmental institutions, trade associations etc. However, it is too broadly defined if all firms that have some sort of relationship with each other as their connections should affect competitiveness considerably. This critical note is, in general, hard to observe in data, as it could just be observed by doing interviews. 
Besides this broad definition of a cluster, Porter (2001, 2003) has developed the US Cluster Mapping Project (CPM) that define clustering in a more detailed way. Delgado et al. (2014) for instance uses this approach that groups related firms on their four-digit industry (SIC) codes. Each legal firm has a SIC codes varying from a one-digit code to a four or even a five-digit code, that defines the industry in which the firm is active increasingly detailed. However, from this project it is still not clear what the exact boundaries of a cluster are on geographical level. Larsson (1998) has defined a specific boundary in which the relation between firms is of marginal importance. His boundary of a 100-km radius is however not based on explicit study, but more of an estimation. De Langen (2002) specify the geographical boundaries step by step in his study. First, a cluster core is selected and the strength of the relation with surrounding related organizations is analysed. Then the relevant cluster region is narrowed by excluding areas where the main economic activity is not similar to the cluster core. Lastly, the business units are defined that are both strongly linked to the main economic activity of the cluster core and are located in the relevant cluster region. Several other ways have been used to indicate whether a region is specialized in a sector or not, but none of them is found to be the one that is leading throughout the literature. Some measured clustering just by the number of co-located firms that are active within the same industry and region, for instance Boschma and Wenting (2007). Others used the regional share of firms in a particular industry, which has been done by Buenstorf and Klepper (2009). There even are scholars that just made a dummy whether a city or region is named to be a cluster in a certain industry, e.g. Klepper (2010). However, it would be more appropriate to construct an index that controls for the size of the COROP-area as these simplified measurements will be a lot more biased. Isard (1998) did it by computing a quotient that describes that regional share of firms within a region that in active in a particular sector divided by the national share of it. Others used an index constructed by Ellison and Glaeser (1997), that is related to the correlation of industries over a region (Faggio, Silva, & Strange, 2017; Diodato, Neffke, & O'Clery, 2018).
2.2. [bookmark: _Toc12909847]The effects of a Cluster
2.2.1. [bookmark: _Toc12909848]The potential gains of clustering
Marshall (1920) has described three relative advantages for firms geographically located close to each other. They could attract skilled labor from a great labor pool, transaction costs are lower between the firms and knowledge spill overs could take place more easily. These advantages have all being recognized by later studies, however several other advantages have been found, as well as some disadvantages of being located within a spatial cluster. Porter (1998, 2000) focuses on three aspect on which clusters have an impact. First, clustering considerable affects productivity and thus performance of a firm. Besides the three advantages described by Marshall (1920), he states that both complementarities and access to institutions and public goods influences productivity as well. Complementarities between firms exist when the performance of a certain firm influences the success of the other. Besides that, clustering positively affects innovation and new business formation, according to Porter (1998, 2000). Innovation is stimulated has firms within a cluster could perceive opportunities in the market more clearly and rapidly. Thanks to that, consumer needs are fulfilled better, which have been able by the better access to new technologies and greater capacity of these firms. New business formation is positively affected by the degree to which firms could perceive opportunities and act appropriate to them, just like it did with innovation. Additionally, lower entry barriers and the existence of a significant local market within a cluster stimulates new business formation as well. 
These relative advantages of clustering on performance named by Porter, could be referred back to diamond shaped sources of locational competitive advantages constructed in The Competitive Advantages of Nations by Porter (1990).
[image: Afbeeldingsresultaat voor competitive advantages of nations]
Figure 1: Sources of Locational Competitive Advantages (Porter, 1990)
The four forces within this diamond shape are stimulated by clustering. Firm strategy, structure and rivalry is upgraded by higher accessibility to investments and capacity. Besides that, firms should continue improving as the rivalry within a cluster is greater due to the higher number of firms. Demand conditions are better within a cluster, because the local market is greater, and these firms can perceive consumer needs more rapidly. Related and supporting industries refers to the presence of skilled suppliers and competitive related industries. The last source within the diamond has to do with the better factor conditions that are available in a cluster. Attract employees from a skilled labor pool, better infrastructure, specialized institutions, etc. are all linked to these factor conditions.
The various factors that influences performance, named by Porter (1998, 2000) and Marshall (1920) and supported by various other academics (De Langen, 2002; De Vaan, 2010; Hill & Brennan, 2000), will be described in more detail. 
Access to a skilled labor pool and other specialized inputs
Having well trained employees within your business is an important aspect of firm performance, however attracting these skilled people is a difficult task. Being located within a cluster does simplify this process as specialized employees will settle themselves close to a cluster with firms that demand their skilled labor. Besides that, access to other inputs, such as machinery, industry specific services, etc. is greater within a cluster as the demand for these products is higher. This makes firms more efficient, which increasing productivity and performance in the end.
Access to institutions and public goods
The skilled labor pool within a cluster, described above, comes both from employees settling close to the cluster as well as industry specific educational institutions within the cluster. They are educated to become acquainted with the industry specific proceedings that will make them more valuable for the firms. Other institutions and public goods are in place as well, such as industry specific infrastructure, trade fairs and governmental supportive institutions. 
Knowledge Spillovers
Efficiency and productivity are considerably increased by having access to information from other players in the industry. These knowledge spillovers appear more frequent and at a lower cost when firms are located close to each other. Tallman, Jenkins, Henry & Pinch (2004) did a study regarding this topic, as they believe that knowledge sharing is one of the most important factors that influences competitiveness. 
Complementarities
As the firms within the cluster are active within the same industry, complementarities between them are in place. There are several ways this cluster advantages could be explained, for instance by the complementarity of the products. Better educational institutions lead to higher qualified employees that will make firms more productive. Another way that these complementarities could benefit firms, is by doing marketing activities together, which will reduce cost but does not reduce notice. 

Transaction costs
This last cluster advantage described by Porter (2000) actually has to do with all the previous ones. Lower transactions costs appear as firms are located close to each other, which will enhance more knowledge spillovers, hiring skilled employees more easily, etc. 
These factors will all cause better firm performance in the end, which could be measured in various ways. Variables like return on investment, net revenues and Tobin’s Q are broadly used throughout the literature, as they describe the profitability and market value of the firm. However, according to Selvam et al. (2016) firm performance could be measured in many different ways. One of them is growth performance of the firms with respect to income, market share, number of employees, etc. Whenever the number of employees is growing, it could be considered that the firm is expanding and performing well. This validates the use of growth rate of employment as firm performance measure. Together with the location quotient, introduced by Isard (1998), which is used to indicate whether a region is relatively specialized in a certain industry, the following set of hypotheses could be developed:
· Hypothesis 1A: The location quotient based on employment has a greater effect on firm performance measures than the one based on number of establishments.
· Hypothesis 1B: The location quotient based on number of establishments has a positive effect on the growth rate of employment.
· Hypothesis 1C: The location quotient based on employment has a positive effect on the growth rate of employment.
· Hypothesis 1D: Being active in a COROP-area relatively specialized in agriculture, based on number of establishments, positively affects the growth rate of employment.
· Hypothesis 1E: Being active in a COROP-area relatively specialized in agriculture, based on employment creation, positively affects the growth rate of employment.
Hypothesis 1A is constructed to decide which location quotient is the leading one throughout the study and is used in the analyses as the main cluster measurement. It is expected that the location quotient based on employment has the greatest impact on the firm performance measures, as many of the mechanisms are related to people, such as knowledge spillovers and the specialized labor pool.
Porter (2003) used this measure as well to indicate economic performance of region, which a describes as an important attribute of economic performance. Firms indeed try to perform well with regard to these different measures, but their main objective should be not to go bankrupt and stay active in the market. This implies that the firm is performing well enough on these different measures to compete with the other players in the market. Firm survival has not often been stated as firm performance measure, but studies related to this topic indicate that it could indeed be used as a performance measure, e.g. Esteve-Pérez and Manez-Castillej (2008). Potential higher survival probabilities for firms active in a cluster could be attributed to the cluster life cycle as well (Menzel & Fornahl, 2007). Firms within these cluster have greater access to industry specific knowledge, which makes them able to adapt innovations more easily and renew their business structure. This validates the second set of hypotheses, which are the following:
· Hypothesis 2A: Being active in a COROP-area relatively specialized in agriculture, based on number of establishments, positively affects the survival chance of the firm.
· Hypothesis 2B: Being active in a COROP-area relatively specialized in agriculture, based on employment creation, positively affects the survival chance of the firm.
The survival chance of a firm could also depend on the specific sub-sector it is active in within the industry. Firms downstream in the value chain of the industry has more to deal with the cyclical movements of the markets, which drastically affects profit margins of these firms. Stearns, Carter, Reynolds & Williams (1995) did found this relationship and stated that survival chances are lower for firms downstream in the value chain of the industry. The firms directly linked to the cultivation of agricultural products are the firm all the way down in the chain, which are expected to have lower survival chances compared to firms more upstream in the chain, such as agricultural service providers and retailers. Table 1 in Appendix B shows the different sub-sectors of the Dutch agricultural industry. The following hypothesis is constructed based on the expected relationship of the sub-sector on the survival change:
· Hypothesis 2C: Being directly linked to the cultivation of agricultural products, negatively affect the survival chance of the firm.
2.2.2. [bookmark: _Toc12909849]The potential losses of clustering
As Porter have been able to increase attention on clustering, more and more scholars have developed studies regarding this topic. Many of them support his way of thinking at clustering and the potential benefits it has. However, in many cases, increasing attention on a topic brings criticism with it as well, which is not different for clustering. Porter (1998, 2000) argued that attracting skilled employees and other industry specific inputs from close by leads to more efficient firms with lower costs. However, some are criticizing this approach. Barro & Sala-i-Martin (1991,1995) stated that attracting resources from a similar pool could lead to diminishing returns, because firms are demanding the same sort of skilled inputs, which is not available for all of them. The highest skilled employees and best resources will be captured by the best and most wealthy companies, which causes that small, less performing firms will have hard times to survive. Besides potential scarcity of resources in a cluster, intensive cost-driven competition and congestion could lead to diminishing returns as well (Delgado, Porter, & Stern, 2014). According to Porter (1990), firms within a cluster are both collaborating and competiting with each other, which will make them more efficiently and better performing in the end. However, Delgado et al. (2014) argues that both cost-driven competition with regard to the inputs as well as the outputs of the firm could lead to lower profit margins, which is found in other studied as well (Sorenson & Audia, 2000; Stuart & Sorenson, 2003). According to these studies, the survival rate will decrease linear with an increase of the number of firms within the cluster. On the other hand, congestion is striking with Porter’s argument that clustering leads to lower transaction costs. Not only transaction between firms could delay due to traffic jams within the highly concentrated cluster, but also knowledge spillovers could decrease as firms are competing on the same demand pool. According to De Vaan, Boschma & Frenken (2013), congestion is a traditional negative externalities of clustering, that however depends on the type of industry the cluster consists of. Another clear negative externatily of clustering is, relatively high real estate prices within that concentrated region, which is highly industry dependent as well. The negative effect of these higher real estate prices will obviously be greater in land intensive industries. 
2.2.3. [bookmark: _Toc12909850]Industry Dependency
As De Vaan et al. (2013) stated, the effect of the two ‘traditional’ negative externalities on the firms, are highly industry dependent. This does not apply to these two factors, but the effect of clustering, in general, is industry dependent. This is why clustering have been studied on different industries and clusters, as transactions for example, play a greater role in one industry and smaller role in another. De Vaan et al. (2013) found empirical evidence that the benefits of positive externalities are greater than the losses of the negative ones by increasing the number of firms within a cluster. They studied video game industry, which is a highly technological, labour intensive industry. Negative externalities do play a role within this project-based industry, however firms within this industry benefit non-proportionally high with regard to network externalities, the so-called knowledge spill overs when the cluster becomes greater and greater in terms of number of businesses. The negative effect of factors such as higher real estate prices and congestion grow linear with respect to cluster size, but at a certain size of the cluster, these negative externalities will be exceeded by the positive externalities of mainly network effects, that makes firm performance in greater clusters higher. De Langen (2002), have done a study on the Dutch maritime sector and their clusters, which are obviously located at the Dutch coastline. Several factors that positively affect firm performance within these clusters are in place. Both knowledge spill overs and a joint labour pool makes these firms more efficient and better performing. However, the presence of suppliers and customers within these clusters is the most important factor that increases firm performance by decreasing transaction costs. 
This already indicates that the importance of each factors differs among industries and clusters. Where a transport-based industry mainly benefits from lower transaction costs, a highly technological industry would be more likely to locate within a cluster due to knowledge spill overs between firms within the cluster. In the tourism sector, complementarities among co-located firms is found to be the greatest influencer of firm performance (Weidenfeld, Butler, & Williams, 2011), indicating that the effect of clustering on firm performance is highly industry dependent.


3. [bookmark: _Toc12909851]Cluster identification
The Netherlands has some clear clusters within the agricultural sector, such as ‘Westland’ and ‘Kop van Noord-Holland’ both specialized in a different segment of the agricultural sector. However, it is hard to identify whether a region could be defined as a cluster or not, as there is no standard method of identifying it. The Netherlands is divided in 12 districts, 40 COROP-areas and 388 municipalities in 2017 (CBS, 2018). Figure 1 in Appendix A shows all the 40 different COROP-areas in the Netherlands. A COROP-area is an aggregation of one or more municipalities that are somehow related in the economic activities. It is introduced in 1970 by the ‘Coördinatiecommissie Regionaal Onderzoeksprogramma’ for research purposes on a regional level (CBS, 2018). Using the Dutch COROP-areas as the way of separating different part of the Netherlands seems the most appropriate way of doing so for this study. As the municipalities within these different COROP-areas are closely related and have similar social and economic structures, it is validated by prior research to do a study that uses this way of dividing the Netherlands in different parts, for instance by Van Stel & Suddle (2008) that did a study on the impact of new firm formation on regional development in the Netherlands. Besides that, De Langen (2002) specified the geographical boundaries in a similar way, which seems one of the most appropriate way of doing so in this study, as labor is an important determinant for clustering and the COROP-areas are supposed to be labor market regions. 
3.1. [bookmark: _Toc12909852]Measures of clustering
3.1.1. [bookmark: _Toc12909853]Location Quotient based on employment
[bookmark: _Hlk7890374]Having a closer look at these 40 COROP-areas within the Netherlands, there have to be made a distinction between areas relatively specialized in agriculture and areas that are not specialized in this sector. Isard (1998) is doing so by calculated a location quotient that calculates the activity of a region in a certain sector compared to the activity in this section on a national level. COROP-areas with a relative high location quotient are more specialized in that particular sector. Being more specialized in a sector could mean that the relative share of employees is higher in that region than it is in the Netherlands on average. 
The location quotient based on Employment will be calculated in the following way (Isard, 1998)
[bookmark: _Hlk8145397]
Eji = employment in agriculture in COROP-area i
Ej = employment in agriculture in the Netherlands
Ei = total employment in COROP-area i
E = total employment in the Netherlands
Using the location quotient of a COROP-area is a useful tool to identify specialized regions in agricultural, which will be described as an agricultural cluster. Table 1 in Appendix A shows the location quotients for each COROP-area in the Netherlands, which is graphically showed in Figure 2 in Appendix A. To illustrate the calculation of a location quotient in more detail ‘Delft en Westland’ is used as an example. 
Businesses within ‘Delft en Westland’ provide around 99,900 jobs to employees, of which 10,000 are agricultural ones. Within the Netherlands, 133,500 agricultural jobs exist from a total of nearly 8.2 million. The location quotient of ‘Delft en Westland’ is then calculated as follows:
[bookmark: _Hlk8142379][bookmark: _Hlk8142361][bookmark: _Hlk8142411]
Figure 2 in Appendix A does show a pattern that certain parts within the Netherlands are relatively more specialized in agriculture based on the amount jobs created, which is that less urbanised regions are relatively more specialized in agriculture, expect from ‘Delft en Westland’ and ‘Agglomeratie Leiden en Bollenstreek’. However, it does show that adjacent COROP-areas are likely to have a comparable location quotient, for instance the COROP-areas around the capital of the Netherlands have a relatively low location quotient, as it is a relatively high crowded area.
Besides calculating the location quotient of a COROP-area, it is useful to introduce a threshold to clarify whether a region is indeed an agricultural cluster. According to Heijman (2002), this threshold value should be stated at 1, which is indeed a logical value to use. Whenever the location quotient of a COROP-area is above 1 it means that the relative share of employment created by the agricultural sector with respect to total employment created is higher for that COROP-area than it is in the Netherlands on average. Figure 3 in Appendix A shows the distribution of specialized and non-specialized COROP-areas in the agricultural sector. There could be observed a more general pattern in this figure compared to the previous one, which is that the South-East and North-West of the Netherlands are relatively more specialized in agricultural based on the level of employment created. The South-West and North-East of the Netherlands are mainly non-specialized in this sector, which could be explained by a twofold of reasons. First, the South-West of the Netherlands, also referred to as the ‘Randstad’ is, in general, mainly active in the tertiary sector and not in the primary one. Second, the North-East of the Netherlands is not creating a lot of jobs in agriculture as the majority of the agricultural firms is this region are not creating a lot of jobs, due to the fact that they are labour-intensive firms, such as huge livestock farms and the breeding of land intensive crops.
3.1.2. [bookmark: _Toc12909854]Location Quotient based on number of Establishments
Besides calculating a location quotient for each COROP-area based on employment, it would be interesting to have a look at agricultural firms within these regions. Whenever the COROP-area has relatively more businesses in the agricultural sector than that the Netherlands on average has, means that that COROP-area is more specialized in agriculture than the Netherlands on average is. Both number of jobs created by the agricultural sector and the number of firms within that sector are used as measures to calculated location quotients on.
The location quotient based on number of establishments is calculated in the exact same way as the other one.
[bookmark: _Hlk8142395][bookmark: _Hlk8145482]
Eji = agricultural firms in COROP-area i
Ej = agricultural firms in the Netherlands
Ei = total amount of firms in COROP-area i
E = total amount of firms in the Netherlands

Table 1 in Appendix A shows the Location Quotient of each COROP-area in the Netherlands, which is graphically presented in both Figure 4 & 5 in Appendix A.  Figure 5 shows an interesting and clear pattern of regions specialized in agriculture and regions not specialized in it, which is defined according to Heijman (2002). The ‘Randstad’, which is the most crowded area of the Netherlands, is not specialized in agriculture, except from the COROP-area ‘Delft & Westland’. This COROP-area is interesting to have a closer look upon, as it is in one of the most crowded parts of the Netherlands, but its location quotient based on employment is the highest compared to all the others. The less crowded areas of the Netherlands located in both the North and the South have a relative higher share of agricultural firms.
This study focusses on this measurement of clustering just as prior literature have done. The majority of studies define clusters by the number of businesses in the region or a variable that is closely linked to it, so this seems the most appropriate one to use. The location quotient based on employment is used more as a robustness check to clarify or questioning the findings.
3.2. [bookmark: _Toc12909855]Related SBI subsector
The dataset contains 48 different subsectors with unique SBI codes, varying from cultivation of vegetables in greenhouses to retail stores specialized in selling potatoes, vegetables and fruits. The effect of clustering on firm performance could be different between each subsector in the set, as some of them rely more on the benefits from clustering, such as knowledge spill overs, where other suffer from congestion. Table 1 in Appendix B shows the different groups of related SBIs, which are grouped upon similarity in their core activity. For instance, the SBI group ‘cultivation of annual crops’ includes all subsectors that are breeding crops that last maximum one year, such as vegetables and potatoes. This uses both this detailed specification of interlinked firms done within the US Cluster Mapping Project (Porter, 2001, 2003), as well as the broad one that includes all firms that are somehow related to agriculture. In general, the detailed approach groups firms by the third or fourth-digit, but some are included in a subsector on the second-digit. 
3.3. [bookmark: _Toc12909856]Agricultural clusters in the Netherlands
Some Dutch agricultural clusters are described in this chapter to give a sense of what a cluster is about. According to Greenport Holland (2019), the Netherlands has six agricultural clusters all specialized in a different agricultural segment, which are shortly described underneath.
Westland (Delft & Westland)
Westland is located in the crowded district South-Holland close to The Hague. This region is highly specialized in horticulture and a great share of all 60.000 jobs created in Westland are directly or indirectly linked to this sector (Gemeente Westland, 2017). The location quotient based on employment is on the top of the table compared to all other COROP-areas, which means that this area is specialized the most in agriculture as the relative share of employees is the highest here. By night, interesting scenes appear in Westland as the whole area glows in orange due to the lighting in the great number of greenhouses to stimulate the grow process of the fruits and vegetables. Both different types of fruits and vegetables, such as tomatoes and cucumbers, are being processed, together with a great assortment of flowers. It is known to be the greatest connected horticulture area worldwide with over 2000 acres of greenhouses (Gemeente Westland, 2017). The sector is highly technological innovated, and efficiency has to be high as being located in this region has some considerable high costs. Real estate prices are relatively high in this are compared to other regions specialized in the agricultural sector due to both the crowded area of South-Holland and the high demand for real estate. 
Aalsmeer (Groot-Amsterdam)
This municipality is known for their expertise in floriculture, flower auction and trade. This unique area within a COROP-area with one of the lowest location quotients, has a major advantage compared to others, as it is closely located to Schiphol. This considerably increases trade potentials and lowers transaction costs. Aalsmeer consists of the greatest flower auction worldwide trading flowers originated in nearly 50 countries (Royal FloraHolland, 2019).
Noord-Holland Noord (Kop van Noord-Holland)
This cluster, also known as ‘Seed Valley’, is a high-tech cluster mainly focussing on seed breeding and technologies. However, a great variety of agricultural sectors are coming together in this region, such as fishery, greenhouses horticulture and livestock farming. It offers employment to 15,000 to 20,000 employees, with a production value of three billion euro (GreenPort NoordHollandNoord, 2019). Knowledge creation and innovation are centrally stated in strategy programs in this region.
Duin- en Bollenstreek (Agglomeratie Leiden & Bollenstreek)
This region is known for his tourist attraction ‘Keukenhof’, which shows a great variety of tulips and flower bulbs. As the name of this cluster suggest, it focusses on flower bulbs and the development of it. Over 60% of worldwide trade in this sector is going through this Greenport (Greenport DB, 2019), which makes this region the international hotspot with regard to growing, trade and logistics of bulbs. 
Boskoop (Oost-Zuid-Holland)
The majority of firms in this Greenport is specialized in arboriculture, which makes this region the greatest arboriculture cluster worldwide. With a production value of 200 million euros and around 700 different firms with a relationship to this sector, Boskoop provides over ten percent of worldwide arboriculture trade. The cluster is strongly stimulated by the government, which will make the Greenport able to become the world leading arboriculture cluster and be acknowledges both national and international.
Venlo (Noord-Limburg)
Venlo is the second greatest region with respect to greenhouses present in the area of the Netherlands. This Greenport mainly originates from his favourable location with respect to important target markets. Their international focus is both attributed to this favourable location and perfect accessibility, with a great amount of highspeed road, railways and airports in a small radius (Ontwikkelbedrijf Greenport Venlo, 2018). It has over 200 million consumers within a range of 1000 kilometre, with Germany causing for the majority of them. Besides that, Greenport Venlo focusses on durability and is ready to grow even further. This Greenport has hosted the ‘Floriade’ in 2012, which is one of the major horticulture events worldwide. This could be seen as a sign that the region is ready to develop even further, and it has boosted the area considerably. 

4. [bookmark: _Toc12909857]Data
4.1. [bookmark: _Toc12909858]Data Description
The data that will be used to study the research question together with the hypotheses attached to it, is gather from the LISA dataset and CBS data. The LISA dataset, which stands for ‘Landelijk Informatiesysteem van Arbeidsplaatsen’, contains information on several firm specific factors, such as number of employees and during which period the firm is or has been active, on a yearly basis of nearly all the businesses within the Netherlands. This panel dataset is gathered from 1996 to 2017 and data on the firms in the agricultural industry will be used for this study. Panel data has some clear advantages, for instance that it reduces the impact of omitted variables as firm specific factor are being taken into account, which makes the result more comprehensive in the end. However, not all these agricultural sectors within the LISA dataset do have this information on the whole period of 1996-2017. The primary agricultural sector, which are the SBI codes 011 till 015, is not included in the set before 2009, as LISA has not gathered this information themselves (LISA, 2019).  This was because agricultural entrepreneurs were not forced to register itself in the Business Register. The following two years were used to include this data into the set and by 2011 is has been fully included in the set. The focus of the different analysis done in this study will be on the set that includes all different sectors as this describes the cluster in a more complete manner. All firms within the data have an industry code attached to it, which makes industry specific analyses possible. The dataset has divided each firm on three different location measurements, districts, COROP-area and municipality, which makes us able to make a comparison between more specialized regions with less specialized ones. 
The LISA dataset has been merged with data from CBS (‘Centraal Bureau van de Statistiek’) to have more information on the different regions this firms are located in. The variable that describes in which COROP-area a firm is located in, is used to merge this LISA dataset with CBS data. As the LISA dataset is quite limited in the number of variables it has, merging with CBS data is useful to control for certain factors within the analyses that will be done. Variables like average income and number of firms is included in the dataset on COROP-area level. However, certain variables within the CBS dataset have not been included for the whole period just like the primary agricultural sector in the LISA set was. The complete set after merging has 673,005 observations of 104,483 different Dutch agricultural related firms. These firms could be growing vegetables and fruits themselves, provide services in this sector, be a distributor of the product etc. Descriptive statistics of the full dataset are shown in Table 1 in Appendix C, as well as the adjusted ones (Table 2 & 3, Appendix C). Besides that, a correlation matrix is shown in Table 4 of Appendix C to indicate the correlation between the variables used in the analyses.
4.2. [bookmark: _Toc12909859]Explanation of the variables
4.2.1. [bookmark: _Toc12909860]Dependent Variables
This study tries to find a relationship between clustering and firm performance. In more detail, this paper studies whether being active in a cluster increases firm performance, which makes firm performance the dependent variable of this study. The majority of academics uses variables like, Tobin’s Q or profits as firm performance measures. However, the combined dataset used for this study does not include any of these two variables on firm level. This dataset does provide other ways of measuring firm performance, where two of them will be analysed in detail.
Growth rate of employment (& Growth of employment over time)
This variable is computed from data that was included in the original LISA dataset on firm level. As the absolute number of employees of each firm in each year observed is included, the growth rate of employment could be calculated by simply dividing the difference between the new number of employees and the one in the prior year by the number of employees in the prior year. Whenever a firm has a growth of employment during the last year, the firm is doing relatively better than it did last year. So, firms with higher growth rates of employment perform relatively better. The growth rate of employment is controlling for firm size as it is logical that bigger firms have greater absolute numbers of employment growth if they are performing well. 
The growth of employment over time is calculated by dividing the number of employees in the year observed on the number of employees in the first year of observation. The natural logarithm of this measure is taken to have more equally distributed results, as there are some clear outliers that considerably affect the results. The growth of employment over time indicates the performance of the firm compared to the first year it has been observed. Whenever, the value of this variable is above one, it means that the firm is doing better than it did in the first year it has been observed.
	Firm survival
[bookmark: _Hlk9865454]Another way of measuring firm performance is by having a look at whether the firm survived over the period that has been observed. When this is indeed the case, the firm is expected to not have high losses, as the firm will be more likely to go bankrupt or simply stop participating in the market in that case. The dataset contains two variables that are used to indicate when the firm has started operating (Minjaar) and when the firm stopped operating in the market (Maxjaar). Having a detailed look at firm survival and establishment, there have to be taken into account that 1996 is the year that LISA started to collect data on firm level and this is thus the value for ‘Minjaar’ whenever a firm has been founded before that. The same holds for ‘Maxjaar’, which is 2017 whenever a firm is still active in the market. The primary agricultural sector is an exception on this as the first year this sector has been included in the set is 2009, which is the ‘Minjaar’ whenever the firm has been founded earlier.
4.2.2. [bookmark: _Toc12909861]Explanatory Variables
The main explanatory variable in this study should be closely related to clustering and should describe whether a firm is active in a cluster or not. In section 3.1 of this study, several measurements of clustering are stated, that are shortly described underneath for convince and clarity:
Location Quotient (dummy) based on employment
It is a calculated ratio that describes the regional share of employment created by agricultural employers compared to all agricultural jobs in the Netherlands divided by the regional share of that COROP-area to all employment created in the Netherlands. 
[bookmark: _Hlk9862021]
Eji = employment in agriculture in COROP-area i
Ej = employment in agriculture in the Netherlands
Ei = total employment in COROP-area i
E = total employment in the Netherlands
Whenever this Location Quotient has a value greater than 1, the dummy created will have value 1. That dummy has value 0 when this is not the case.
Location Quotient (dummy) based on number of establishments 
It is a calculated ratio that describes the regional share of establishments related to agriculture compared to all agricultural establishments in the Netherlands divided by the regional share of that COROP-area to all establishments created in the Netherlands. 

Eji = agricultural firms in COROP-area i
Ej = agricultural firms in the Netherlands
Ei = total amount of firms in COROP-area i
E = total amount of firms in the Netherlands
Whenever this Location Quotient has a value greater than 1, the dummy created will have value 1. That dummy has value 0 when this is not the case.
4.2.3. [bookmark: _Toc12909862]Control Variables
Several different variables have been included on COROP-area level trying to reduce endogeneity problems in the analyses. These factors are either firm specific or depends on the COROP-area the firm is active in. Firm specific variables are firm age and firm size, all the others are regional ones.
	Firm age
[bookmark: _Hlk9863095]The effect of firm age on firm performance has been studied intensively throughout the recent decades. Firm age is simply measured as the years the firm is or has been active in the industry. However, this dataset has an important constraint to this variable, as it is not clear when a firm has been founded whenever it is done before 1996 or 2009 for the primary agricultural businesses. According to Majumdar (1997), firm age has a positive effect on productivity, as these firms are more specialized and trained to produce a product as efficient as possible. However, it does not have a positive effect on profitability. Some academics do agree on the fact that firm performance, measured as profitability, deteriorates with firm age, where the majority attributes it to the product life cycle of the firm (Qian, Li, Li, & Qian, 2008; Majumdar, 1997; Agarwal & Gort, 2002).
Firm size
[bookmark: _Hlk9863133]Firm size represents the resources of the firm and could be seen as the competitive position of it in the industry. Firm size is measured as the natural logarithm of total employees in the firm, in order to get a more equal distribution of the values of this variable. Firm size has been used as control variable in many papers that are studies determinates of firm performance, e.g. Hall & Weiss (1967) and Qian, Li, Li & Qian (2008). The majority states that greater firm size positively affects firm performance, mainly due to the greater resources of the firm. However, the explicit study on firm age and size by Majumdar (1997) found that larger firms are more profitable, but they are less productive instead. 
	Average income
[bookmark: _Hlk9863221]Higher average income increases local demand in the COROP-area, which enhances higher survival and firm performance rates (Acs, Armington, & Zhang, 2007). Higher average income in a COROP-area does have several other benefits that could increase higher firm performance. Firms located in more wealthy regions could attract capital more easily to either start a new business or make an existing business bigger. Besides that, higher income areas usually have more skilled employees that is favourable for firm performance. 
	Subsector
The performance of firms in the set could differ among the specific agricultural sector they are active in. According to Hawawini, Subramanian and Verdin (2003), industry specific factors does influence performance, which they found in an explicit study regarding this topic. For instance, research-based firms could perform better compared to firms that are producing vegetables, as these kinds of firms are becoming increasingly important. 
Crisis
Firm performance is strongly related to circumstances a firm has to deal with. Obviously, a financial crisis is an example of really bad circumstance that negatively affects firm performance. The European Financial Crisis occurred from 2007-2011, which period is included in the dataset. So, it is clear that firms are expected to have relatively bad performance during the years of the crisis compared to others.
	Region
As mentioned above, firms have to deal with circumstances with could either badly affect performance or affect it in a good manner. These conditions could substantially differ among regions. There will be controlled for some COROP-area specific factors, such as income, but this as less to do with the locational factors that influences performance. Fertala (2008) have found that performance does differ across regions. So, controlling for whether a firm is located in the West, where transport opportunities and local demand is higher, would be a good thing to do.
Population growth
[bookmark: _Hlk9863179]The population growth of a COROP-area is strongly linked to the attractiveness of the area for both migrants and immigrants. Whenever a COROP-area has a relatively high population growth it indirectly states that the area is relatively more attractive for employees to live in. So, firms active in these relatively attractive areas have greater labour pools to attract skilled employees from, which could increase firm survival and performance rates. However, it is rather the question whether people do follow jobs, as several academics studied that jobs could follow people as well, e.g. Steinnes (1982). According to Acs, Armington & Zhang (2007), population growth affects firm survival and performance rates in another way as well. Population growth enhances local demand for the products, which leads to greater firms in the region and higher survival rates. Despite the expected effect population growth could have, it will not be included in the regression due to reserve causality issues.
5. [bookmark: _Toc12909863]Methodology
This sector describes the different econometric models used to either reject or not reject the hypotheses stated in chapter 2 of this paper.
5.1. [bookmark: _Toc12909864]Longitudinal Regression model (Fixed effect)
The combined dataset used for this study follows agricultural related firms over time, which makes it a panel set. However, as not all firms are being observed during the whole period (1996-2017) due to bankruptcy and the special case of the primary agricultural subsectors, the panel set is an unbalanced one. To account for this, there will be done longitudinal regressions on both firms active throughout the whole period (1996-2017), which does not include the primary agricultural sector and on all the firms in the dataset in the period they all have been observed (2009-2017). As mentioned, the analysis without the primary agricultural sector is used as a robustness check. These regressions could either reject or not reject the hypotheses stated in section 2. Besides that, an in-depth analysis on the research-based subsector in the agricultural industry is done, as clustering affect these firms differently. These firms are becoming more important in the future as the industry has to develop over time to keep it competitive position. Clustering could differently affect this highly technological subsector, as different competitive advantages, such as knowledge spillovers, are more important to them.
There are several models developed to study these types of datasets, including a fixed effects estimator, random effect estimator and a first difference one. As any firm performance measure is the dependent variable and clustering is expected to have a positive effect on it, the regression model is as follows:
Growth rate of employmentit = β0 + β1 ∙ Location Quotientit + βn ∙ Control Variablesit + ai + uit
Growth rate of employmentit = The growth rate of employment for firm i at time t.
Location Quotientit = The measure whether the firm i at time t is in a (strong) cluster.
Control Variablesit = The values for the control variables included for firm i at time t.
ai = Unobserved heterogeneity
uit = Time-varying error term for firm i at time t
As the unobserved heterogeneity is highly correlated with the explanatory variable, between variation should not be used to estimate the effect. Introducing fixed effects estimator addresses the problem that not all firm specific variables could be included in the dataset that affects firm performance. A fixed effect estimator does not use this time invariant between variation but just within variation to estimate the effect of clustering on firm performance by time demeaning the data. The Hausman test does confirm that fixed effects estimator would be the more appropriate one to use as the null hypothesis of the test is rejected, which states that a random effects model would be the appropriate model to use. There have to be taken one strict assumption into account with using fixed effects, which is that the error term should not be correlated with all the explanatory variables. 
The growth of employment over time is used as a robustness check to test whether results between different employment related performance measure are similar, and thus did not occur by coincidence.
In summary, a fixed effects model is constructed including growth rate of employment as firm performance measure and two different measures of clustering together with some controls. This is done on both firms observed throughout the whole period and all firms in the dataset from the point in time that they all have been observed. 
5.2. [bookmark: _Toc12909865]Survival Analysis
The fixed effects estimator is used to answer the first hypotheses, which included four sub-hypotheses, that used growth rate of employment of the firm as firm performance measure. However, the LISA dataset provides another firm specific variable that could be used as firm performance measure, namely whether the firm survived of the period observed in the set. 
A survival analysis estimates the probability for a firm to survive prior years, which is done in the following way. First, a cumulative distribution function (CDF) is formed that gives the probability for a firm to not survive until the last year of observation in the dataset (2017). And then, the survivor function (SF) is formed by simply inversing the CDF. The probability of not surviving the next year is another function that is included in the analysis, which is the hazard function (HF). This is done for both the firms observed in the whole period (1996-2017), which excludes the primary agricultural sector and for all the firms in the dataset from 2009 to 2017 as this is the period all the existing firms in the set have been observed.
	CDF(t) = P (T ≤ 𝑡): 		probability that the survival of the firm does not exceed time.
	SF(t) = 1 – CDF(t) = P (T > t): 	probability that the firm survive over the period.
The Kaplan-Meier survival estimator presents a graph that shows the survival probability over time for both firms within a cluster and outside a cluster. This could be expressed in these graphs as well by using either a Cox model or Proportional hazard model, which are presenting a coefficient for the effect of being in a cluster on the survival chance in the next year. So, instead of predicting the survival function done by the Kaplan-Meier survival estimator, the Cox model and the Proportional hazard model are predicting a coefficient for the hazard function. These two models can be expressed as follows:
HF(t,Z) = HF0(t)exp(𝜷𝒁): 	the higher or lower probability that a firm in a cluster does not survive the next year compared to a firm outside a cluster.
[bookmark: _Hlk8733817]By doing this analysis, the second set of hypotheses could be answered. Hypothesis 2C is tested in the same way as the other two. However, it does not include a measurement of clustering, but a variable that describes whether the firm cultivates agricultural products itself or not.
[bookmark: _Hlk9866147]In summary, a survival function is constructed using Kaplan-Meier survival estimator to test whether firms active in a cluster have higher survival probabilities over time compared to firms active outside a cluster. 
5.3. [bookmark: _Toc12909866]Heckman Selection Model
The last analysis that will be done in this study does not test another hypothesis but is more of a robustness check with respect to the fixed effects analysis. This two-step selection model analysis creates a new variable in the set of variables that controls for all the different effects on the dependent variable that could not be included as control variables as the data is simply not available. The Heckman test is doing so by first developing a selection model that studies what the difference between clustered and non-clustered firms causes. The difference between them that could not be attributed to one of the added control variables, is the selection bias that exists in the analysis. This problem will be solved by creating an additional variable, which is called the ‘Lambda’, that will be added to the later regression. Thus, this factor summarizes all the characteristics that are related to the decision of firms to either locate in a cluster or not, that could not be measured. In the second step of this model, a regression is done on the dependent variable, which is employment growth. This regression includes, besides the dependent variable, the location quotient of the firm as well as several control variables. In addition, the ‘Lambda’ created in the first step is added to account for all the other factors that could not be controlled for in the analysis. This ‘Lambda’ now controls for the unmeasured characteristics that are related to the decision of firms to (not) locate in a cluster on the growth of employment of that firm. This robustness check will just be done on the preferred fixed effects analysis, because clarifying or questioning this analysis could influence the results on the sub hypotheses stated in section 5.1. 

6. [bookmark: _Toc12909867]Results
This section shows the results of the different econometric methods used to find the relationship between clustering and firm performance.
6.1. [bookmark: _Toc12909868]Fixed Effects Analysis
Section 5.1 clarifies the decision to use a fixed effects model to study the effect of clustering on firm performance. This analysis has both been done on the dataset that includes all firms observed from 2009-2017 and the one that excludes the primary agricultural firms as they have not been observed in prior years. Table 1 shows result for the analysis that includes all the different firms from the set observed in eight years. Throughout the five different regression, none have been able to find a significant effect of the cluster variable on firm performance. The majority of them uses the location quotient based on number of agricultural establishments as main explanatory variable, which is the preferred as it has a greater influence throughout the analyses on the different firm performance measures. So, having relatively more agricultural establishments in the COROP-area compared to the national average, does not enhances better firm performance based on this analysis. So, the first set of hypotheses should be rejected. Hypothesis 1A should be rejected, because the location quotient based on number of establishments seems to have a greater influence on firm performance than the location quotient based on employment has, which is not suggested by this hypothesis. Hypothesis 1B to 1E should be rejected, as none of the cluster measurements seem to have an effect on the growth rate of employment.
· Hypothesis 1A: The location quotient based on employment has a greater effect on firm performance measures than the one based on number of establishments.
· Hypothesis 1B: The location quotient based on number of establishments has a positive effect on the growth rate of employment.
· Hypothesis 1C: The location quotient based on employment has a positive effect on the growth rate of employment.
· Hypothesis 1D: Being active in a COROP-area relatively specialized in agriculture, based on number of establishments, positively affects the growth rate of employment.
· Hypothesis 1E: Being active in a COROP-area relatively specialized in agriculture, based on employment creation, positively affects the growth rate of employment.
However, many of the controls do have a significant effect on firm performance. For instance, older and larger firms have higher growth rates of employment, throughout all the five regressions. Besides that, the firm performance measure is positively affected by being located in a COROP-area where residents have a relatively low average income or when the firms are being observed within the period financial crisis of 2007-2011. Interaction terms have been included in several regression as well to test whether different type of firms find clustering more important than others. One of these interaction terms indicates that clustering is more important for younger firms, as the coefficient for this interaction is negative and significant in all the three regressions. Having a closer look at whether larger or smaller firms attribute more value to being in a cluster, similar results could be obtained. Both regressions that uses the Location Quotient based on number of agricultural establishments, where the firm size interaction terms have been included, found that being located in a cluster is more important for smaller firms as the coefficient of this interaction term is negative and significant. However, contradictory to this result, larger firms attach more value to being in a cluster when the Location Quotient of the COROP-area is based on employment creation. 
Additional to these fixed effects analysis, some robustness checks have been done as well. First, the effect of clustering on firm performance has been studied on regional level. Table 1 in Appendix D shows regional regression to find differences among regions. This has mainly been done to find whether clustering does have a positive effect on firm performance in a certain region. Nevertheless, this could not be found, as none of the four regions has a significant coefficient for the clustering variable. Differences with respect to the control variable do appear, for instance firm age seems to positively affect firm performance solely in the North of the Netherlands. However, these differences in control variables was not the purpose of this regressions on regional level. 
The same analysis has been done on a different, employment related, firm performance measure (Table 2 in Appendix D). The first two regression in this analysis do not show any statistical differences with respect to the cluster measurement. However, when the interaction between the cluster measure and firm size is being added to the regression, which describes whether more small or large firms are presented in a cluster, differences appear. It seems that clustering negatively influences the growth of employment over time, but this has to be interpreted with caution. As the number of firms is used in both the dependent variable as this interaction term, results are drastically affected.
Lastly, the same regressions as shown in Table 1 have been done on the dataset that consists of data from 1996 to 2017 but excluded the primary agricultural sector. Results of this analysis are fairly equal to the results shown in this table, so they are not further discussed or shown. The same holds for an in-depth analysis on the research-based firms within these clusters. These firms have an important role in the spill overs of knowledge and will become more important in the future, as the industry is developing constantly. However, clustering does not have an effect on the growth rate of employment in this specific agricultural subsector.
[bookmark: _Hlk10902882]Table 1: Results Fixed Effects Analysis (Dep. Var. = Employment Growth) (Period 2009-2017)
			FE (1)		 FE (2)		FE (3)		 FE (4)		FE (5)
Constant		-.113 (-1.08)	-.106 (-1.01)	-.116 (-1.10)	-.109 (-1.03)	-.115 (-1.09)
LQ_Establishments		-.001 (-.012)	.003 (0.28)	-.000 (-0.00)	.004 (0.38)	
LQ_Employment									-.007 (-0.44)
Firm Age		.011* (3.94)	.012* (4.29)	.011* (3.94)	.012* (4.27)	.014* (4.94)
Firm Size (log)		.789* (134.98)	.789* (134.98)	.802* (108.87)	.802* (108.86)	.757* (89.00)
Avg Income		-.013* (-4.22)	-.013* (-4.35)	-.013* (-4.21)	-.013* (-4.34)	-.013* (-4.11)
SBI_Direct		-.036 (-1.31)	-.036 (-1.30)	-.036 (-1.31)	-.036 (1.30)	-.039 (-1.39)
Crisis			.066* (10.77)	.066* (10.82)	.067* (10.76)	.066 (1.81)	.066* (10.90)
LQ_Bus x Age				-.001*** (-1.90)			-.001*** (-1.88)	-.002* (-4.33)	
LQ_Bus x Size						-.008* (-2.94)	-.008* (2-92)	.017* (5.17)
R2			0.0182		0.0181		0.0181		0.0181		0.0181
Observations		320,249	‘’		‘’		‘’		‘’
Notes: *** Significant at a 10% level, ** Significant at a 5% level, * Significant at a 1% level
T-values are between brackets

6.2. [bookmark: _Toc12909869]Survival Analysis
The survival analysis has been done both on the dataset where the primary agricultural sector has been dropped, because of the lack of information in the first several years and on the dataset that included all the sectors but did observe them from 2009 to 2017. Regarding the dataset where the period before 2009 have been excluded, the survival probability for a firm that is located within a cluster based on number of establishments, is significantly higher compared to firms outside an agricultural cluster, which could be seen in Figure 1 in Appendix E.1. Figure 2 in Appendix E.1 shows that the results of the survival analysis where the cluster dummy is based on employment instead of number of establishments is less convincingly. These results show that firms located in an agricultural cluster have slightly lower survival rates compared to firms located outside one of these clusters. Therefore, hypothesis 2A could not be rejected, but hypothesis 2B should be.
· Hypothesis 2A: Being active in a COROP-area relatively specialized in agriculture, based on number of establishments, positively affects the survival chance of the firm.
· Hypothesis 2B: Being active in a COROP-area relatively specialized in agriculture, based on employment creation, positively affects the survival chance of the firm.
Table 1 in Appendix E.1 shows the results of the Cox and Proportional hazard model.
The same analysis has been done on the dataset that excludes the primary agricultural sector.  Figure 1 in Appendix E.2 shows a similar pattern with respect to the results of the dummy for clustering based on number of establishments in the survival analysis done before. Being active in a cluster significantly (at a 1% significance level) increases the survival probability of a firm. So, this does confirm that the hypothesis 2A should not be rejected. However, as the previous survival analysis suggested, the relationship between being active in a cluster based on employment and the survival probability of a firm is less convincingly. Figure 2 in Appendix E.2 shows that the survival probability of a firm that is located in a cluster is in this case slightly higher than being located outside a cluster, which is slightly significant at a 1% significance level. As the relationship found in the prior survival analysis was different, hypothesis 2B should be rejected, but this result does indicate that it has to be done with caution. 
Furthermore, proportional hazard models have been developed to find the exact relationship of clustering on the survival probability. The cox model has a negative coefficient for both the cluster dummy based on number of establishments and employment created, with respectively a value of -.304 and -.101, which are both significant at a 1% significance level (Table 1, Appendix E.2). This indicates that firms active in a cluster have respectively 30% and 10% higher hazard of survival than firms located outside a cluster. Besides that, a proportional hazard model with predefined baseline hazard function has been developed, but the results do not considerable differ from the results of the cox model. 
The main difference between the two analyses is, that the primary agricultural sector is included in the first one, which was not possible in the other one as observations for this sector started from 2009 onwards. It would be interesting to test whether the difference between the two analysis originates from including the primary agricultural sector. Figure 3 in Appendix E.1 does show that the survival probability between the primary agricultural sector and the firms indirectly linked to agriculture differ, which is significant at a 1% level. Firm indirectly linked to agriculture have significantly higher survival probabilities compared to directly linked firms, indicating that hypothesis 2C should not be rejected.
· Hypothesis 2C: Being directly linked to the cultivation of agricultural products, negatively affect the survival chance of the firm.
This could partly explain the difference between the two different analysis done before, as the survival probabilities between the firms included significantly differs. 
Finally, the dummies for being located in a cluster or not, and being directly linked to agriculture or indirectly, are combined in a survival analysis. These results do confirm what has been found in the prior survival analyses. Both directly and indirectly linked firm to agriculture have significantly higher survival probabilities whenever they are located in an agricultural cluster, based on number of establishments (Figure 4, Appendix E.1). This relationship is less convincingly when the cluster measure is based on employment created. Indirectly related firms to agriculture do have significantly higher survival probabilities when they are located in a cluster. However, this is not the case for firms within the primary agricultural sector. (Figure 5, Appendix E.1).
6.3. [bookmark: _Toc12909870]Heckman Selection Model
This last analysis has solely been done on the preferred model from the Fixed Effects analysis, as it is used as a robustness check in this study. The preferred model contains the location quotient based on number of establishments and all the different control variables. The first step of the analysis describes differences between firms that are in a cluster and firms that are not, which is done by executing a Probit regression model on the dummy variable whether a firm is in a COROP that is relatively specialized in agriculture. Thereafter, it creates a variable that accounts for all the characteristics that are not yet controlled for, which explains whether a firm is in a cluster or not. As the first column in Table 1 of Appendix F shows, all the different variables that are included have a significant effect (at a 1% significance level) on whether a firm is in an agricultural cluster or not. For instance, larger firms are less likely to be active within a cluster compared to smaller ones, where directly linked firms to producing agricultural products are more likely to be in one.  
The second step in this analysis is constructing a regression, which controls for all the unmeasured factor that influences the choice of a firm to located in a cluster or not. The second column of Table 1 in Appendix F illustrates that, for instance, larger firms as well as firms directly linked to producing agricultural products have a higher growth rate of employment. However, our main explanatory variable does not show a considerable or significant effect on these growth rates. So, for firms located in COROP-areas that are more specialized in the agricultural industry does not enhances a higher growth rate of employment, which is the firm performance measure in our study. The results are in line with the results from the fixed effects analysis, which did not find a significant relationship between clustering and firm performance. 

7. [bookmark: _Toc12909871]Conclusion
The goal of this study has been to find a relationship between clustering and firm performance in a Dutch agricultural case. This is one of the two main contributions of this paper, as the effect of clustering is very industry dependent and it has not yet been studied in an agricultural case, which could be stated as the most important one for human beings. The second contribution of this paper is the way that clustering has been measured. The definition of clustering formed by Porter (1990) have been widely acknowledged throughout the literature, which is ‘a cluster is a geographically proximate group of interconnected companies and associated institutions in a particular field, linked by commonalities and complementarities’, but this does not hold for the way is has been measured in prior studies. Some have created dummy variables in their study to simply indicate which areas are being recognized as cluster, others have based their measure on the number of sectoral related businesses, but the cluster measurement Isard (1998) has constructed, will be used in this study. He computed a location quotient for each region, which is the activity of a region in a certain sector compared to the activity in this section on a national level. Whenever a region is relative more active in the agricultural industry than the Netherlands is, that region is found to be specialized in the agricultural industry. Firms within these relative specialized, clustered regions are expected to have certain competitive advantages with respect to firm that are not located in such a cluster, which means that they are not located close to other industry related firms. Both Marshall (1920) and Porter (1998, 2000) are the main influencers of this topic and they described several competitive advantages of the co-location of firms. Marshall (1920) started by identifying three beneficial factors of being located close to other firms, which are the lower transaction costs between firms, the access to a skilled labor pool and knowledge spill overs between these co-located firms. Porter (1998, 2000) developed this line of thought and stated two more competitive advantages; access to public goods and institutions, and complementarities between the existing firms. This suggest that clustering purely has beneficial effects on the region and the firm located within it, but whenever a topic is becoming a mainstream part of economics, criticism will rise as well. De Vaan et al. (2013) for instance, described two main disadvantages of clustering, which are congestion and high real estate prices. Additionally, Delgado, et al. (2014) found intensive cost-driven competition between the firms within a cluster to decrease profit margins of these firms. Besides that, Barro & Sala-i-Martin (1991,1995) had already stated that attracting skilled employees from the same labor pool could cause problems as well, because they all want the same employees who simply are not available to all firms. 
Clustering could thus have both positive and negative effects on firm performance, but which one is the leading force in the agricultural industry? This has been studied within this paper by doing three different analyses on Dutch agricultural data obtained by both LISA and CBS. This combined dataset contains firm-specific variables as well as variables on regional, COROP-area, level from 1996 to 2017. The first analysis done in this study has not been able to find a significant relationship between clustering and firm performance. This fixed effect analysis used the growth rate of employment and employment growth over time as firm performance measures and both location quotients cluster measures. These regressions did find some significant effects of control variables on the dependent one, for instance, the growth rate of employment is positively affected by the size of the firm, but clustering seems to have no effect on this performance measure. This non-significant and fairly small value, resulted from the fixed effect analysis, have been supported by the execution of a Heckman selection model, which used the same variables, but did analyse them differently. However, the results from the survival analysis are rather different. This analysis found that firms active within a COROP-area that is relative specialized in the agricultural sector and thus defined as a cluster, have a significant higher probability of survival. This relationship has both been found using the two different measures of clustering. 
So, besides the fact that the effect of clustering on firm performance depends on the industry, it does also depend on the way clustering or performance has been measured. The differences between the cluster measures have not been that great within this study, as they have been computed in a similar way. But, the way it affects firm performance does heavily depends on the way performance is measured. This ensures that the analyses could not uniformly answer the research question, which is the following:
What is the effect of clustering on firm performance within the Dutch Agricultural Sector?
Being active in a cluster does have a positive effect on firm survival, but this could not be attributed to higher growth rates of employment of these firms, as clustering seems not to positively influence these rates. However, causality problems could be in place and effect this results as better firm performance in a region could cause a higher location quotient as some firms would maybe relocate to a cluster instead of being active outside a cluster. Besides that, clustering is found to be more important for smaller and younger firms. 

8. [bookmark: _Toc12909872]Discussion
8.1. [bookmark: _Toc12909873]Discussion of the findings
This section tries to explain the findings of our regression on the main variables as well as the control variables, that will be shortly discussed. Both the fixed effects analysis and the Heckman selection model did not find significant coefficients for the cluster measurements on the growth rate of employment. This is in line with the academics who don’t entirely agree with the purely positive view of Porter on clustering. Negative factors, such as congestion and high real estate prices, could be in place, which counters the advantages of clustering. As the cultivation of agricultural products is land-intensive, high real estate prices play an important role in the decision of firms to locate somewhere. Within a cluster, real estate prices are relatively high, which causes greater costs for these firms in the end. Another possible explanation why clustering does not seem to influence the growth rate of employment could be based on this firm performance measurement. It is indeed obvious that firm would be performing well when their number of employees is increasing, but it does not necessarily mean that firm are performing less whenever this is not the case. Firms could be expanding and have higher sales values by simply increasing the efficiency of their workers or having more automated operations within their business. These kind of expansions does not have to provide additional employment. Knowledge spill overs could for example cause these more efficient firms or more automated ones within a cluster.
[bookmark: _Hlk11311332]Where the growth rate of employment is a quite specific measure of firm performance and it could be argued that good performance does not necessarily have to be accompanied by an increase in this rate, firm survival is not. Firm that do not survive through the period observed are either going bankrupt or just stop participating in the market. Both cases mainly have to do with relatively bad performance, because why would the firm otherwise stop participating? The positive relationship clustering has on firm survival could be attributed to the competitive advantages of being active in one. Within the agricultural sector, there could be stated arguments for all the five different competitive advantages perceived by Porter (1998, 2000). There are transactions between cultivators of vegetables and processors on a daily basis and attracting skilled employees from a labour pool within the cluster makes firms more efficient. These results suggest that the advantages outweigh the additional costs for a firm that are in place within a cluster.  
The effect of the control variables on the performance measure is shortly discussed underneath, with greater attention for the ones that did not have the expected relationship to it based on prior literature. Both firm age and firm size have a positive effect on firm performance, as prior literature suggested. Firms of a higher age have gone through a process that makes them more efficient and having a broader consumer base, which in the end is favorable for their performance. Better performance of larger firms could mainly be attributed to the greater resources and economies of scale they have. The other three controls, however, do not have the expected relationship to firm performance. Being active in a wealthier COROP-area expected to increase performance by attracting resources more easily and having higher skilled employees. But the regressions found a negative effect of income in a COROP-area on performance, which could be explained in several manners. Total costs are higher for firms within this COROP-areas where employees earn relatively more money, as personnel expenses for these firms are higher. It seems that this is not being compensated by more efficient and higher skilled workers. Besides that, wealthier regions could have competition on a higher level, which decreases profit margins. Firms could be set up more easily by attracting resources and there is a lot to gain for each firm by having a greater consumer base in this region as residents are quite wealthy ones. Additionally, there does not seem to be sub sectorial differences within the agricultural industry on performance based on the control variable included in the analyses and the sub sector specific analyses that have been done. Prior literature stated that there could be sector specific factors, such as the fact that research-based firms are becoming more important, that influences performance, but they do not play a role in the agricultural industry. Lastly, performance is expected to be worse during a crisis, as for instance demand is lower and attracting financial resources is more difficult. However, the regressions suggest that being active during a crisis increases performance, which is quite hard to explain. Personnel expensed are indeed lower and firms are being subsidized by the government sometimes, but normally these factors do not compensate for the negative effects a crisis has on a firm.
The competitive advantages clustering has could be of greater importance to a particular group of firms compared to others. This is tested by adding two interaction to the regression, which indicates whether younger or older firms are more often represented in a cluster and whether firm size has a relationship with the importance of it. Both coefficients have negative significant values, indicating that younger and smaller firms are more represented in a cluster. One of the reasons that younger firms are highly represented in a cluster could be that some of them are spinoffs. These spinoffs often locate within the same region as the parent organization did. Besides that, younger firms have higher survival chances within a cluster due to several specific competitive advantages for younger firms, such as knowledge spill overs and the greater demand pool. Smaller firms have the same reasons to locate close to other companies. They could not invest huge amounts of capital in R&D for instance, which makes it important to get information from other players in the market. Besides these knowledge spill overs, which will be the main reason for small firms to locate in a cluster, access to a skilled labor pool will be another great advantage for them. They could not invest a lot to attract to most skilled and smartest employees to their firm, so search for them in a compact area would be preferable. 
8.2. [bookmark: _Toc12909874]Limitations of the study
This study has to deal with a few limitations that could causes any deviation from the real effect of agricultural clustering on firm performance. As already mentioned, the LISA dataset does not include primary agricultural firms from 1996 to 2008, which decreases the number of observations of our analysis. However, as there is still a great number of observations in both analysis, this is not the main difficulty of the exclusion of this sector. In contrast, both analysis, which are the one that excluded the primary agricultural sector and the other that excluded the period in with this sector was not observed, has do deal with a greater limitation. This first analysis does not include the production side of the agricultural industry, which obviously is the sector with great importance in the industry. The other analysis follows the firms within the set over a period of eight years, which is a relatively small period and firm performance measures could barely be changed for some firms. Regarding growth of employment as firm performance measure, mainly small firms have to deal with this limitation. The dataset includes a great amount of relatively small firms, that are scarcely deviating in number of employees within this period. 
The classification of different regions within the Netherlands causes the second main limitation of the study. Unless the fact that the 40 COROP-areas in which the Netherlands have been divided is developed for research purposes and have been validated by prior literature, there still could be difference within COROP-areas with regard to both the specialization in the agricultural sector as well as the control variables used. Having a closer look at the COROP-area ‘Groot-Amsterdam’, Figure 2-5 in Appendix A shows that the region is clearly not specialized in the agricultural sector as the location quotients are below one. However, this region includes one of the Dutch Greenports, namely ‘Aalsmeer’, which is a contradictory finding. The same goes on for the control variables used in the fixed effects regression. Average income within the COROP-area does have a significant influence on firm performance, but this variable will not be the same throughout the whole COROP-area when it is divided into parts.
8.3. [bookmark: _Toc12909875]Suggestions for follow-up research
This study has found both supporting and non-supporting results for the positive effect of clustering on firm performance in the agriculture sector. As Marshall (1920), Porter (1998, 2000) and several other academics described, this effect could be attributed to some positive factors of being in a cluster as well as some negative externalities that are attached to it. It has however not been tested which factors are of great importance in the agricultural clusters. Further research should investigate which of the five relative advantages discussed by Porter and which of the three mechanisms focused upon by other scholars (goods, people, ideas) are the most important to the firms and which of the negative externalities play a role in the cluster, by doing in-depth analysis on firm level (Porter, 1998; (Ellison, Glaeser, & Kerr, 2010; Faggio, Silva, & Strange, 2017). This could be done by interviews on the leading players within these clusters for instance. Having this knowledge, governmental support could become more efficient as they know which factors should get greater attention.
Another suggestion would be to use different firm performance measure. As the growth of employment has to deal with some limitations as a performance measure, doing analyses on the profitability or return to investment of the firm could give more appropriate results. However, this kind of variables are not included in the LISA dataset, so it will be extremely time intensive to merge these variables with the set on firm level. 
Lastly, as figure 3 & 5 in appendix A shows, COROP-area that adjacent with each other are likely to have a similar location quotient. This suggests that the economic activity is not just linked within the COROP-area, but with the surrounding regions as well. It would be a good idea to include spatial autocorrelation in future research to account for the linkage several neighboring COROP-areas has. 
8.4. [bookmark: _Toc12909876]Policy implications
Many prior academics found a positive effect of clustering on performance in the specific industry studied. This justifies policy programs invented by governments that stimulates the emergence of new clusters or strengthen the existing ones. However, as section 2.3.3. describes, the effect is industry dependent, which makes stimulation of clusters justified in some cases, but not in others. With respect to the agricultural sector, the justification of these cluster encouraging programs or the formulation of them can be seen from two different angles. First, clustering does not seem to positively affect growth rate of employment. The creation of employment within a country and a low unemployment rate it entails, should be one of the main aims of the government, as high unemployment rates increases governmental expenses on unemployment compensations and lower income tax receipts. This does thus not justify subsidies to stimulate clustering, but for instance innovation or productivity of the firms could be a goal of these subsidies as well. However, governmental support for clustering is justified when their main purpose is to extend the lifetime of a firm and the creation of new ones that will survive longer. These greater number of firms that survive for a longer period, will increase competition in the agricultural sector, which is favorable for the development of the sector and the market prices of the products. So, governmental support for clustering depend on the main goal of the policy makers.
Whenever firm survival and a higher number of establishments within the sector is the main purpose of the government, supportive programs could be justified. However, to stimulate clustering in the most efficient way, it should be known which competitive advantage is affecting firm survival the most. If, for instance, knowledge spill overs seem to be the greatest influencer, the supportive programs should give great attention to this factor and have to make sure that the knowledge spill overs do occur more often. On the other hand, if congestion is found to be a great negative externality of clustering, there should be found a manner to get rid of highly congested roads by upgrading the infrastructure within the cluster. Lastly, as some control variables do have a significant effect on the growth rate of employment, it would be beneficial to have a great number of firms that possesses these characteristics. Both larger and older firms have higher growth rates of employment as well as firms within a region where residents have a relative low average income. Policy programs that support larger and older firms as well as locational specific subsidies that will make firms located within lower average income regions are justified and could influence higher growth of employment rates.
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Tabel 1: Location Quotient (LQ) based on Employment and Establishments
Name of the COROP		Freq.*		LQ Employ.	LQ Establish
Agglomeratie Haarlem		2,684		0.097		0.054
Zuid-Limburg			13,410		0.156		0.518	
Groot-Amsterdam		32,061		0.263		0.159
Utrecht				24,496		0.279		0.472
Het Gooi & Vechtstreek		3,198		0.304		0.145
Zuidoost-Zuid-Holland		7,250		0.361		0.630
Agglomeratie ‘s-Gravenhage	29,925		0.434		0.597
Zaanstreek			2,348		0.435		0.240
Overig Groningen		14,951		0.455		1.255
Twente				19,286		0.545		1.573
Arnhem/Nijmegen		16,194		0.589		0.544
Zuidoost-Friesland		7,266		0.679		2.092
Groot-Rijnmond		39,993		0.729		0.457
Noord-Drenthe			9,367		0.757		1.822
Zuidoost-Noord-Brabant	25,332		0.766		1.033
Veluwe				22,107		0.828		1.317
Oost-Groningen			9,283		0.869		2.111
Noord-Overijssel		17,234		0.902		2.227
Zuidwest-Drenthe		5,400		0.943		2.020
Midden-Noord-Brabant		16,169		0.951		0.918
Delfzijl & Omgeving		2,774		1.038		2.704
IJmond				4,908		1.043		0.331
Noord-Friesland		13,412		1.126		20.164
Alkmaar & omgeving		7,825		1.161		0.547
West-Noord-Brabant		27,486		1.182		1.033
Zeeuwsch-Vlaanderen		13,598		1.186		2.845
Zuidoost-Drenthe		10,821		1.214		1.907
Zuidwest-Overijssel		5,053		1.243		1.983
Achterhoek			15,579		1.255		2.353
Zuidwest-Friesland		6,613		1.297		1.189
Noordoost-Noord-Brabant	26,376		1.384		1.343
Agg. Leiden & Bollenstreek	26,809		1.400		0.678
Flevoland			25,446		1.430		1.437
Midden-Limburg		11,883		1.585		1.565
Overig Zeeland			27,253		1.846		1.952
Oost-Zuid-Holland		17,187		2.147		1.339
Zuidwest-Gelderland		20,543		3.300		1.868
Noord-Limburg			22,727		4.269		2.115
Kop van Noord-Holland		34,917		4.966		1.894
Delft & Westland		34,007		6.144		1.758
* Freq. is the frequency that the COROP is observed in the dataset over time	
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Figure 1: 40 Dutch COROP-areas (CBS)
[image: ][image: ]Figure 3: Specialized vs non-Specialized COROP-areas in the Agricultural sector (Employment)

Figure 2: Agricultural Location Quotient based on Employment (2017)

[image: ][image: ]Figure 5: Specialized vs non-Specialized COROP-areas in the Agricultural sector (Establishments)

Figure 4: Agricultural Location Quotient based on number of Establishments (2017)
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Table 1: Groups of related SBI’s
Group name of related SBI’s	SBI’s in the group					Observations
Cultivation of annual crops	0111, 01131, 01132, 01133, 01134, 0116, 01191, 	149,249
01192, 01193, 01199
Cultivation of perennial crops	0121, 01241, 01242, 01251, 01252, 01253, 01254,	21,387
0127, 0128, 0129
Cultivation of flower bulbs,	01301, 01302, 01303, 01304, 01305, 01309		44,982
ornamental plants & trees	
Combined livestock and Agri	0150							27,395
Services for agriculture		0161, 0162, 0163, 0164					182,867
Processing of potatoes, 		1031, 1032, 1039					3,946
vegetables and fruit		
Trade intermediators		4611, 46211, 46212, 46218, 46219, 4622, 46311, 	159,608
46312, 4661
Retail traders			4721, 47811, 47891					74,782
Investigation & Research	72111, 72191						8,789
Direct Agriculture*		0111  0150						243,013
* Direct Agriculture contains the subsectors that are directly involved in growing agricultural products.
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Table 1: Descriptive Statistics (Whole dataset)
Variable			Obs		Mean		Std. Dev.	Min	Max
Minimum year			673,005	2004.11	6.32		1996	2017
Maximum year			673,005	2014.47	4.84		1996	2017
Firm age			673,005	5.17		4.94		0	21
Total Jobs per Firm		673,005	5.07		18.91		0	1283
Absolute Growth of Jobs (pF)	573,688	.071		4.33		-430	764
Relative Growth of Jobs	(pF)	573,027	.059		.92		-1	254
Total Population		673,005	536556		361238		46850	1422465
Population growth		673,005	2768.54	3527.20	-6023	15813
Average income (x1000)	344,687	39.32		2.70		32.6	50.5
Total Jobs in COROP (x1000)	461,699	254.16		206.05		15.5	934.2
Total Agri. Jobs in ‘’ (x1000)	457,009	3.63		2.66		0	10.8
Number of Establish. (COROP)	245,595	44906.18	34527.46	2860	165670
Number of Agri. Bus. (COROP)	245,595	2232.47	892.29		60	4135
SBI Group Annual crops		673,005	.222		.415		0	1
SBI Group Perennial crops	673,005	.032		.175		0	1
SBI Group Flower bulbs		673,005	.067		.250		0	1
SBI Group Agri Livestock	673,005	.041		.198		0	1
SBI Group Services		673,005	.272		.445		0	1
SBI Group Processing		673,005	.006		.076		0	1
SBI Group Trade		673,005	.237		.425		0	1
SBI Group Retail		673,005	.111		.314		0	1
SBI Group Research		673,005	.013		.114		0	1
SBI Direct Agriculture		673,005    	.361   		.480         	0         	1
LQ Employment			673,005	1.60		1.59		.097	6.14
Dummy LQ Employment	673,005	.528		.499		0	1
LQ Establish.			673,005	1.66		2.72		.054	20.16
Dummy LQ Establish.		673,005	.662		.473		0	1	
















Table 2: Descriptive Statistics (Period before 2009 dropped)
Variable			Obs		Mean		Std. Dev.	Min	Max
Minimum year			441,576	2009.82	1.57		2009	2017
Maximum year			441,576	2016.19	1.94		2009	2017
Firm age 			441,576	5.78		5.47		0	21
Total Jobs per Firm		441,576	4.45		16.59		0	1283
Absolute Growth of Jobs (pF)	381,984	.054		3.86		-430	597
Relative Growth of Jobs	(pF)	381,846	.056		.931		-1	254
Total Population		441,576	526243		360836		46850	1422465
Population growth		441,576	2738.40	3600.74	-2116	15813
Average income (x1000)	344,687	39.32		2.70		32.6	50.5
Total Jobs in COROP (x1000)	441,576	252.59		205.20		15.5	934.2
Total Agri. Jobs in ‘’ (x1000)	436,886	3.63		2.66		0	10.8
Number of Establish.(COROP)	245,595	44906.18	34527.46	2860	165670
Number of Agri. Bus. (COROP)	245,595	2232.47	892.29	60	4135
SBI Group Annual crops		441,576	.338		.473		0	1
SBI Group Perennial crops	441,576	.048		.215		0	1
SBI Group Flower bulbs		441,576	.102		.302		0	1
SBI Group Agri Livestock	441,576	.062		.241		0	1
SBI Group Services		441,576	.229		.420		0	1
SBI Group Processing		441,576	.004		.061		0	1
SBI Group Trade		441,576	.151		.358		0	1
SBI Group Retail		441,576	.056		.231		0	1
SBI Group Research		441,576	.009		.096		0	1
SBI Direct Agriculture		441,576	.550		.497		0	1
LQ Employment			441,576	1.68		1.61		.097	6.14
Dummy LQ Employment	441,576	.558		.497		0	1
LQ Establish.			441,576	1.70		2.65		.054	20.16
Dummy LQ Establish.		441,576	.697		.460		0	1



Table 3: Descriptive Statistics (Primary Agricultural Sector dropped)
Variable			Obs		Mean		Std. Dev.	Min	Max
Minimum year			429,991	2000.99	5.81		1996	2017
Maximum year			429,991	2013.55	5.64		1996	2017
Firm age			429,991	6.22		5.53		0	21
Total Jobs per Firm		429,991	5.78		22.58		0	1283
Absolute Growth of Jobs (pF)	373,261	.083		4.898		-430	764
Relative Growth of Jobs	(pF)	372,616	.0509		.918		-1	254
Total Population		429,991	573441		372844		46850	1422465
Population growth		429,991	3143.98	3706.41	-6023	15813
Average income (x1000)	155,970	39.49		2.749		32.6	50.5
Total Jobs in COROP (x1000)	218,697	290.94		222.79		15.5	934.2
Total Agri. Jobs in ‘’ (x1000)	217,024	3.44		2.54		0	10.8
Number of Establish. (COROP)	112,298	51404.93	37741.76	2860	165670
Number of Agri. Bus. (COROP)	112,298	2220.29	904.52		60	4135
SBI Group Annual crops		429,991	0		0		0	0
SBI Group Perennial crops	429,991	0		0		0	0
SBI Group Flower bulbs		429,991	0		0		0	0
SBI Group Agri Livestock	429,991	0		0		0	0
SBI Group Services		429,991	.425		.494		0	1
SBI Group Processing		429,991	.009		.095		0	1
SBI Group Trade		429,991	.371		.483		0	1
SBI Group Retail		429,991	.174		.379		0	1
SBI Group Research		429,991	.020		.141		0	1
SBI Direct Agriculture		429,991	0		0		0	0
LQ Employment			429,991	1.44		1.53		.097	6.14
Dummy LQ Employment	429,991	.457		.498		0	1
LQ Establish.			429,991	1.592013	2.84		.054	20.16
Dummy LQ Establish.		429,991	.594		.491		0	1


Table 4: Correlation Matrix (Period 2009-2017)
[image: ]
Notes: 	BANENP~C = Employment growth	GEM~1000= Average income

[bookmark: _Toc12909882]	Appendix D: Fixed Effects Analysis
Table 1: Results Fixed Effects Analysis (Dep. Var. = Employment Growth) (Period 2009-2017)
			North		South		East		West	
Constant		-.079 (-0.34)	-.552 (-1.31)	-.180 (-0.70)	-.032 (-0.18)	
LQ_ Establish.		.009 (1.25)	-.358 (-1.29)	.136 (1.32)	-.046 (-0.68)	
Firm Age		.017* (2.74)	.013 (1.61)	.008 (0.57)	.004 (0.84)	
Firm Size (log)		.655* (49.98)	.607* (16.28)	1.081* 25.53)	.841* (46.01)	
Avg Income		-.011 (-1.55)	.011 (1.49)	-.017* (-2.64)	-.014* (-2.89)	
SBI_Direct		-.040 (-0.87)	.028 (0.49)	-.072 (-1.18)	-.072 (-1.51)	
Crisis			.001 (0.09)	.124* (9.27)	.031** (2.34)	.065* (6.55)	
LQ_Bus x Age		-.001* (-6.50)	-.013* (-3.49)	.004 (1.32)	-.005* (2.90)		
LQ_Bus x Size		.001 (0.36)	.095 (3.56)	-.119* (-4.61)	-.029** (-2.41)	
R2			0.0284		0.0258		0.0201		0.0137		
Observations		40,291		71,109		68,908		139,941
Notes: *** Significant at a 10% level, ** Significant at a 5% level, * Significant at a 1% level
T-values are between brackets

Table 2: Results Fixed Effects Analysis (Dep. Var. = Firm Performance (LOG(N/O)) (Period 2009-2017)
			FE (1)		 FE (2)		FE (3)		 FE (4)		FE (5)
Constant		-.141* (-3.99)	-.140* (-3.95)	-.318* (-11.31)	-.311* (-11.08)	-.329* (-11.70)
LQ_ Establish.		.001 (.58)	.002 (0.70)	-.024* (-10.08)	-.022* (-9.07)	
LQ_Employment									-.017* (-4.76)
Firm Age		-.005* (-5.00)	-.004* (-4.67)	-.002* (-2.79)	-.001 (-1.56)	-.001 (-1.60)
Avg Income		.003* (2.99)	.003* (2.93)	.001 (1.59)	.001 (1.22)	.001 (1053)
SBI_Direct		.036* (3.89)	.036* (3.90)	.016** (2.19)	.016** (2.22)	.016** (2.24)
Crisis			.007* (10.77)	.007* (3.65)	.006* (4.14)	.007* (4.33)	.006* (4.15)
LQ_Bus x Age				-.000 (-0.72)			-.000* (4.72)	-.000* (-6.28)	
LQ_Bus x Size						.228* (395.64)	.228* (395.68)	.228* (395.55)
R2			0.0007		0.0007		0.0334		0.0334		0.0181
Observations		330,236	‘’		‘’		‘’		‘’
Notes: *** Significant at a 10% level, ** Significant at a 5% level, * Significant at a 1% level
T-values are between brackets
Firm Size is left out as the firm performance measures already uses this variable, so multicollinearity problems appear



[bookmark: _Hlk9866261][bookmark: _Toc12909883]	Appendix E: Survival Analysis
[bookmark: _Toc12909884]Appendix E.1: Drop years before 2009
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Figure 1: Survival Analysis LQ dummy based on number of Establishments *p=0.00
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Figure 2: Survival Analysis LQ dummy based on Employment	       *p=0.01








Table 1: Proportional Hazard model results (Period before 2009 dropped)
Model			LQ>1			Coefficient	P-value		Std.Err 		Cons.	
Cox Model	Employment		.030		.009		.012		-
Establishments		-.248		.000		.012		-
Direct*			.140		.000		.012		-
Direct / Emp**		.140 / -.000	.000 / .982	.012		-
Direct / Bus		.200 / -.292	.000 / .000	.012		-
PH model baseline	Employment		.027		.029		.012		-2.744				Establishments		-.298		.000		.013		-2.530
			Direct			.141		.000		.012		-2.810
			Direct / Emp		.141 / -.002	.000 / .854	.012		-2.809
			Direct / Bus		.211 / -.346	.000 / .000	.013		-2.620
* Direct means that the firm is directly involved in breeding agricultural products.
** Describes the effect of being directly involved in agriculture and active in a cluster on the survival probability.
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Figure 3: Survival Analysis Direct vs Indirect linked to Agriculture	*p=0.00
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Figure 4: Survival Analysis Direct vs Indirect + Cluster (Establishments) *p=0.00
[image: ]
Figure 5: Survival Analysis Direct vs Indirect + Cluster (Employment)	*p=0.00

[bookmark: _Toc12909885]Appendix E.2: Drop Primary Agricultural Sector
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Figure 1: Survival Analysis LQ dummy based on number of Establishments  *p=0.00
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Figure 2: Survival Analysis LQ dummy based on Employment 	*p=0.00
[bookmark: _Hlk8820300]Table 1: Proportional Hazard model results (Primary Agricultural sector dropped)
Model			LQ>1*			Coefficient	P-value		Std.Err 		Cons.	
Cox Model		Establishments		-.304		.000		.011		-
Employment		-.101		.000		.011		-
PH model baseline	Establishments		-.351		.000		.012		-2.419				Employment		-.130		.000		.012		-2.556	
* the coefficients are computed for location quotients greater than 1

[bookmark: _Toc12909886]Appendix F: Heckman Selection Model Results
Table 1: Results Heckman Selection Model (Period 2009-2017) 
			dLQ_ Establish. (1st)	Δ Employment (2nd)	
Constant		1.361* (38.25)		-.076** (-2.29)
LQ_ Establishments				-.000 (-0.28)
Firm Age		.034* (66.07)		.004 (1.43)
Firm Size (log)		-.031* (-11.98)		.129* (44.18)
Avg Income		-.037* (-41.14)		-.012* (-4.07)
SBI_Direct		.737* (136.65)		.222* (3.87)
Crisis			-.084* (-11.82)		.014*** (1.81)
Lambda					.652* (4.46)
Rho						0.720
Observations		Total: 330,068		Selected: 225,643	Nonselected: 104,425
Notes: * = significant at 1* level, ** = significant at 5* level, *** = significant at 10* level
Wald test demonstrate that the analysis is significant
1st means first step of the Heckman selection model, 2nd means second step
First step does not differ substantially between the two different tests
T-Values are between brackets
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