
Running Head: CLICK “ACCEPT”  1 

 

 

 

 

 

 

 

Click “Accept” 

Exploring justification & responsibility in unravelling the ‘privacy paradox’ 

Ryan Morgan 

Student Number: 508015 

Supervisor: Julian Schaap 

16 June 2019 

10980 words 



CLICK “ACCEPT”  2 

 

Click “Accept”: Exploring justification & responsibility within the ‘privacy paradox’  

Abstract 

In 2018, global media coverage of data privacy issues peaked in the wake of successive 

Facebook and Google privacy scandals. As state and corporate actors engaged in discourse on 

the issue, individual actors, or the 'user class', were left out. In light of traditional privacy 

research, this was understandable, as individuals have historically demonstrated inconsistencies 

in their attitudes and behaviours surrounding data privacy. This phenomenon is the privacy 

paradox, wherein users express concerns for the privacy of their data but regularly act or 

behave in ways that undermine or fail to protect it. However, is this the whole story? Moreover, 

in an era of increased technological penetration and decreasing privacy, can users afford to be 

silent within a potentially false paradox? This thesis argues that the privacy paradox is a result 

of reductionist approaches to the study of privacy and aims to demonstrate that user 

conceptualisations surrounding data privacy are not as paradoxical as supposed.  

 Through the construction of a context-integrity framework, integrated with an analytical 

application of regimes of justification, consistent patterns of contextual influence within user 

data privacy conceptualisations were exposed. Identified via semi-structured interviews (n=20) 

with Dutch and American individual users these patterns proved to be coherent, measurable, and 

predictable across contexts, surpassing the limitations of traditional reductionist measures that 

fail to reconcile user attitudes and behaviours. This research contributes to an enhanced 

understanding of complex, norm-sensitive issues such as data privacy, increasingly relevant 

when technological and corporate influences on privacy norms are steadily increasing. 

Keywords: context-integrity; data privacy; norm entrepreneurship; privacy paradox; regimes of 

justification 
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Introduction 

At the turn of the new year, proclamations that 2018 had been “the year of data protection” 

(Laskai, 2019) rang out across the internet. From the dark corners of the blogosphere to the main 

pages of the most popular tech-forums, many claimed that the issue of data privacy had finally 

secured its proper place on the public agenda. Such assertions certainly seemed warranted, as the 

end of 2018 saw the governments of the United States and China begin independent discussions 

of historic regulatory legislation, against the expressed interests of corporations such as Google, 

Amazon, and Alibaba (Cyphers et al., 2018). Other nations, as well as some American states, 

also began independently confronting tech giants, emboldened by the promises surrounding the 

EU's General Data Protection Regulation (instituted May 2018). Concerned for the fallout from 

seemingly weekly parades of new data privacy scandals, state regulators across the globe 

appeared on track to put users/consumers into a position to take back data privacy control, 

slowing the global march of Big Data. 

 Thirteen months on from the effective date of the GDPR, however, little has changed for 

users. Discussions of the GDPR have turned away from promises of user benefits to focus on the 

increasing costs of compliance (Rand, 2019; Forbes Technology Council, 2018). Although 

several major corporations have announced data privacy-focused projects (e.g. Apple sign -in 

(Brandom, 2019), Microsoft ION (Barber, 2019)), discussions of data privacy and regulation are 

still dominated exclusively by state & corporate actors. As a result, reforms have stalled as 

Silicon Valley CEOs and tech-interest groups pressure legislators to regulate within industry 

defined terms (Carr, 2018). Despite continued scandals (Singh, 2019) and the failure of post-

GDPR regulation promises to come to swift fruition, users nonetheless continue to willingly 

generate and disclose information, at increasing rates, despite rising privacy concerns and the 

growing public attention on data protection issues (Rainie, 2018). 
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 This discrepancy between user concerns and disclosure behaviours represents a “privacy 

paradox” (Nordberg et al., 2007; Gerber et al., 2018). Though users often express concern 

regarding the privacy of their personal information, statistical studies repeatedly show these 

concerns rarely correlate with protective actions and disclosure behaviors. To typify this 

paradoxical behaviour, a 2017 Pew Research Survey reported that while 41% of Americans had 

encountered fraudulent charges on credit cards, 41% of online adults had shared at least one 

password with a friend or family member, and 35% admitted to using the same or very similar 

passwords for multiple online accounts (Smith, 2017). Users also freely disclose personal data 

often by posting private details to social media networks and using personal fitness trackers and 

e-commerce sites (Gerber et al., 2018).  

 The extant literature exploring this phenomenon does so predominantly through 

quantitative survey and summative scale analyses, aimed at answering a number of fundamental 

questions: why do users engage in these paradoxical behaviours, what kinds of attitudes lead 

users to behave incongruously with their intentions, and what behaviours predict when users will 

disregard their privacy concerns (Gerber et al., 2018).  

 There are two current limitations inherent to this body of research. The first is that the 

majority of such studies rely on traditional conceptions of privacy (Norberg et al., 2007), notions 

that focus on the legal language of control and access. In their individualistic focus, such notions 

have struggled to explain attitudes and behaviours in the connectedness of contemporary data 

privacy environments, where participation is contingent upon sharing (Marwick & boyd, 2014). 

The second limitation derives from the common assumption that individuals perceive themselves 

to be the most responsible actors for data privacy. Such an assumption drives privacy researchers 

to focus heavily on superficial indicators such as externally-directed levels of trust and risk 
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(Gerber et al., 2018), while often ignoring the surrounding contextual details such as internal 

motivations or environmental incentives. For example, a teenager’s decision to post pictures of 

their first car to Facebook cannot solely be a result of the levels of trust and risk they associate 

with the platform. Social capital, the esteem gained from friends, or the pride felt in reaching a 

cultural milestone may be far more influential factors, but they fall into a category of data 

omitted from traditional data privacy surveys.  

This thesis confronts these limitations and their inherent reductionism, by exploring the 

following research questions: How do individuals perceive agency and responsibility regarding 

data privacy? How do individuals construct justifications for these perceptions? How do these 

constructed justifications differ across cultural contexts? Through semi-structured interviews (n 

= 20), this research aims to integrate a context-integrity framework with an analytical application 

of ‘regimes of justification’ to bring resolution to the privacy paradox by exposing patterns of 

consistent contextual influences underpinning attitudes, behaviors, and associated 

conceptualisations surrounding data privacy among American and Dutch citizens.  

Both the social and scientific relevance for such research is growing. As the ‘datafication’ 

(van Dijck, 2014) of society progresses and norm-entrepreneurship—the intentional shaping of 

societal norms—becomes an increasingly attractive and relevant pursuit within the technology 

sector, it is imperative that individuals, academics, corporations and policy-makers invest in 

understanding norms, how different actors perceive these norms, and how these actors construct 

different ways of adapting when these norms change.  

 The aim of this research is to provide two things: a design framework that successfully 

exposes the underlying contexts of a complex, norm-sensitive privacy phenomena, and an 

exploration of the patterns of argumentation individuals construct when dealing with the 
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difficulties of conceptualising data privacy. The potential gains are two-fold: a previously 

overlooked yet theoretically fundamental area for data privacy research opens, and the nature of 

the relationship between individuals and the data they generate (across myriad contexts) is 

exposed, benefiting academic and policy-making communities in contributing to an enhanced 

understanding of our shared data privacy environment.  

The body of this thesis is divided into three primary sections. First, the theoretical 

framework section addresses the disparities between traditional and contextual notions of privacy 

and introduces the key theoretical notions of Nissenbaum’s ‘framework of context-integrity’ 

(2010) and Boltanski & Thévenot's (2006) 'regimes of justification'. Subsequently, the methods 

& data section outlines the integrated interview design, as well as the data collection and analysis 

processes. Lastly, the results are presented in three parts. The first highlights users’ 

argumentations legitimising their personal or ‘ideal’ conceptions of privacy. This is followed by 

a presentation of argumentations users constructed when confronted with ‘reality’ or competing 

regimes. The third part consists of a brief comparative look at the different patterns constructed 

between participants. The three primary sections are followed by a conclusion, including 

discussion of results, limitations and implications.  

Theoretical Framework 

Privacy: Traditional vs Contextual  

The enduring distinction underpinning traditional notions of privacy demarcates what is 

considered private from what is considered public, with much the same rigidity that a concrete 

curb divides that which is one’s private driveway from that which is a public street. Though 

social scientists have argued against such a distinction in favour of more contextual notions 

(Marwick & boyd, 2014), much of how Western societies collectively understand and define 
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privacy remains rooted in this rigidity, commonly expressed through a public/private dichotomy. 

However, recent research has highlighted contemporary contextual challenges to this traditional 

dichotomy—challenges that posit the private/public as a concept more negotiated than 

demarcated. The popularity of such notions has swiftly increased alongside a renewed interest in 

privacy studies; a consequence of the unique sociological challenges posed by the meteoric rise 

of 'networked publics', the 'Internet of Things (IoT)', 'Big Data', and 'datafication' (boyd & 

Crawford, 2012; Marwick & boyd, 2014; Nippert-Eng, 2010; Nissenbaum, 2010; Tufekci, 2017; 

van Dijck, 2014). 

 The most consistently presented challenge highlights the inability of traditional privacy 

conceptions to adequately address the nature of privacy as it is practiced in contemporary 

“networked publics” (Marwick & boyd, 2014). Nippert-Eng (2010) elegantly captures these 

realities in the metaphor of “beaches” on “islands of privacy” (pp. 10-11). This metaphor frames 

individual attempts to balance “selective concealment and disclosure” as management of the 

shifting topography between an “island of privacy” and an “ocean of publicness” (Nippert-Eng, 

2010, p. 11). Just as shorelines are ever in a state of flux, so do conceptions of what is private or 

public ebb and flow with the contextual tides of these networked publics.  

Data Privacy Protection 

Many privacy scholars argue that the “datafication” of daily life (van Dijck, 2014), resulting 

from the inescapable growth and pervasive penetration of Internet of Things (IoT), Big Data, and 

social media technologies, poses unique threats to privacy—“shrinking our islands” (Nippert-

Eng, 2010, p. 3) and reframing the management of our ‘beaches’. As a result, what was once 

only a narrow strip along a broader shore, data privacy has quickly become the most salient of 
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privacy concerns in the public discourse (Viveiros, 2018). However, what is it that truly 

threatens the privacy of data, and what precisely is to be feared?  

Privacy Violations 

Because traditional conceptions of privacy are inadequate for managing the contemporary 

realities of privacy practice, it is reasonable to presume that such rigid notions are also 

inadequate for conceptualising contemporary privacy threats; particularly those threats arising 

from the increased interconnectedness of social networks and data collection. Here, Helen 

Nissenbaum's (2010) ‘framework of contextual integrity’ provides a capable alternative for 

understanding contextual privacy and threats to data privacy.  

 Traditional approaches to privacy concerns are based on “simplistic models of individual 

behavior”, even though modern societies are constructed from “webs of cultural and material 

connections” (Cohen, 2012, pp. 4-5). These simplistic models ground privacy in measures of an 

individual’s control over information or their ability to restrict access to it, a perspective 

Nissenbaum directly challenges with her framework. According to her framework, in the 

interconnectedness of contemporary publics, concern for privacy originates not from a desire to 

control information flow, but rather from a desire to ensure that it flows “appropriately” 

(Nissenbaum, 2010).  

The appropriateness of information flow anchors the notion of ‘context-integrity’. 

According to this framework, finely tuned systems of social norms and rules—referred to as 

“context-relative informational norms”—govern personal information flow in specific social 

contexts (p. 3). These norms define important activities, key relationships and interests, and they 

“protect people and groups”. They are also “responsive to historical, cultural and even 

geographic contingencies” in that they form distinct patterns from one society to the next (p. 3). 
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There are four components or ‘parameters’ that characterise these norms: contexts, actors, 

attributes, and transmission principles. Fundamental to structuring the framework, these 

parameters generally specify for a given context the information type, the subjects, the senders 

and receivers, and the “principles under which this information is transmitted” (Nissenbaum, 

2010, pp. 140-141). Within this framework, the threat of privacy violation is understood as the 

transgression of the context-integrity of relevant informational norms along one or more 

parameters, contradicting traditional individualistic conceptions of violations as simply an acute 

loss of control, failure to prohibit access, or an imbalance of trust and risk. This distinction in the 

nature of privacy violation poses significant implications for understanding the dominant 

contemporary data privacy discourse.  

Protection: Strategy & Responsibility  

As noted in the introduction, following a swift and continued rise in salience, concern for data 

privacy violations recently topped global public agendas as players across all levels of 

responsibility (individual, corporate, state) seek to minimise occurrences. Corporations and states 

share a vested interest in the minimisation of privacy violations: by diminishing negative 

consequences to public sharing patterns they ensure the continuance of Big Data markets and the 

expansion of consumer data collection environments. These actors currently dominate the data 

privacy discourse and while they may approach data privacy with a common strategy, they 

execute it by taking up the counterbalancing responsibilities of innovation and regulation.1 

Through this generally iterative cycle of innovation-regulation, both actors compete as “norm 

entrepreneurs” (Sunstein, 1996) to shape public attitudes in favour of an inverse relationship of 

                                                 
1 Two exceptions to this general corporate/innovator to state/regulator relationship, are the interpretation 

of the EU GDPR as ‘innovation’ in the realm of data privacy regulation, and the recent unprecedented 

push of Apple’s Tim Cook, and Facebook, to generate privacy standards regulation independently.  
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increased sharing and decreased privacy. As corporations introduce new data technologies, 

techniques and practices, states seek to balance the social impacts through regulation and policy, 

and this purposeful shaping of social norms can be considered “norm entrepreneurship” (IoT 

Privacy Forum, 2018).  

 Individual actors, of course, seek to minimise the occurrence of violations as well. At this 

level, however, perceptions of strategy and responsibility are historically ambiguous. Two 

observations frame this ambiguity: a consistent reliance on the language of traditional privacy 

conceptions (i.e. control, access, trust, risk), and the resulting privacy paradox (Gerber et al., 

2018; Norberg et al., 2007).  

 From these observations, individual actors appear to strategically claim certain authorities 

(language), while not taking upon themselves any distinct responsibilities in the manner that 

corporate and state actors do (paradox), ultimately demonstrating a conflict between a sense of 

inherent possession of privacy rights and a lack of inherent ability to secure them. The resulting 

strategic disparity, between the ‘norm entrepreneurship’ of state and corporate actors, and 

individual actors’ seemingly empty claims to traditional privacy notions, makes impossible a 

general consensus on where conceptualisations of data privacy and associated responsibilities 

begin or end. In making either competing or conflicting claims to both authority and 

responsibility, the triad of actors leave significant elements undefined and unassigned. As a 

result, the contextual influences informing user conceptions of data privacy and associated 

responsibilities go unconsidered, in favour of popular measures of externally-directed 

considerations of control and access, trust and risk—reductionist captures of individual user 

reactions to the voices and interests of the dominant actors (state and corporate). Because these 

contextual influences remain mostly unexplored or ignored, individual actors are seemingly left 
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to mire silently in a paradoxical phenomenon regarded as self-constructed, with no voice to 

participate in the larger discourse.  

Resolution 

Theoretically, however, the seemingly conflicted and ambiguous contexts surrounding individual 

data privacy conceptualisations can be rescued from the paradox through what is here referred to 

collectively as ‘resolution’, in the sense that it is a process addressing both contextual 

determinacy and empirical clarity. This process for resolving how and why individuals 

conceptualise data privacy in certain ways, as well as under what contexts they do so, occurs in 

two steps.  

Resolution: Context Integrity 

The first step towards resolution is incorporating the principle of context-integrity to unravel the 

privacy paradox. As a distinct collective, relative to states and corporations, individuals 

demonstrate incongruity both in claiming authorities yet disclaiming responsibilities (regarding 

their own intentions and behaviours) and in denying authorities yet projecting responsibilities 

(regarding traditional notions of privacy). This incongruity is the classic perception of the 

paradox phenomenon. This incongruity begins to disappear, however, when ample context is 

exposed to support individual user conceptualisations, exceeding traditional limitations. 

According to Nissenbaum (2010), “because contextual integrity demands appropriate flow and 

not merely control and secrecy, it predicts the behaviors skeptics cite as paradoxical” (p. 15). For 

contextual privacy scholars such as Marwick, boyd, and Nippert-Eng,  

 "If a right to privacy is a right to context-appropriate flows, and not to secrecy or to  

 control over information about oneself, there is no paradox in caring deeply about privacy 

 and, at the same time, eagerly sharing information as long as the sharing and withholding  
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 conform with the principled conditions prescribed by governing contextual   

 norms." (Nissenbaum, 2010, p. 187)  

As a result, the perceived paradox becomes irrelevant when approaching data privacy from a 

framework of context-integrity, as the framework grounds exploration and exposure of the 

parameters along which individual perceptions of agency and responsibility shift, in relative 

contextual terms. This clarity is prerequisite to the second step in the process of resolution.  

Resolution: Regimes of Justification  

The context-integrity framework accommodates and expects plurality in the how and why that 

surrounding individual conceptualisations of data privacy. An equally open and capable structure 

is then required for exploring user determinations of appropriateness, or what does or does not 

constitute legitimacy for specific conceptualisations. Well-suited for this task is the pluralistic 

approach to understanding argumentation found in Boltanski and Thévenot's (2006) 'regimes of 

justification'. 

  Boltanski and Thévenot (2006), in their seminal work “On Justification” argue that in any 

specific situation, individuals are likely to mobilise multiple argumentations in seeking 

legitimacy for themselves. In this theoretical framework, justifications include interrelated 

supportive arguments, claims of worth, compromises and “critical denunciations of opposing 

views” or critiques (Arts et al., 2018, p. 1072). Individual actors mobilise these different 

‘regimes of justification’, “each with its own way of separating good from bad, right from 

wrong, just from unjust” (Arts et al., 2018, p. 1072), to stabilise uncertainties and establish or 

dispute legitimacy.  

 There are six different regimes, according to Boltanski and Thévenot (2006), and one 

additional regime subsequently theorised by Boltanski and Chiappello. The original six are the 
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industrial, fame, domestic, civic, market, and inspired regimes; the additional (seventh) regime is 

the network regime (Boltanski & Chiappello, 2005). Each regime is based upon a different 

evaluative principle of worth, linking within each regime justifications legitimising or 

delegitimising constructed argumentations.  

In the industrial regime, worth derives from notions of efficiency. Individuals seeking 

legitimacy construct justifications supporting progress and growth; they value things that have a 

specific use or a proper function, things that are (perceived to be) under their control and 

contribute to a predictable future that can be measured in some way. For example, the industrial 

regime is typically mobilised when actors use navigation apps such as Waze or Google Maps. 

These apps require voluntary disclosure of exact user location data. The loss of privacy is 

justified here in the efficiency the user gains by taking faster routes that avoid traffic and other 

obstacles. Traditional expressions of having control over information can sometimes be 

understood to originate in this regime, but only when users see themselves as experts in charge 

of their privacy, or when they see worth in control independent of consequences. When users 

engage with Facebook because they appreciate the autonomy afforded by manipulating various 

privacy settings, they are mobilising industrial worth. However, when control is justified as 

avoidance of consequences (i.e. social) then forms of worth from another regime—such as 

repercussions or image management from the regime of fame—are mobilised for legitimising 

argumentations.  

In the regime of fame, worth is derived from the reality of public opinion. Legitimacy 

comes only in the form of social status, visibility and celebrity. Attention-getting and being 

recognised are valued ends unto themselves and require the deliberate revealing of secrets. 

Individuals constructing justifications in this regime are anchored in the management of 
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reputation, image and social repercussions. When users post personal photos to Instagram or 

Facebook in the hopes of accumulating ‘likes’, or of being seen or recognised, or of being held 

accountable, they mobilise the regime of fame. Conversely, when users withhold from posting 

photos or personal data on Facebook, out of fear for the social consequences or potential 

implications to their reputation, they again draw justification from within this regime.  

In contrast to the legitimacy of fame, the domestic regime roots legitimacy in tradition, 

the home, and familial bonds. Here, worth is structured by position within the family hierarchy, 

as in father to son or parent to child. Legitimacy is also dependent upon one’s position relative to 

the household, as either insider or outsider, family or stranger. In the domestic regime the giving 

up of secrets is considered betrayal, as legitimacy derives from protecting the integrity of the 

home and adhering to rules of etiquette and proper behaviour. Users often construct domestic 

justifications for privacy conceptions when they treat their data privacy as a protected domain 

into which one must first be invited. Such invitations only occur when users consider others to be 

trustworthy and discreet2. When criticising breaches of ‘netiquette’ such as trolling comments, 

unauthorised tagging in photos, or Facebook ‘friend’ requests from unknown individuals, users 

mobilise the sense of good manners and propriety that are domestic forms of worth.  

Often in tension with the domestic regime, the civic regime is founded upon the pre-

eminence of the collective. Where the domestic prioritises custom and the inviolability of the 

home, the civic renounces the particular in favour of the general will. Claims to legitimacy stand 

on common interests expressed through spokespersons or representatives and embodied in law 

and legislation. When supporting government oversight of data-mining practices or the 

congressional subpoena of Facebook CEO Mark Zuckerberg, for example, users construct civic 

                                                 
2 Here ‘others’ includes both individual and collective entities, i.e. businesses, organisations. 
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justifications because they conceptualise data privacy as something to be regulated in service of 

the greater good. The same form of worth—common interest—is mobilised when ranking safety 

concerns above privacy, such as when users consent to state monitoring of internet activity in 

support of counter-terrorism efforts.  

Commonly the target of civic justifications, worth in the market regime involves 

competition and transaction. Legitimacy is found in pursuit of desires, and specifically in the acts 

of negotiation, buying and selling. Justification rests in taking advantage of opportunities to 

benefit, to deal, and to do business. Users often express market legitimacy when conceptualising 

data privacy as having exchange value. They trade it as part of a deal when consenting to cookie-

tracking in order to gain access to websites, or when providing personal information to complete 

e-commerce transactions. Specific to social media platforms such as Facebook and Twitter, users 

mobilise market legitimacy when they express a recognition that they do business with these 

companies by exchanging personal data rather than currency for platform use.  

Last of the initial six, the inspired regime is unique. Within this regime, legitimacy is 

derived from the immeasurable. Fundamental forms of worth within this regime are authenticity 

and uniqueness. Argumentations that mobilise forms of worth external to the individual (i.e. 

social, collective worths) are rejected in favour of privileging the particular. Value is found in the 

spontaneity expressed through creation and intuition, emotions and feelings. Inspired 

justifications of data privacy conceptualisations are often mobilised to keep intact that which 

makes one unique and distinct—to protect identity from outside influences. Examples of such 

argumentations criticise social media for encouraging inauthenticity, most often concerning 

presentations of a ‘curated’ self; a vanity considered superficial, false, and disconnected from 

one’s identity.  
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Finally, the seventh regime is the network regime. Eight years after the publication of the 

initial six, a new justificatory regime was established to fill in the descriptive gaps left when 

applying the existing regimes to a world increasingly organised by networks (Boltanski & 

Chiapello, 2005). The fundamental principle in this new regime is the notion of interconnected, 

ceaseless activity. Individuals find legitimacy in the flexibility and adaptability required by 

constant connectedness. In this regime, the world’s natural order is that of a network, one built 

upon computers and information technologies. This natural order is infrastructural to the 

contemporary data environment—there is no concept of data privacy without it. As such, users 

rarely mobilise it directly, and the assumption of its legitimacy serves as the foundation upon 

which all other justifications are then built. In the few instances when network forms of worth 

are drawn upon for legitimacy, it is invariably only to make explicit this assumption of a natural, 

network order.   

These regimes provide a pluralistic framework for the exploration of the norm-sensitive 

contexts within which data privacy argumentation occurs. Each regime provides a filtered view 

of legitimacy and rejects any other categorisation, offering only its own “specific ordering” of 

the world (Boltanski & Chiappello, 2005, p. 167). Use of these regimes, therefore, represents a 

unique approach to the empirical categorisation of complex contextual phenomena, as well as 

changing norms. Argumentation styles and their related justifications open up to analysis the 

specific constructions of legitimacy and perceptions of appropriateness governing information 

flows; they reveal how different individuals, in different contexts, perceive context-integrity, as 

well as the relevant norms that preserve it and validate transgressions. Such contextually rich 

empirical categorisation offers significant opportunities for enriching data privacy study 

practices beyond traditional measures.  
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 Traditional studies analysing survey responses on trust, risk, brand familiarity or platform 

knowledge (Gerber et al., 2018; Norberg et al., 2007) suffer from measuring externally-directed 

indicators. These indicated levels of trust or risk only capture perceptions of an ‘other’—a 

company, a government, a platform or brand—and neglect the contexts and individual 

conceptualisations within which those perceptions are created or expressed. Through the 

resolution process of analytically applying regimes of justification within a context-integrity 

framework, this research attempts to unravel superficial perceptions of paradox and enhance a 

general understanding of contextual patterns influencing data privacy conceptualisations.  

Methods & Data  

The data for this study were collected from participants in both the United States of America and 

the Netherlands. Both countries are representative of Western liberal societies with high levels of 

internet usage and social media engagement (Appendix 1: graphs of usage), however, their 

regulatory contexts are dissimilar. American data privacy discourse and policy has historically 

been dominated by corporate actors3, while the European discourse (for which the Netherlands 

serves as a proxy) has recently become dominated by both state and supranational regulatory 

perspectives (e.g. the Dutch Data Protection Act in 2016 and the EU GDPR [AVG] in 2018). 

This discrepancy between the two data privacy regulatory contexts allows a comparative analysis 

of how justifications differ across established contextual lines.  

Sampling 

While American participants were reached in various cities across the country via internet 

communication platforms (FaceTime, Skype), Dutch participants were interviewed in person in 

the cities of Rotterdam and Amsterdam. In total, 20 individuals were interviewed, ranging from 

                                                 
3 This is shifting. Leading up to the 2020 election, data privacy has begun to figure prominently on the agendas 

of Democratic Party candidates eager to gain support by confronting Silicon Valley (Tolan, 2019). 
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21 to 73 years of age, equally divided between men and women, engaged in various occupations 

(Fig. 1). Age and gender provide two additional opportunities for comparative cross-context 

analyses.  

Figure 1. Participant Overview* 
  
Name Age Ethnicity Occupation 

Alex (M) 22 American Engineering Graduate Student 

Anne (F) 27 Dutch Social Worker 

Anouk (F) 24 Dutch Psychology Student/Entrepreneur 

Ashley (F) 60 American Community Volunteer 

Austin (M) 73 American Retired Entrepreneur 

Daniel (M) 34 African American Attorney 

Emily (F) 33 Asian-American Nurse 

Fleur (F) 25 Dutch Social Sciences Graduate Student 

Gijs (M) 41 Dutch Moluccan Municipal Office Worker 

Hannah (F) 25 American Product Development and Marketing 

Jacob (M) 23 American Government Analyst 

Jeroen (M) 59 Dutch Actor/Self-Employed 

Lars (M) 32 Dutch Social Sciences Graduate Student 

Lisa (F) 29 Dutch Mental Health Worker 

Matt (M) 61 American 
Retired Engineer/Product 
Development Consultant 

Mike (M) 36 American Bank Investment Advisor 

Sanne (F) 61 Dutch Actress 

Sarah (F) 34 American Government Analyst 

Stefan (M) 64 Dutch Youth Protection Worker 

Tessa (F) 21 Dutch Music Instructor 

*Participant names have been altered for privacy considerations.  
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The sampling process occurred in two parts. First, interested individuals were sought out 

through friends, family, and fellow students via convenience and snowball sampling. Following 

the identification of potential participants, the second part employed a generic and purposive 

approach (Bryman, 2016, p. 412). This approach focused on identifying an ‘individual user’ 

collective, corresponding to earlier theorising that recognition of contextual influences on these 

actors is most often absent from discussions regarding data privacy policy. This user base is best 

represented by persons regularly engaging and participating in general online activities (e.g. 

blogging, purchasing, browsing, posting in social media), yet lacking increased technical 

sophistication (e.g. advanced coding skills, knowledge of programming languages) or extensive 

professional experience (e.g. algorithm writing, software development, big data analysis, 

dataveillance). Conversely, this base is ill-represented by those whose positions or occupations 

could be considered elements of technological “monopolies of knowledge” (Innis, 1951, p. 179-

180) such as “developers” or other classes participating in privileged data privacy discourses, 

specifically those falling into the categories of the two most dominant actors: the state and 

technology corporations. Therefore, based on responses to the Pre-Interview Questionnaire 

(Appendix 2), excluded from the participant pool were any individuals with specific professional 

backgrounds in high technology, such as coders/programmers, software developers; those 

working in technical positions in fields such as cybersecurity and artificial intelligence; and those 

with positions of regulatory influence, working in relevant government or policy-making 

professions4. 

 

                                                 
4 These individuals are not irrelevant to the exploration of DP contexts, perceptions of agency, or discourses on 

data protection responsibilities; rather quite the opposite. However, the complexities surrounding privileged 

discourse participants render an exploration of justificatory regimes among "tech" workers and corporations 

outside both the current capability and scope of this particular study.  



CLICK “ACCEPT”  20 

 

Data Collection & Interview Design: Context-Integrity Framework + Tests of Worth 

Semi-structured interviews were conducted, exploring the various user argumentations 

surrounding data privacy concerns and responsibilities. Interviews lasted between 60-90 minutes 

in length, all interviews were recorded and transcribed in English, and positive control of all data 

was maintained following procedures outlined in the approved Ethics and Privacy Checklist 

(Appendix 3).  

Figure. 2: Interview Phase Design 

 

Each interview occurred in three phases and accomplished the two functions discussed 

earlier as constituting the process of ‘Resolution’ (Fig. 2). First, incorporating the context-

integrity framework, the interview design addressed each of the four parameters—contexts, 

actors, attributes, and transmission principles—multiple times, from multiple angles. In this 

way, relevant participant contexts were fleshed out beyond the prevailing reductionism of 

balancing trust and risk levels, exposing the breadth of contextual considerations employed in 

constructing data privacy attitudes and managing disclosures. Second, each interview functioned 

as what Boltanski and Chiapello (2005) refer to as a paradigmatic test (p. 168). These tests serve 

to reveal the ‘worth’ or legitimacy of justifications within each regime by allowing an “appeal to 

the higher common principle” to stabilise competing claims (Boltanski & Thévenot, 2006, p. 

138). By destabilising conceptualisations, the test provided participants the opportunity to 
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construct justifications and argumentations for themselves in real time, which would later be 

analysed to consolidate those regimes users perceived to be most legitimate for assigning worth.  

Each interview began anchored in three open-ended questions: what does it mean to you 

for something to be private, how do you define a violation of privacy, what is data privacy to 

you? This first phase afforded participants opportunities to discuss a topic they may occasionally 

have given direct thought to, meaning their responses were direct exposures of contextual 

influences, actively constructed from their concerns and attitudes towards data privacy at the 

moment and not post hoc to survey completion. These constructs would later be coded into 

patterns and themes, then consolidated within different regimes of justification.  

The second part of each interview consisted of a survey walkthrough. Eight questions 

(not including sub-bullets) were taken verbatim from the Pew Research Center Data Privacy 

Survey of 2014; however, participants were asked to go beyond the provided Likert-scale 

responses and expound upon their answers with supporting justifications. These questions also 

served to incorporate the various parameters of Nissenbaum's context-integrity framework, 

allowing a multifaceted exploration of data privacy conceptions, rather than limited bipolar 

assessments of opinions toward brand identity or security setting options. As a result of this 

design, participant responses demonstrate the versatility of the justification process, employing a 

plurality of regimes in their efforts to both establish legitimacy to their arguments or to 

delegitimize contradictory arguments.  

The closing phase of the interview narrowed in on participants' specific conceptions of 

responsibility for data privacy and the justifications from which they derived, centred around 

three questions: what does it mean to you for someone to be responsible for data privacy; 

according to you, who is responsible for data privacy; what does that responsibility entail. Much 
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like the opening phase, this section afforded participants chances to discuss an even more 

uncommon topic, driving tailored argumentations to the presented test. These constructs would 

also later be coded into patterns and themes to be consolidated within different regimes of 

justification. 

Data Analysis: Regimes of Justification 

All data have been coded via a two-step coding process modelled on the process used in Arts et 

al. (2017). Each participant response was first coded inductively into a data matrix, identifying 

patterns and themes, iteratively refined as additional interviews were completed. In the second 

step, a deductive approach applied the seven justificatory regimes to sort the resulting codes, 

identifying those that could be constituted into coherent argumentation, critique, or compromise 

within particular regimes. Following this consolidation, the data were sorted by nationality, age, 

and gender to identify cross-contextual patterns of justification.  

Results 

The analysis of user constructed argumentations revealed coherent, measurable, and predictable 

patterns of contextual influence present within data privacy conceptualisations. While these 

constructed justifications varied between individuals—no two participants pulled from the same 

combination of regimes—there were patterns of regime mobilisation that occurred far more (or 

less) often than others. These patterns of mobilisation are presented in three parts.  

The first part highlights those patterns of argumentation mobilised in personal or ‘ideal’ 

conceptions of privacy. These patterns are contrasted in the second part presenting how 

argumentation patterns changed when confronted with the ‘reality’ of data privacy responsibility 

and competing regimes. The final part presents a comparative look at the different argumentation 
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patterns found between Dutch and American participants, as well as those found between 

participants of different ages5.  

Conceptualising Data Privacy: The Ideal 

Given carte blanche in conceptualising their ‘ideal’ notions of data privacy, users most 

commonly sought legitimacy by mobilising forms of worth from three of the seven regimes: the 

domestic, fame, and industrial6.  

Domestic 

The domestic form of worth most often mobilised was the notion of privacy as a protected 

domain, requiring active discrimination of inside from outside. For many users, legitimacy 

surrounding data privacy stemmed from their perceptions of delineating domains, distinguishing 

insiders from outsiders, and exercising control over the integrity of their ‘household’.  

“Privacy is maybe like creating your own space where you can put your stuff  

that’s only for you, or only for you in relationship with maybe your wife or family.”  

– Gijs (41, NL) 

 

“Private is my family life, the things my family says to me. And my family is very, very 

narrow. It's just, I think, my daughters and my partners.”  

– Sanne (61, NL) 

 

“I think that the things that you share between family or friends, that's really important to 

someone; that you keep to yourself, that you keep in that little network.”  

– Lisa (29, NL) 

 

While often referring to their literal household or family, users also mobilised this notion of 

domain to compose harmonious spaces wherever legitimacy was gained by knowing whom to 

include and whom to exclude.  

                                                 
5 Only age variations were found during analysis. A brief discussion of gender is included in the conclusion, as 

certain gender differences did arise but proved to be outside the analytical scope of this study. 
6 Again, the network regime is rarely independently referenced for legitimacy, but all participants underlined 

interconnectedness and regime objects (computers, information technologies) as infrastructural elements of the 

modern digital environment, within which other regimes were mobilised.  
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“You would look at other people--you would compartmentalize and say well, there's 

some people that are friends and family that I would share a certain amount with them. 

And then there's the people that work for me in some capacity and that’s for another type 

of sharing. And then there's people that I well, need something from like doctors or 

whatever. And then that's a different type.”  

– Ashley (60, USA) 
 

This exercise in moderating domains adds relational substance to traditional notions of access. It 

illuminates a critical element of context management neglected by reductionist measures: 

positional worth. This concept of positional worth speaks to why access is granted (insider 

status), and in what way why may consistently be derived (domain integrity).  

 Critical to positional worth was the notion of insider status, and in making this 

distinction, users relied on the mobilisation of two additional forms of domestic worth. Each data 

privacy ‘household’ was governed by unique norms and an oft-unwritten sense of propriety 

(netiquette). Worthy individuals—those allowed inside—were those who (a) were deemed 

trustworthy, discreet, or loyal, because they (b) could be expected to adhere to these particular 

rules of etiquette and proper behaviour.  

“So with friends, I might want for them to have more information about me. But a 

stranger maybe not so much…it has to do with trust. Trusting that the people who are 

privy to something about me will treat it in a way that I find appropriate. So I would 

expect a friend to not speak poorly of me or use information to sully my character. 

Whereas with a stranger, I might not know what they would do with whatever 

information I let them know.”  

– Sarah (34, USA) 

 

These traits not only described how users perceived others, but they also characterised how users 

considered themselves and their own behaviours regarding privacy.  

“I'm also an alderman in our church so I have many pastoral discussions with people, so 

trust, keeping trust is really basic in my work, and also as an alder in our church. The 

most basic point for me: as my character, it's not very difficult to keep the privacy. Some 

people, they are very loose in it, I'm very strict. For me, the most poignant point is what 

do I communicate with my wife or not? If an intimate relationship, I like to discuss 

everything, and at the same time, I have to think the same questions, ‘Why do I bother 

her with that?’ Or ‘Why do I talk with her about people in our congregation?’”  

– Stefan (64, NL) 
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“In my own home. I have a wife and three girls, three daughters, but I need my own 

privacy right? I don’t want to expose the wrong things to the girls right?”  

– Mike (36, USA) 

 

Participants were also keen to identify when their rules of etiquette and the integrity of their 

domain had been breached.  

“If you want to be an exhibitionist, that’s fine…you think ‘I have nothing to hide,’ but 

you offend your neighbor because he thinks ‘you’re coming into my space.’” 

– Gijs (41, NL) 

 

“I used to work at an Italian restaurant and then it closed down. And a few months or 

years later, there was a drug lab. And then someone just posted to my mom, “Hey, isn't 

this the restaurant that your daughter used to work at?” That's a shitty story with the 

whole synthetic drug lab that I never knew anything about. I'm like, “Is it necessary?” 

And I responded. I was like, “Okay, don't you think this is a little weird to post?”  

– Tessa (21, NL) 
 

“The whole suggested friend thing that I also think is so weird because I got the first 

suggested friend thing from Facebook three months ago and then I get a lot of people 

who want to follow you, and I'm like, "I don't know you." And I always say, "No," no to 

that…I don't really post personal stuff but still, I don't want people that I really don't 

know to follow me.”  

– Fleur (25, NL) 

 

Breaches associated with concerns for data privacy—such as being Googled by strangers, 

unknowingly being ‘tagged’ in photos, or being contacted via social media by unknown 

persons—were most often associated with forms of worth from within the regime of fame.  

Fame 

The regime of fame is often at odds with the domestic. At the heart of this regime is the 

importance of public opinion and the desire for visibility. Etiquette and propriety are discarded, 

and the doors of the domestic household are flung open. The legitimacy derived from reputation 

or social esteem and the attention-seeking that requires the revealing of secrets is firmly rejected 

by the domestic for their potential to lead to betrayal.  

“When it comes to my family, I would never say things to accomplish other things, to use 

their things, their information to get something done with other people.”  
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– Sanne (61, NL) 

 

“The violation, I think, occurs when you jump from unintended…to the unwanted, which 

is pretty much somebody telling your secrets.”  

 

– Daniel (33, USA) 
 

Not all participants rejected these fame forms of worth. For some, public opinion and the value 

of recognition served several purposes. For Jeroen, a prominent Dutch actor through the 1990s, 

being recognised was essential to his professional success: 

“As an actor, if you want to have some success, you work hard to be a household 

name…And if you are a household name, you lose your privacy. But if you want to be 

successful, you have to lose your privacy on purpose. You have to be recognized on the 

street because if you are recognized on the street, that means that you have an audience.” 

– Jeroen (59, NL) 

 

Others weighed the importance of privacy against the accountability offered through recognition 

and visibility.  

“Cyber accountability, where people are checking out your development and checking 

out what you're doing… it may be inspirational to someone to say, "I have 500 followers 

or whatever and let me push myself to an achievement or try to be a good 

example…people have tons of followers, like 500,000 followers. In that regard, I think 

it's a good thing because they are able to impact and influence and try to be their best self 

because they know a million people are watching you. 

         – Mike (36, USA) 

 

“Nowadays with social media, there's a new tier of friends, in the general sense of--you 

still have your close friends, just your friends--and now you have the social media 

friends, people that you rarely interact with. And so, people that use social media have a 

larger populace that they can affect, or they are hearing from.”  

– Alex (21, USA) 
 

“I was in a sorority in college, very typical. And when you'd go out on a weekend--I 

mean, everyone takes pictures, you post it on your Instagram, you post it on your 

Facebook. And there was a dedicated person in our sorority who would go and comment 

C-C for ‘crooked crown’ because your crown's a little crooked in this photo and you need 

to take it down…holding you accountable.”  

– Hannah (25, USA) 
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For these users, visibility seemed an inescapable reality of modern social life. It could be fought, 

to gain a little privacy, or it could be mobilised for greater benefits, such as influence, 

accountability, motivation, and even literal fame.  

Shared by every mobilisation of the regime of fame—in both legitimising and 

delegitimising argumentations—were concerns for reputation and repercussions. Where 

domestic legitimacy is intrinsically underpinned by notions of shame and honour regarding one’s 

family or household, legitimacy in the regime of fame is inseparable from one’s public image.  

“The loss of social capital. Alienation from certain circles of colleagues, cohorts, people 

that I work with in the community.”  

– Mike (36, USA) 

 

“They think the worst thing [is] ‘my social status will be totally ruined’ and they will be 

so bullied if it will get out.”  

– Anouk (24, NL) 

 

Users recognised the fundamental relationship between reputation and repercussions, and the 

different measures they took to manage data privacy or exert control over information mobilised 

these forms of worth.  

“And the reason I keep those separate and keep things private is because the way that 

people think of me may be influenced by these private things that I might not necessarily 

want to be the way that somebody thinks of me. I think privacy will always be relevant 

because at the end of the day people are always going to have perceptions of you.”  

– Jacob (23, USA)  

 

“I can be honest and say I've kind of had a chip on my shoulder about whether or not 

people perceive me as intelligent. And I think people are predisposed to doing so in a 

business element and environment more so than they are in casual circumstances…When 

I wrote that legal article, I wanted to be taken seriously and so I did lock up my Twitter 

for a little bit. Because--I wouldn't even say it's protection of business consequences--I 

could care less if people want me to be their attorney or if my bosses want me to stick 

around. It is more the social aspect of it.” 

– Daniel (33, USA) 

 

An important distinction must be made here regarding the notion of control. In this 

instance, control derives legitimacy from its relation to forms of worth from the regime of fame, 
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specifically, the management of image and social consequences. This observation is essential 

because, within justificatory regime theory, control is predominantly understood as a form of 

worth from the industrial regime; in fact, it was the most mobilised form of industrial worth 

present in user data privacy argumentations. 

Industrial 

The legitimacy of control in the industrial regime is not rooted in specific consequences but is 

instead rooted in a general notion of consequence. Control in this regime is valued for its relation 

to predictable futures. Legitimacy in this regime is not derived from whether or not the 

consequences resulting from control are beneficial. Legitimacy is established simply by the 

existence of a relationship of control that effects consequences, positively or negatively.  

This may seem semantic, but it constitutes a noticeable difference in how users mobilised 

the value of control. In the regime of fame, for example, control was valued for the resulting 

social consequences, such as gaining esteem or avoiding stigma and preserving reputation. 

“I want to maintain that control of what people think of me.” – Jacob (23, USA) 

 

“When we all graduated…you immediately put your profile on private, you could 

immediately change your name, control all your things. Because now, it’s time to job 

search and they can’t find those pictures of you with the red solo cup.”  

– Hannah (25, USA) 

 

When mobilising the industrial regime, however, users sought legitimacy in control based solely 

on the inherent worth of autonomy. 

“Privacy is power for you to take care of yourself…for you to control the narrative.”  

– Emily (34, USA) 

 

“I put myself out there confidently because I'm curating and decide what I put out there. 

The moment somebody else makes that decision for me and makes it public, I get really 

sad I think”  

– Hannah (25, USA) 

  

“Because I didn’t say yes.”  
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– Anouk (24, NL) 

 

A related negative example came from Lars, wherein he acknowledged the industrial worth of 

control, but rejected it in favour of another industrial form of worth, efficiency:  

 

“And if I wanted to use all the methods to keep my data private, then I would have to go 

out and figure out how that works--I don't know. It is just a lot of hassle…Yeah. It's fine 

the way it is.”  

– Lars (32, NL)  
 

This relational notion of control has significant consequences for the study of privacy. 

Within the privacy paradox, users are portrayed as inconsistent in their data privacy attitudes and 

behaviours. This results from traditional approaches that reduce notions of control or access to 

one-dimensional indicators: does the user control the data or do they not. The value of using 

justificatory regimes as analytical constructs lies in their capacity to go beyond reductionism and 

expose relational notions like control (and access). Through this exposure, the empirical 

categorisation of data privacy contexts becomes possible.  

Navigating Responsibility and Competition: The Real 

Tests 

In the modern digital environment, however, users are rarely (if ever) given the opportunity to 

rely on their ideal conceptualisations of data privacy for justification. More often than not, users 

are confronted with the data privacy reality of having to construct coherent argumentations from 

conflicting norms and competing regimes. In the language of regime theory, they are confronted 

with paradigmatic tests. One such test example was shared by Lars, about a dilemma he and his 

wife faced regarding Facebook and pictures of their new-born son:  

“In the fourth week, I think, we had this post on Facebook. Me and my wife, we actually 

really debated about it like, “Should we put this online, or should we put him online?” He 

has nothing to say about what we put out there, right? There's a chance that those pictures 
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might still be there when he's 20 years old. Does he want that? What would he say about 

that? But also--because he has no control over what we do, right? But then again, we also 

wanted to share with Facebook because somehow that's that important, that everybody 

knows.”  

In this test, two forms of worth from separate regimes compete for legitimacy. Initially, 

Lars considers mobilising the legitimacy of control (industrial) when he and his wife expressed 

concern that their son had “nothing to say” over what would be posted of him during his infancy. 

The value they placed on autonomy was then pitted against the value of visibility and recognition 

(fame). For Lars and his wife, it was also important that they reveal this aspect of their lives and 

share with their social circles. Ultimately, they would decide to share: “So, in the end--and I 

swear it took us a week to contemplate this and come up with something that we could both 

agree on. But we added one picture. It was okay.” However, these two mobilisations were not the 

only potentially relevant options. 

Justificatory regimes are a pluralistic framework, and any test can potentially involve any 

number of relevant regimes. For Lars’ test, as an example, there could have been domestic 

mobilisation. Within the domestic regime, parents sit at the head of the household; therefore, 

whatever their decision, its legitimacy would be inherent to their superior position in the familial 

hierarchy. However, if there were a family tradition of being discreet and reserved, the decision 

to post might be considered an illegitimate breach of etiquette or custom. This pluralism is 

essential because it supports the exposure of contextual influences. Through the regime 

framework, it is possible to identify and categorise the complex contextual influences on both 

Lars’ conceptualisation of data privacy (industrial & fame) and his relevant behaviours (fame).  
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While these kinds of organic tests appeared several of times during the interviews, the 

interviews were themselves designed as tests, hinging on the concept of responsibility.  

Who is Responsible? 

Because responsibility flows to one thing from another, responsibility is a relational notion, 

much in the same way that access and control are. The critical difference for this study was that 

control and access were familiar topics—established in user data privacy discourse—while 

responsibility was an unfamiliar notion reserved for the privileged discourses from which users 

were historically excluded. Following open-ended discussions of (ideal) conceptualisations of 

data privacy, users were asked to again construct justifications in real time by identifying “who is 

responsible for data privacy”. Users thus encountered a unique test, destabilising their immediate 

data privacy conceptualisations. In such cases of instability, regime theory posited that two 

standard styles of argumentation would anchor individual efforts, leaving individuals feeling less 

uncertain and more stable in their justifications. These were the argumentation styles of 

compromise and critique.  

Compromise & Critique 

In resolving their Facebook dilemma, Lars and his wife had engaged in an example of 

compromise. Rather than completely delegitimise the industrial worth of control, they chose to 

compromise with the regime of fame, posting only one photo of their son and minimising the 

amount of digital exposure over which he lacked control. Critiques, on the other hand, seek the 

legitimacy of one regime over another. For example, the few mobilisations of the inspired 

regime were invariably critiques of fame, delegitimising visibility and public opinion as 

inauthentic and disingenuous. 

“I'll get a lot of people that say happy birthday and this and that and--there's a whole 

bunch of them--and I’ve got a hundred to respond to. If I don't put any [birthdate on 
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social media] then I know maybe a dozen people who know me really well, who know 

my birthday, will say happy birthday to me; in which case, I'll respond. But I don't want a 

thousand people who don't really care about me or whatever but want to send happy 

birthday because they want to sell something to me.”  

– Matt (61, USA)  

 

“I always think they want to show the world an image of themselves--maybe they're 

insecure and want to feel better, or want to show like, ‘oh look at me having a perfect 

great life’, and because--if I look at my own life--I don't put a lot of that on the 

internet…for me also the digital world is not the real world. And what we now have is 

real interaction, and all those fast chats and reactions you get on your social media, that's 

all nice. But everybody can do that.”  

– Fleur (25, NL)  

 

In navigating the responsibility test, users demonstrated two curious shifts in regime 

mobilisation patterns. First, though their ideal conceptualisations were dominated by three of the 

seven regimes, of those three, only the industrial regime was mobilised around responsibility, 

and this occurred alongside a significant increase in mobilised forms of worth from the civic and 

market regimes. The second curious shift was that this pattern was ubiquitous. Although user 

conceptualisations did demonstrate some contextual variation (discussed in subsequent sections) 

when conceptualising around data privacy responsibility, across age and nationality users 

overwhelmingly mobilised industrial, civic, and market forms of worth.  

Via these mobilisations, users constructed a single, oppositional set of argumentations: a 

civic-market compromise supporting regulation, and an industrial-civic critique lamenting the 

inefficiencies of administrative processes.  

The regulatory compromise sought to ease the competition between collective interests 

(safety) and general market incentives (profit).  

“I think ‘Yeah, maybe the state should intervene. Maybe the state should keep controls at 

some level over tech companies.’ But I'm also a free market guy, so it's like, ‘No. I don't 

want the state involved at all.’ So there is an interesting tension there between privacy, 

tech, and the state.”  

– Mike (36, USA) 
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The legitimacy of this compromise came from balancing the pursuit of profit and market growth, 

with collective oversight and governed rule, respecting both regulatory legislation and free 

markets.  

“I think that I would use a model that's been in place already in this context with the 

financial services industry, with the Securities and Exchange Commission…create a 

commission that oversees the issue of privacy. And then, the state would then provide 

oversight, and--But not too much. Right? I mean, because you don't want to stunt 

motivation.”  

– Mike (36, USA)  

 

“You don’t want the government being so controlling that you tie the hands of 

corporations and free enterprise. At the same time, we don’t want companies to run amok 

and do all kinds of crazy things so I mean, I think there has to be sensible government 

regulations.”  

– Ashley (60, USA) 

 

“So the playing field is made by the government. And so the responsibility of the 

company is to play within the playing field that's set up by legislation.”  

– Jeroen (59, NL) 

 

Users also recognised the difficult realities such a compromise faced. Captured in their 

critique of administrative inefficiencies, users delegitimised civic worths in light of a world they 

considered dominated by the demands of efficiency and function.  

“With regulatory issues, you would have to be specific in your verbiage and that's a 

headache. And I don't think the government is interested in finding specific verbiage to 

protect privacy…I think it's asking a lot to say that the government will pass a bill that 

will be worded correctly and timelessly. Like a bill that doesn't have to evolve every six 

months because internet algorithms or users or marketers have found a way to loophole in 

that bill.”  

– Emily (33, USA) 

 

“Technology goes faster than--yeah, than the human rights book is being written. And 

there are so many laws that should be there, but they aren't there because it's much more 

complicated to make a law than to make a website.”  

– Anouk (24, NL) 

 

“You sign up for Facebook and you have a 30 page, 30,000 word document to read about 

stuff like that. That needs to be streamlined, that needs to be easier.”  

– Mike (36, USA) 
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Such cross-contextual similarity in argumentation highlights a critical benefit of regime 

analysis relative to context-integrity: the capacity to render contextual influences measurable and 

predictable. When freely conceptualising data privacy, the breadth of mobilised forms of worth 

was wide, as forms of worth from each regime were mobilised at least once, supporting the 

theoretical notion of plurality: any test may mobilise any number of regimes at any time. 

However, while supported in individual tests, this plurality of available regimes does not hold for 

tests in aggregate. Supporting evidence is that, though no two users mobilised the same 

combination of regimes, certain regimes were mobilised more often across the collective 

conceptualisation of data privacy. Further evidence lies in the significant cross-context 

similarities in argumentations constructed concerning data privacy responsibility. Not only were 

different regimes mobilised in confronting the test than were mobilised in conceptualising data 

privacy, but they were the same regimes, constructed along the same lines of interaction across 

the different contexts of nationality, age and gender.   

It is, therefore, reasonable to assess that issues, tests, or populations—when analysed in 

aggregate—have parameters limiting the plurality of available relevant regimes. Such parameters 

are completely in line with context-integrity notions of “context-relative informational-norms” 

governing the appropriateness of information flow. Once identified, as a result of regime 

analysis, these norms—the complex whys behind contextual influence—become measurable and 

even predictable, given an appropriately aggregate data set.  

Contextualising Mobilisation Pattern Variations 

In addition to striking cross-context similarities, there were some notable variations found across 

divisions of age and nationality. Further examining data privacy conceptualisations, the 

following section provides a synopsis of contextual variations in regime mobilisation patterns.  
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Age 

Concerning age, the most notable variation arose between the youngest and oldest participants. 

Among older participants, those aged 45 and over, forms of worth from within the domestic 

regime dominated their ‘idea’ conceptualisations. Among younger participants, aged 25 and 

under, the forms of worth they most mobilised originated in the regime of fame. This variation 

follows quite well from regime theory.  

Older participants, having tradition and experience behind them, are also more likely to 

be higher in household hierarchies, either as parents, grandparents, supervisors or directors. They 

therefore logically afford more legitimacy to forms of worth from the domestic regime wherein 

they are inherently afforded pride of place. The young, however, are lower on familial 

hierarchies and have access to much less legitimacy within the domestic regime. Left to seek 

legitimacy elsewhere and having come of age in an era defined by the interconnectedness of 

social media, younger participants are understandably comfortable in the regime of fame. 

Legitimacy rooted in public opinion and visibility is not only structurally in their favour, via 

social networking culture, but fame and public esteem in western cultures have historically 

favoured youth. The result is that both groups construct justifications directly excluding the other 

and rejecting their claims to legitimacy. 

Nationality    

While some notable differences presented themselves between Dutch and American participants, 

their patterns of mobilisation were far more similar than dissimilar. Both groups favoured civic 

and industrial regimes in their mobilisations surrounding responsibility for data privacy, and both 

were critical of forms of worth legitimised in the regime of fame. The differences between the 
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two groups arose within their mobilisations of personal data privacy conceptualisations and in 

their common critiques and compromises.  

Dutch personal conceptualisations of data privacy relied heavily on domestic legitimacy, 

specifically domain forms of worth. Dutch participants were also more likely to compromise 

with the civic regime and were more critical of the regime of fame. In their constructed 

justifications, American users expressed predominantly industrial mobilisations, heavily rooted 

in the worth of control. Americans also constructed compromises most often with market forms 

of worth and were most critical of legitimacies derived from the civic regime. These variations 

run nearly parallel to established cultural differences. Most specifically, that the Dutch would 

find compromise easier within the civic regime is in line with the Dutch preference for Social 

Democracy and an expectation of state interference and regulation in social affairs. Especially in 

light of the data privacy focus, Dutch civic compromise finds an exemplary expression in the 

Dutch Data Protection Act and EU GDPR (AVG). That the Americans would be more critical of 

civic forms of worth and more amenable to compromises with market legitimacies echoes long-

standing American scepticism of government involvement in social affairs, a preference for free 

markets, and a hesitancy to adopt broad data privacy regulation, preferring to let the corporate 

sector police itself.   

Conclusion & Discussion 

The exploration of complex contextual influences involved in user data privacy 

conceptualisations unearthed two specific advantages to using an integrated regime analysis 

framework over traditional reductionist approaches. First, contextual influences tied to the 

relational notions of positional worth, control and access can be consistently identified and 

categorised, no longer needing to be omitted in measurement. Second, via paradigmatic tests, 
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complex norm interactions can be exposed and measured in the forms of compromises and 

critiques. These advantages, taken together, facilitate a context-rich analysis that is coherent, 

measurable and predictable.  

Capitalising on these advantages, an analysis of consistent patterns of contextual 

influence within user conceptualisations resolves the privacy paradox and enhances 

understanding of user-norm relationships regarding data privacy. Justifications constructed by 

Dutch and American users demonstrate that contextual influences can be coherent, measurable, 

and predictable across contexts, surpassing the limitations of traditional reductionist measures 

that fail to reconcile user attitudes and behaviours. This research contributes to a broad and 

evolving understanding of complex, norm-sensitive issues such as data privacy, which grow 

increasingly relevant as technological and corporate interest in privacy norms steadily increases. 

Gender 

A brief note regarding gender before discussing limitations and implications. There were no 

significant gender differences found relating to regime analysis or mobilisation patterns. 

However, when discussing data privacy violations, male and female participants differed very 

specifically on one point. Female participants expressed concern or experience of violation in the 

first person–I, me, my–while men rarely expressed experiencing violation at all, and more often 

inserted daughters, wives, teen girls or women in general into the subject position when 

conveying concerns. Though outside the scope of this study, it poses significant questions 

regarding the relationship of privacy violation to gender identity.  

Limitations & Implications 

No research is undertaken without limitations; however, limitations may offer avenues for 

additional research.  
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While the justificatory framework seems very effective at categorisation, there may be an 

inherent “relative blindness” (Jagd, 2011) toward forms of justification that fail to fit established 

regimes. In this study, the concept of ‘safety’ in data privacy proved challenging to code for this 

reason. There is significant ambiguity around the idea of safety: in argumentations around data 

privacy, references to safety abound but fail to clearly originate in any single regime, leading to 

inconsistency. For this study, because safety was such a prominent reference of worth, and 

because it was so often presented during discussions of common interests (civic) and control 

(industrial), it is categorised as a form of compromise between these two regimes. 

Additionally, the sample size used for this study is small (n = 20), in comparison to the 

broader digital user base represented, and potentially suffers from an over-representation of 

conservative ideologies based on the communities from which participants were drawn. The use 

of only a single coder and the subjective establishment of a collective user identity also pose 

potential questions of validity.  

One opportunity to address the above limitations and build upon the results of this 

research lies in extending this design to incorporate additional collective actors, especially those 

involved in privileged data privacy discourses (corporate & state). By increasing the data set, and 

employing multiple coders, researchers can capitalise on the advantages of regime analysis. 

Potential also exists for a regime- or mobilisation pattern-based survey tool, allowing for larger 

data sets and faster analyses of a variety of complex, norm-sensitive issues.  

Such opportunities, in light of both the ever-growing interest in norm-entrepreneurship 

and the speed of technologically driven social change, offer a wealth of opportunities for those 

interested in exploring the nature of regime and norm evolution or change, via the 

implementation of similarly integrated regime analysis and context-integrity frameworks. 
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Appendix 2 

 

PRE-INTERVIEW QUESTIONNAIRE (Pew Research Center Data Privacy Survey 2014) 

Please include your answers to the following questions in your email, in the following format: 

Question/Answer “A/E, B/A, C/C, etc.” 
 

Would you consider yourself to have a professional background and/or more than average experience in any of the 

following: cybersecurity, algorithm development (i.e. for ‘big data’ analytics or ‘internet of things’ operations or 

similar fields), data privacy regulation (i.e. through lobbying, legal action, policy creation, etc.)?  

A) Yes 

B) No  

 

A) Overall, how often do you use the internet –  

A) Several times a day  

B) Once a day  

C) At least once a week  

D) Less often 

E) Refused 

 

B) Do you access the internet on a cell phone, tablet or other mobile handheld device, at least occasionally?  

A) Yes 

B) No 

C) Refused 

 

C) Do you own a cell phone? If so, is it a ‘smartphone’ (iPhone, Android, Blackberry or Windows phone) 

A) Yes; Yes 

B) Yes; No 

C) No 

D) Refused 

 

D) Do you ever use online social networking sites like Facebook or Twitter? 

A) Yes 

B) No 

C) Refused 

 

E) Do you ever use online purchasing platforms like Amazon or Bol.com? 

A) Yes 

B) No 

C) Refused 

 

F) Are you familiar with online banking or financial investment services? 

A) Yes 

B) No 

C) Refused 

 

G) Are you familiar with the existence of online dating platforms/applications such as E-Harmony, Match, Tinder?  

A) Yes 

B) No 

C) Refused 



CLICK “ACCEPT”  45 

 

Appendix 3 

 

 

 

 

 

 



CLICK “ACCEPT”  46 

 

 



CLICK “ACCEPT”  47 

 

 



CLICK “ACCEPT”  48 

 

 


