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Abstract

In this research, the effects of age structure on macroeconomic trends, estimated with a

vector autoregression model, are investigated for 21 OECD economies for the period 1970

to 2014. Furthermore, we make conditional predictions of economic growth, incorporating

demographic change, for each country. Those are compared with forecasts made with a

Bayesian vector autoregression model, which is implemented with a diffuse prior and the

Minnesota prior. To compare those forecasts with the conditional predictions and with

each other, the performance measures RMSE and MAE are calculated for a total of five

steps ahead. Our main results showed that the conditional predictions made with the

VAR model performed best on the long-run. The Minnesota prior performed better than

the diffuse prior, except for five steps ahead.
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1 Introduction

A slowdown in macroeconomic performance has been observed, ever since the Great Recession.

Concerns about the long-run prospects for developed economies, as a result of slow recovery and

reducing productivity growth, have stirred up the secular stagnation debate. With decreased fertility

and increased longevity, the shares of different age groups in the population shifted towards an

increased share of retirees. It is common knowledge that all age groups differ in their savings

behavior, investment opportunities, labor input and productivity levels. As a consequence, changes

in the age structure of the population might have a large impact on macroeconomic performance.

We therefore are interested in the impact age structure has on several key macroeconomic variables,

which we will base on an already existing study. Additionally, we are interested in the long-run

forecast for these economic variables. Multiple studies have shown that the Bayesian VAR model

has better forecasting performance than the VAR model. We would like to investigate whether this

result also applies to our data concerning the effect of age structure on economic growth. Hence,

the central research question is formulated as follows:

How does age structure affect macroeconomic trends and can we obtain a better forecast for

economic growth using Bayesian VAR compared to the VAR model?

This research is based on a study concerning the effect of age structure on macroeconomic trends.

They made a conditional prediction for economic growth, incorporating demographics. Such a

prediction of how demographic change will affect economic growth in the future can be of great

relevance to the OECD countries treated in this research. That way, they can prepare for possible

further ageing of the population and the consequences for economic growth that come with that.

To build on this, we will try to improve the forecasts for economic growth by implementing the

Bayesian VAR model. Earlier studies that compared VAR and BVAR forecasting concluded that the

Bayesian approach has better forecasting performance than the VAR model. This made us question

whether we could improve this prediction for economic growth by making Bayesian forecasts.

The dataset that is used in this research concerns annual data on 21 OECD countries for the period

1970 to 2014. This includes data on several economic variables which are used to calculate our

key macroeconomic variables. There are data on real and nominal GDP, GFCF, National Savings,

CPI, policy rates, and data on hours worked. Also, data on the change in real GDP for the period

2015 to 2019 to calculate the performance measures, and data on population is obtained for the

3



period 1970 to 2019. To obtain the demographic effects on our six macroeconomic variables per

age group, a VARX(1) model is implemented, with the data on population as exogenous element.

The resulting demographic impact matrix is then used to make conditional predictions of economic

growth for each country. For forecasting with the Bayesian VAR model, the introduction of a

prior is necessary. In this research, two different priors will be implemented, namely the diffuse

prior and Minnesota prior. The diffuse prior is a ‘non-informative’ prior which will be used as

our benchmark. The Minnesota prior is a more informative one, which is extensively used in

macroeconomic applications. By applying the Bayes Theorem on those priors, one can obtain the

posterior distributions, which capture all useful information concerning the unobserved data. To

compare the predicted and forecasted growth rates of real GDP of those three methods, the RMSE

and MAE are calculated as performance measures, for a total of five steps ahead.

The results show, first of all, that the three different age groups all have different impact on the

macroeconomic variables. The calculated performance measures on the forecasted growth rates tell

us that the conditional predictions made with the demographic impact matrix are more accurate

than both BVAR models, except for the first step ahead. Also, regarding the BVAR models, the

implementation of the Minnesota prior performs better than the diffuse prior, except for five steps

ahead. It seems that, even though BVAR models have better forecasting performance than VAR

models, a conditional prediction made based on a long-run demographic impact matrix, in this

case, performed better regarding forecasting. It should be noted that this does not mean that this

conditional prediction will always be better at forecasting economic growth. It may be that with

implementing different priors in the Bayesian VAR approach, those will perform better.

The remainder of this paper is structured as follows. In the next section, the problem field and

used methods of this paper will be discussed more thoroughly, using earlier studies. Then, the data

that is used in this paper will be specified. In Section 4, all used methods will be introduced and

explained. After that, the results will be displayed and then reviewed in the discussion. Finally, the

conclusion will summarise the main results and some last statements will be made, which include

practical implications and suggestions for further research.
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2 Literature review

It is well known that elderly, young dependents and working people all behave differently regard-

ing savings, investments, labor input, and so on. Therefore, changes in the age structure of the

population can have a large effect on the macroeconomy. Kuznets (1930) identified the so-called

Kuznets cycles, which connected the changes in demographic structure to macroeconomic aspects.

In addition, according to Gordon (2012), who asked how much further the frontier growth rate

could decline, demography is one of the six “headwinds” of the observed reduction of economic

growth. Multiple other studies have also shown that age structure affects economic growth and

other macroeconomic aspects. For example, Andersson (2001), who studied the age-effects in Scan-

dinavian countries, and Lindh and Malmberg (2009), who used a sample of EU countries. Both

studies also found a positive influence on growth from the middle-aged group.

Considering that multiple studies have shown that age structure affects economic growth, the ques-

tion remains whether age structure can be used to make long-run forecasts of economic growth.

Relying on known birth and death rates, demographics are quite predictable. Unfortunately, this

does not particularly hold for economic variables, which are a lot harder to predict. However,

Bloom et al. (2007) studied the implementation of age structure in growth models and found that

this significantly improves its forecasting performance. Aksoy et al. (2019) did exactly this when

they used a VAR model to make a conditional prediction of several macroeconomic variables, by

employing likely demographic change as exogenous variable. The VAR model, originally launched

by Sims (1980), possesses great flexibility and ability to fit the data, due to its rich parameterization.

This comes with the risk of being overparameterized, which could result in unreliable coefficients,

possibly being different from zero by accident. This would result in inconsistent model predictions

and uncertainty about the future tracks projected by the model (Karlsson, 2013; Nicholson et al.,

2014; Sevinç & Ergün, 2009; Villani, 2009). Litterman (1980) proposed the Bayesian VAR approach

as a solution to this overfitting problem. This BVAR model has been put to the test multiple times

and has proven its superior forecasting performance (Belloni, 2017; Litterman, 1986; McNees, 1986).

The BVAR approach deals with the possible overparameterization of the VAR model by introducing

a so-called prior, which contains information about the long-run properties of the data, indepen-

dent from the observed data, to form the so-called posterior. A posterior expresses everything a

researcher knows about the model parameters when looking at the data. There exists a variety of

priors that can be used to implement the BVAR model. Our focus will lay on the implementation of
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two different priors. The first one is a ‘diffuse’ (or ‘non-informative’ or ‘flat’) prior, which is used in

Bayesian inference. Those ‘non-informative’ priors are used to express the probability density func-

tion of the observed data as a function of the parameters (Miranda-Agrippino & Ricco, 2018). For

this, the so-called diffuse prior or Jeffreys’ (Jeffreys, 1961) prior will implemented. The diffuse prior

was first introduced by Geisser (1965), Tiao and Zellner (1964), and is mostly used as benchmark,

as will we. Alongside this prior, a more informative prior will be adopted. Informative priors are

widely used in macroeconomic applications, since they summarise the researcher’s personal beliefs

in the form of a prior (Miranda-Agrippino & Ricco, 2018). For this, the Minnesota prior, will be

implemented. The Minnesota prior, sometimes referred to as Litterman prior, was introduced by

Doan et al. (1984) as a shrinkage prior. Litterman (1986) then reviewed this prior and multiple

variations have been considered since. The idea behind the Minnesota prior is that each variable

follows a random walk, with possible drift, which is a legitimate approximation of the behaviour of

economic variables (Litterman et al., 1979).

Another interesting result came from Sevinç and Ergün (2009), who discussed a couple of priors,

among which the Minnesota and diffuse prior. They compared their forecasting performances using

the RMSE and found that the Minnesota prior performed as one of the best, while the diffuse prior

performed worst. It should be noted that in this paper, since we replicate the implementation of the

VAR model from Aksoy et al. (2019), this model is not used to make a forecast, but a conditional

prediction. Conditional predictions are projections of the variables of interest on the future paths

of different variables. Unconditional predictions, on the other hand, assume no knowledge of those

future paths (Bańbura et al., 2015). This might provide important information, which could lead

to interesting results in the forecasting comparison.

6



3 Data

The dataset used concerns annual data on 21 OECD countries (Australia, Austria, Belgium, Canada,

Denmark, Finland, France, Greece, Iceland, Ireland, Italy, Japan, Netherlands, New Zealand, Nor-

way, Portugal, Spain, Sweden, Switzerland, United Kingdom, United States) over the period 1970-

2014 (945 observations).

The data on population we use come from the World Population Prospects, the 2015 Revision (Na-

tions, 2015). The age structures are calculated using the share of the so-called de facto population

in the age group in the total population in each year. Note that UN population data measure those

living in a certain country, not just its citizens, thus considering immigration.

Additionally, we use annual data on several macroeconomic variables, which are described in Section

4.1. Firstly, data on real and nominal Gross Domestic Product (GDP) were extracted from National

Accounts, OECD. Secondly, Gross Fixed Capital Formation (GFCF) and National Savings, which

are used to determine the investment and savings rate, respectively, were also drawn from National

Accounts, OECD. Then, data on hours worked were extracted from Productivity Statistics, OECD.

Finally, data on Consumer Price Index (CPI) and policy rates were extracted from International

Financial Statistics/IMF. Data on the change in real GDP from 2015 to 2019, which are used to

measure forecasting performance, were also drawn from National Accounts, OECD.

Some countries do not have complete datasets over the whole period, which makes the panel unbal-

anced. Data on hours worked are not available until 1983 for Greece and 1995 for Austria. Savings

rates are not available until 1978 for France and Norway and not until 1990 for Switzerland. All

other countries consist of complete datasets. MATLAB handles those missing values by removing

the entire observation that contains at least one missing value.
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4 Methodology

Since the main goal of this paper is to test the forecasting performance of the method introduced

by Aksoy et al. (2019) against Bayesian VAR forecasting, we will first replicate their methods.

Therefore, the notation, introduced in Section 4.1, and the methodology employed for the VAR

model, described in Section 4.2, are adopted from their article. After that, we introduce the BVAR

model, implementing two different priors.

4.1 General notation

First, some general notation will be introduced. In the panel VAR we have a vector of macroeco-

nomic variables, Yit, and a vector of population shares, Wit, for countries i = 1, 2, ..., n.

In the benchmark specification, we have the following six endogenous variables: growth rate of the

real GDP, git, share of investment in GDP, Iit, share of personal savings in GDP, Sit, the logarithm

of hours worked per capita, Hit, real short-term interest rate, rrit, rate of inflation, πit. These six

macroeconomic variables can be written in a vector as

Yit = (git, Iit, Sit, Hit, rrit, πit)
′,

where git is calculated by the change in real GDP between time t to t+ 1. Iit and Sit are computed

by dividing the national GFCF and national savings by national GDP, respectively. Hit is calculated

by taking the logarithm of the hours worked divided by the total population. rrit is calculated by

subtracting inflation from the Central Bank (CB) rate and πit is the change in CPI between time t

and t+ 1.

The age structure is represented by the population shares of three different groups. Firstly, the

young dependents, aged 0-19. Secondly, the working-age population, aged 20-59. Thirdly, the old

dependents, aged 60 and older. The share of age group k = 1, 2, 3 (0 − 19, 20 − 59, 60+) in the

total population is denoted by wkit. Since
∑3

k=1wkit = 1, if all age structure shares are included,

there is exact collinearity. We can deal with this by restricting the coefficients to sum to zero by

using the twp element vector (wkit − w3it) as Wit. The coefficient of the oldest age group is then

recovered from β3 = −
∑2

k=1 βk.

4.2 VAR model

We hope to find the long-run impact of changes in the age structure on our key macroeconomic vari-

ables. Since the dynamic relation between those variables can be complicated, as well as identifying
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and estimating such a (linearized) system, we implement a reduced form under the assumption that

it can be written as a vector autoregressive model. We estimate the following augmented panel

VARX(1) model, conditional on the exogenous variables represented by Wit :

Yit = ai + AYi,t−1 + DWit + uit (1)

Then, knowing ai, A, and D, the long-run equilibrium for the system is given by:

Y∗it = (I−A)−1 ai + (I−A)−1 DWit (2)

in which DLR = (I−A)−1 D symbolizes the effect of demographic variables. The long-run contribu-

tion of demography to each variable in each country can be identified by obtaining the demographic

attractor for the economic variables, for every time t,

YD
it = (I−A)−1 DWit = DLRWit (3)

4.2.1 Conditional predictions

Not only are we interested in the demographic effects on the macroeconomic variables, we would

also like to know the effects of the changes in age structure per country. To determine these,

the demographic predictions for each country (Wi,t+h) are used, which are also obtained from the

UN World Population Prospects, 2015 Revision. To make a conditional prediction of the effect of

expected demographic changes, the long-run demographic impact matrix DLR is used. This gives:

Yi,t+h = DLR(Wi,t+h −Wi,t) + Yi,t (4)

This model will be implemented to make predictions for the period of 2015 to 2025. The predictions

made for 2015 to 2019 will be used to measure the performance of the different forecasting methods.

4.3 Bayesian VAR model

In this section, we will introduce two different priors for the Bayesian VAR model, which will be

used for forecasting economic growth to see whether we can beat the conditional predictions made

by model (4). The first one is the diffuse prior, mainly used as a default prior, which will operate

as our benchmark. The second one that will be applied is the Minnesota prior, which is a more

informative prior. First, the basis of the methodology of the Bayesian approach will be explained,

using Belloni (2017), Documentation (2020), Karlsson (2013), Miranda-Agrippino and Ricco (2018),

Rao Kadiyala and Karlsson (1993).
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A BVAR model treats the parameters of a VAR model as random variables. Writing our VARX(1)

model (1) in matrix form gives:

Yit = zitΛi + uit (5)

in which Λi = [ai A δ D]′, zit =
[
1 Y′i,t−1 0 Wit

]
, and uit is a 6 × 1 vector of random,

serially uncorrelated, multivariate normal innovations. Under the typical assumption in macroeco-

nomic literature, uit has mean 0 and 6× 6 covariance matrix Ψi.

After stacking the row vectors Yit, zit, and uit in the usual way, for t = 1, ..., T , we can write model

(5) as follows:

Yi = ZiΛi + Ui (6)

Now, assigning j to be the j-th column vector, the above equation can be expressed for each variable

as

Yij = Ziλij + uij (7)

In Bayesian VAR, all parameters are treated as random variables which have their own probability

distribution. The researcher’s beliefs are collected in the prior distribution of the parameter, p(Λi)

which is independent of the observed data. Another important aspect of this method is the likelihood

function, with the observed data conditional on the parameters:

Li(Yi,1, ...Yi,T , |Λi,Wit) =
T∏
t=1

fi(Yit|Yi,t−1,Yi,t−2, ...; Λi; Wit) (8)

By applying the Bayes Theorem, we can now derive the posterior distribution, which contains

information about the observed data, and the prior beliefs of the parameters, which looks like:

p(Λi|Yi,1, ...Yi,T ; Wit) =
p(Λi)Li(Yi,1, ...Yi,T |Λi,Wit)

p(Yi,1, ...Yi,T )
(9)

In Bayesian forecasting, the predictive distribution, conditional on the observed data, can be written

as p(Yi,T+1:T+h|Yi,1, ...,Yi,T ; Wit), in which the future datapoints Yi,T+1:T+h = (Y′i,T+1, ...,Y
′
i,T+h)′

are conditional on the observed data Yi,1, ...,Yi,T ,Wit. To determine this, the distribution of future

observations, conditional on the parameters and observed data is needed:

fi(Yi,T+1:T+h|Yi,T ,Yi,T−1, ...; Λi; Wit) =
T+h∏
t=T+1

fi(Yit|Yi,t−1,Yi,t−2, ...; Λi; Wit) (10)

After using the Bayes Theorem, equation (8), equation (10), and rewriting using equation (9) the

predictive distribution can now be written as:

p(Yi,T+1:T+h|Yi,1, ...,Yi,T ; Wit) =∫
fi(Yi,T+1:T+h|Yi,T ,Yi,T−1,...; Λi; Wit)p(Λi|Yi,1, ...Yi,T ; Wit)dΛ

(11)
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This distribution captures all useful information concerning the unobserved data. In this paper,

the forecasts made with the Bayesian VAR models will be for the period 2015 to 2019 and will be

based on our complete dataset (1970-2014).

The next two sections describe the methodology for the diffuse and Minnesota prior, which were

obtained using Documentation (2020), Kotzé (n.d.), Miranda-Agrippino and Ricco (2018), Rao

Kadiyala and Karlsson (1993), Sun and Ni (2004).

4.3.1 Diffuse prior

One of the most popular non-informative priors is the combination of the ‘diffuse’ prior and the

Jeffreys’ prior, which are, respectively, a constant prior for λi and a prior for Ψi, which can be

combined as a joint prior distribution:

p(λi,Ψi) ∝ |Ψi|−(m+1)/2 (12)

with m being the number of variables included in Yit. The conditional posterior distributions can

then be easily derived from the prior distribution by applying Bayes’ Theorem and look like this:

λi|Ψi,Yit,Wit ∼ N(mp+r+1c+1δ)×m(Mi,Vi,Ψi) (13)

Ψi|Yit,Wit ∼ Inverse Wishart(Ωi,vi) (14)

where p equals the number of lags, r the number of exogenous variables, and 1c and 1δ are indicators

which equal 1 when, respectively, a constant and trend are included in the model and equal 0 if not.

Furthermore, Mi =
(∑T

t=1 z′itzit

)−1 (∑T
t=1 z′itY

′
it

)
is a matrix of means, Vi =

(∑T
t=1 z′itzit

)−1
is

the among-coefficient scale matrix, Ωi =
∑T

t=1

(
Yit −M

′
i z
′
it

)(
Yit −M

′
i z
′
it

)′
is the scale matrix,

and vi = T + k is the degrees of freedom.

4.3.2 Minnesota prior

This prior distribution was originally proposed by Litterman (1986). Since all equations are treated

separately, writing the prior beliefs of the i-th equation looks like:

p(λij) ∼ N (λ̃ij , Σ̃ij) (15)

Then, again applying Bayes’ Theorem, the posterior distribution is given by

λij |Yi,Wi ∼ N (λij ,Σij) (16)
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where Σij = (Σ̃−1ij + ψ−1jj Z′iZi)
−1 and λij = Σij(Σ̃

−1
ij λ̃ij + ψ−1jj Z′iYij)

−1. ψjj are the diagonal

elements of Ψi.

The Minnesota prior can be interpreted as a hyperparameter structure for the joint prior distribution

of (λi,Ψi), which is used to obtain a parsimonious model by arranging the coefficient matrix of

model (5). This prior was introduced as so-called shrinkage prior and thus it considers tuning

parameters for the center of shrinkage and tightness of shrinkage. This center of shrinkage can

be identified as the prior mean of the coefficients. Furthermore, the Minnesota method sets all

non-diagonal elements of coefficient matrix A equal to zero. The diagonal elements typically take

values in the interval [0, 1]. The tightness of shrinkage can be identified as the prior variance of the

coefficients:

Var(Aq,ls|Ψ) =


v0
qd
, l = s

v×
qd

σ2
l
σ2
s
, l 6= s

(17)

Here, v0 is specified as the tightness on the prior means of all self lags of A, d is the speed of

tightness decay, v× equals the tightness on the prior means of all cross-variable lag coefficients of

A, and σ2l is the prior response variance.

4.4 Performance measures

The forecasting performance of the models explained above will be measured, using the forecasted

growth rates of real GDP, and compared using the Root Mean Squared Error (RMSE) and Mean

Absolute Error (MAE) for a total of 5 steps ahead on the period 2015 to 2019. The RMSE and

MAE are calculated as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(git − ĝit)2 (18)

MAE =
1

n

n∑
i=1

|git − ĝit| (19)

With 21 countries, n equals 21. Real values git were extracted from the data. The forecasted (or

predicted) growth rates are defined as ĝit.
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5 Results

5.1 Demographic effects

After estimating the VARX(1) model from equation (1) and determining the long-run equilibrium

from equation (2), the long-run demographic impact matrix is obtained, shown in Table 1. All those

actions were performed using MATLAB. One thing that can be observed is that the youngest age

Table 1: Long-run demographic impact matrix, DLR

β1 β2 β3

g 0.0666 0.0981 -0.1647

I 0.1363 -0.0534 -0.0829

S 0.1763 0.0971 -0.2734

H -0.1393 0.2201 -0.0808

rr 0.1851 0.6799 -0.8650

π 0.6614 -0.9134 0.2520

group has a negative impact on hours worked, which seems legit, since children do not contribute

in this part of the process.

5.1.1 Predicted growth rates per country

Using the demographic impact matrix DLR and the data drawn from World Population Prospects,

concerning data from 2010 to 2024, predictions for the growth rate of real GDP were made using

equation (4). The results per country are shown in Table 2 for 2015 and 2025 in the second and

third column, respectively. The first column shows the sample average taken from the period 1970

to 2010. The fourth column shows the change between the predicted growth rates of 2015 and those

of 2025. Overall, the results suggest that for all countries in our sample, the changing demographics

reduce long-term GDP growth. The intensity of the drop varies between countries. For example,

for Austria it is 0.82 percentage point and for Sweden 0.37. Since the results in Table 2 are ‘only’

conditional predictions, which were made using model (4), we are now looking at forecasting with

a Bayesian VAR model instead.
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Table 2: Average predicted impact on GDP growth per country (in percent)

Sample average Projected at Projected at Change

Country (1970-2010) 2015 2025 (2015-2025)

Australia 3.16 3.01 2.42 -0.59

Austria 2.51 2.22 1.40 -0.82

Belgium 2.32 2.09 1.45 -0.64

Canada 2.87 2.45 1.56 -0.89

Denmark 1.94 1.72 1.18 -0.54

Finland 2.77 2.39 1.83 -0.56

France 2.36 1.97 1.32 -0.65

Greece 2.42 2.18 1.35 -0.83

Iceland 3.62 3.24 2.58 -0.66

Ireland 4.67 4.11 3.48 -0.63

Italy 2.06 1.72 1.13 -0.59

Japan 2.79 2.16 1.63 -0.53

Netherlands 2.50 2.19 1.58 -0.61

New Zealand 2.43 2.02 1.39 -0.63

Norway 3.14 2.99 2.52 -0.47

Portugal 2.94 2.52 1.77 -0.75

Spain 2.91 2.31 1.44 -0.87

Sweden 2.12 2.02 1.65 -0.37

Switzerland 1.66 1.43 0.92 -0.51

United Kingdom 2.28 2.09 1.60 -0.49

United States 2.92 2.58 1.91 -0.67

5.2 Forecasting with Bayesian VAR

When computing the forecasts of the growth rates with the Bayesian VAR model, the function

simsmooth was implemented into MATLAB. Since this is a function that returns 1000 random

draws each time it is run, we ran this function several times for each country and used the one that

seemed most appropriate. To create a Bayesian VAR model with diffuse priors, the Matlab function

diffusebvarm was used. This function specifies the joint prior distribution as given in equation

(12). In order to implement the Minnesota prior, the Matlab function bayesvarm was used, since

this function automatically employs these prior settings according to the original hyperparameter

structure of Litterman (1986). Further discussion of the Bayesian VAR forecasts can be found in

the next section.
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5.2.1 Graphical representation

For comparison, the graphs below in Figure 1 show the observed growth rates, the growth rates

predicted using the VAR model, and the growth rates that were forecasted using the Bayesian VAR

models, for each country. From the graphs, one can easily observe that the differences between

the forecasts made with the diffuse and Minnesota prior do not seem to be extremely big. Also,

sometimes the conditional predictions made with model (4) seem a lot more accurate, for example

for Denmark, than the Bayesian VAR forecasts, and sometimes it is the other way around, for

example for Norway. We will get a better idea of all of their forecasting performances in Section

5.3.

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Australia

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Austria

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Belgium

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Canada

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Denmark

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Finland

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

France

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Greece

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Iceland

Observed
VAR

Diffuse
Minnesota

15



2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Ireland

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Italy

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Japan

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

The Netherlands

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

New Zealand

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Norway

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Portugal

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Spain

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Sweden

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

Switzerland

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

United Kingdom

Observed
VAR

Diffuse
Minnesota

2010 2012 2014 2016 2018
−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Years

G
ro

w
th

ra
te

United States of America

Observed
VAR

Diffuse
Minnesota

Figure 1: Observed and forecasted growth rates using the VAR model and BVAR models with

diffuse and Minnesota prior for each country
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5.3 Forecasting performance

The results of the forecasting performance measures are shown in Table 3. The values of RMSE and

MAE tell us how well each model fits the data for all steps ahead. A lower value of each forecasting

performance indicates a better fit. The first thing that comes to notice, is that the values of RMSE

Table 3: RMSE and MAE for VAR model and BVAR models with diffuse and Minnesota prior

RMSE MAE

2015 2016 2017 2018 2019 2015 2016 2017 2018 2019

VAR 0.0133 0.0130 0.0119 0.0124 0.0083 0.0112 0.0094 0.0078 0.0081 0.0065

Diffuse 0.0103 0.0167 0.0233 0.0224 0.0165 0.0083 0.0118 0.0167 0.0153 0.0109

Minnesota 0.0093 0.0159 0.0230 0.0219 0.0173 0.0076 0.0117 0.0161 0.0151 0.0124

and MAE get bigger for further steps ahead for both Bayesian VAR models, while those values for

the VAR model become smaller. This can be caused by the fact that the conditional prediction

was made using the demographic impact matrix, which was obtained from the long-run equilibrium

in equation (3). It can also be observed that the prediction made with the VAR model performed

better than both Bayesian VAR forecasts, except for the first step ahead. This can be due to the

fact that with the VAR model a conditional prediction was made, instead of a forecast. Even though

Bayesian VAR models in general have better forecasting performance than VAR models, it seems in

this case they could not compete with a conditional prediction. Also, from earlier research, it was

expected that the Minnesota prior would perform better than the diffuse prior. Even though the

differences are not that high, the Minnesota prior does perform better, except for five steps ahead.

6 Discussion

Since the first part of this paper was replicated from Aksoy et al. (2019), we will compare the results

and try to explain the differences. First of all, due to the reunification, they only included Germany

in their predictions of the growth rates. Their predictions were made using only the data of 2010

until 2014, which made it possible to include Germany here. We decided not to do that, since our

forecasts made with Bayesian VAR were based on our complete dataset, which we did not have

for Germany. Also, we did not perform the Wald test on the elements of the demographic impact

matrix, since we were not able to get reliable results from this.
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Regarding Table 1, the results are not identical, but the general interpretation seems to be the same.

The signs (negative or positive) are the same, except for a few, and the difference in magnitude

between age groups also seems consistent with their results. The differences in values can be due to

the fact that, even though the data were obtained from the same databases, there were differences

between our database and theirs. The same goes for the results displayed in Table 2, in which the

values do not exactly match. However, for most countries, the differences in magnitude between

the countries seems to add up and the change in predicted growth rate between 2015 and 2025 also

seems quite compatible with the results of Aksoy et al. (2019).

7 Conclusion

In this paper we studied the impact from age structure on several macroeconomic variables and

whether forecasting economic growth with Bayesian VAR models gives more accurate results than

a conditional prediction using a VAR model. All of this was summarised in the following research

question: How does age structure affect macroeconomic trends and can we obtain a better forecast

for economic growth using Bayesian VAR compared to the VAR model?

In order to estimate the effect of age structure on those variables, we created three different age

groups (young dependents, working people, old dependents). After obtaining the demographic

impact matrix, which was computed using a VARX(1) model, we found to what extent each age

group affects our six macroeconomic variables. This differs per variable and per age group. Next,

a conditional prediction of economic growth was made, using this demographic impact matrix. In

order to see whether forecasting using a BVAR model would obtain better results, we implemented

this model with two different priors: the diffuse prior and the Minnesota prior. Their forecasting

performances were compared using the RMSE and MAE for a total of five steps ahead. The

results showed that the conditional prediction using the VAR model made more accurate forecasts

than both BVAR models, except for one step ahead. This can be explained by the fact that this

conditional prediction was made using the demographic impact matrix, which was obtained from

the long-run equilibrium. Also, the Minnesota prior performed better than the diffuse prior, except

for five steps ahead.

A practical implication of this research is that one should note the difference between a long-

run steady state and a long-run estimate. The estimates obtained in this research issue a long-

run forecast for economic growth, conditional on the age group shares. After that, the effect of
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demographics on economic growth is measured on the long run. However, it could be that the

age structure progresses towards a steady-state demographic distribution. Since this process is not

modelled in this research, we cannot provide a straightforward estimate of the effect of possible

demographic convergence to a steady-state on economic growth. Nevertheless, the demographic

changes predicted by the UN that are used in that part of this paper may have already accounted

for this possible convergence. Finally, there exist a lot of different priors for Bayesian VAR aside

from the two priors that were implemented in this paper. For further research, one could consider

implementing different priors to find whether those priors are able to outperform the conditional

prediction made with the VAR model.
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