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Introduction

Games that involve betting, bluffing and hand rankings date all the way back to the 15th century. Today, the most famed game that incorporates these elements is the game of poker. It is played all over the globe and has captured the imagination of many, including former President of the United States Richard Nixon and James Bond creator Ian Fleming. Over the last decades, the growth of the game’s popularity did all but stagnate and has, to a large extent due to the internet, led to a multi-million dollar poker industry that created 34 ‘poker millionaires’ in 2005
 alone. The question that rises is whether these poker millionaires are skilful players or just lucky gamblers? The Dutch tax authorities seem to think the latter, since earnings from playing poker are taxed in the same way as winnings from games of chance, like roulette.   
In contrast with that perception is a quote from the film “Rounders” (1998):
Why do you think the same five guys make it to the final table of the World Series of Poker EVERY YEAR? What, are they the luckiest guys in Las Vegas?


This suggests that poker is rather a game of skill than a game of chance. Obviously, a movie-quote will not be sufficient to prove it is, but game theory will. Sixty years before the film “Rounders” was released, Émile Borel, a French mathematician, discussed a model of poker in his book Traité de calcul probabilités et ses applications (1938), in which a player could sort out what he should do best by applying game theory. This bachelorthesis will discuss some poker models which are based on the his model in order to describe the effect of certain variables in the model on the presence and vector of a Nash equilibrium.    

1
Two card poker with an infinite deck
Let us consider a poker model – based on a simplified model of poker which Émile Borel discussed in his book Traité de calcul probabilités et ses applications (1938) – consisting of two players, which are dealt with equal probability (½), either a low card or a high card from an infinite deck. Prior to receiving their card, each player antes $1, forming a $2 pot before any play has been made. Note that the hand that is dealt to either player is private information. 


After the players have anted a dollar, Player A is the first to act. He may bet $1 or he may fold his hand. The latter results in Player B winning the $2 pot, netting him $1. However, when Player A decides to bet, then Player B may either fold, which results in a net win of $1 by Player A, or call $1, which leads to a showdown with the player holding a higher hand netting him $2. When both players hold an equal card, they split the pot, netting each player $0. Figure 1.1 illustrates this model in one of its game theoretic extensive forms with the possible payoffs for both players. 

  Dealer




 high card (½)
               low card (½)





           

     fold                  A                          A                    fold
         (-1, 1)   







    (-1, 1)



bet $1





 bet $1
                                                  Dealer                                                              Dealer
                 high card (½)               low card (½)                 high card (½)               low card (½)
                            B                               B                                     B                                B
                  fold             call       fold             call                   fold             call       fold             call
                 (1, -1)        (0, 0)   (1, -1)         (2, -2)                (1, -1)        (-2, 2)    (1, -1)       (0, 0)

Figure 1.1 
Extensive form of two card poker with a infinite deck.

Figure 1.1 clearly illustrates that Player B may only act when Player A has bet (if Player A folds the game ends, and Player B wins the pot). He may then choose between two alternatives: either to call or to fold. However, when one looks at figure 1.2, four – and not two – decision nodes are labeled ‘B’. That is because Player B does not know whether Player A is betting with a high- or a low card (as each player’s card is private information; he only knows the value of his own card). Subsequently, the two decision nodes regarding making a play with a low card are linked in figure 1.1 and, similarly, the two decision nodes regarding making a play with a high card are connected, because they are in fact the same decision.             

Now, since the deck which is used in this card game consists of only two types of cards (either high or low) and both players have two options when making a play (either to bet/call or fold), each player can choose from a set of four different strategies. Player A, for instance, could decide to bet only when holding a high card, he might choose to bet with both high- and low cards, he might decide to fold a high card and bet with a low card or he could, of course, fold any card. Naturally, each player would want to choose the strategy that yields the highest expected payoff. This poker model is however unlike a vending machine, yielding exactly the expected payoff (a bar of chocolate) after having thrown in a coin, so in order to choose an optimal strategy, one has to take in account the strategy one’s opponent will play as one’s (expected) payoff depends on both one’s own strategy as the strategy played by the opponent. 

Now, how does Player A know which strategy Player B will choose and vice versa? To answer this question it is necessary to consider each possible expected payoff this game will yield for both players when some strategy is played by Player A and some strategy by Player B, which is outlined in figure 1.2. 

Provided both players act rational – in terms that they seek the highest possible yield – Player B may assume that Player A will not fold any high card and bet any low card, denoted as (Fold, Bet), for this strategy is strictly dominated by his strategy to bet all the time (Bet, Bet), meaning that when Player A bets with every card, he always yields a higher payoff than when he folds any high card and bets with every low card, no matter what Player B would follow. In addition he may also suppose that Player A will not choose to fold every card in accordance with his strategy (Fold, Fold), as this strategy is also strictly dominated by Player A’s strategies (Bet, Bet) and (Bet, Fold).

	H, L

	C, C
	C, F
	F, C
	F, F

	B, B
	0, 0
	0, 0
	1, -1
	1, -1

	B, F
	0, 0 
	-¼, ¼  
	¼, -¼
	0, 0

	F, B
	-1, 1
	-¾, ¾  
	-¼, ¼
	0, 0

	F, F
	-1, 1
	-1, 1
	-1, 1
	-1, 1







          Player B

 


Figure 1.2 
Strategic form of two-card poker. 

                             

Now, it is clear that Player A will always bet with a high card and either bet or fold with a low card as the other strategies, (Fold, Bet) and (Fold, Fold), that make him do otherwise, are dominated. Hence, figure 1.2 can be reduced to:






         Player B

	H, L
	C, C
	C, F
	F, C
	F, F

	B, B
	0, 0
	0, 0
	1, -1
	1, -1

	B, F
	0, 0 
	-¼, ¼  
	¼, -¼
	0, 0


Figure 1.3 
Strategic form of two-card poker, reduced by Player A’s dominated strategies.
Subsequently, Player A will want to make a choice between the strategies (Bet, Bet) and (Bet, Fold) and when doing so taking into account Player B’s strategy. Consequently, Player A may assume that Player B will not play a strategy that involves folding with a high card as Player B’s strategy (Fold, Call) is now strictly dominated by his strategies (Call, Call) and (Call, Fold) and his strategy (Fold, Fold) is strictly dominated by his strategy to call with a high card and fold otherwise. This leaves both players with a set of two ‘more optimal’ strategies, see figure 1.4.  

	H, L
	C, C
	C, F

	B, B
	0, 0
	0, 0

	B, F
	0, 0 
	-¼, ¼  






          Player B

Figure 1.4
Strategic form of two-card poker, reduced by Player A’s and Player B’s dominated strategies. 
Now, since Player A knows that Player B will not play according to the strategy (Fold, Call) or (Fold, Fold), he will always follow the strategy which involves betting with any card, as this strategy now weakly dominates his strategy to bet with a high card and fold with a low one, which means that when Player A follows (Bet, Bet), he will always yield an equal or higher payoff than when he follows (Bet, Fold). Subsequently, Player B is indifferent between the strategies (Call, Call) and (Call, Fold). 

Hence, there are two equilibria in this model of poker. One when Player A follows the strategy (Bet, Bet) and Player B follows the strategy (Call, Call). The other also when Player A chooses to bet all the time and Player B follows the strategy (Call, Fold). Both equilibria are pure Nash equilibria, meaning that neither player has an incentive to change his strategy (to increase his payoff) while the other player leaves his strategy unchanged. 

Now, in this model the bet size is fixed on $1. If we however change the bet size, the expected payoffs will change with it, altering the vector(s) of the Nash equilibrium. If we raise the bet size from $1 to, for instance, $3, the pure Nash equilibria in the strategy combinations (Bet, Bet ; Call, Call) and (Bet, Bet ; Call, Fold) break down, see figure 1.5.
	H, L
	C, C
	C, F

	B, B
	0, 0
	-½, ½

	B, F
	½, -½
	-¼, ¼  






          Player B

Figure 1.5
Strategic form of two card poker, reduced by Player A’s and Player B’s dominated strategies, with a bet size of $3, instead of $1. 
The new pure Nash equilibrium now involves the strategy pair (Bet, Fold ; Call, Fold). 

If we, on the other hand, decrease the bet size from $1 to $½, the pure Nash equilibrium involves the situations in which Player A always bets and Player B always calls, as can be seen in figure 1.6 on the next page.
	H, L
	C, C
	C, F

	B, B
	0, 0
	⅛, -⅛

	B, F
	-⅛, ⅛
	-¼, ¼  






          Player B

Figure 1.6
Strategic form of two card poker, reduced by Player A’s and Player B’s dominated strategies, with a bet size of $½, instead of $1. 
When one compares figure 1.4, 1.5 and 1.6, one notices that the expected payoffs for both players regarding the strategy pairs (Bet, Bet ; Call, Call) and (Bet, Fold ; Call, Fold) are independent of the bet size of this model, while the other two vectors do depend on the bet size. Now, the fixed expected payoffs of (Bet, Bet ; Call, Call) and (Bet, Fold ; Call, Fold) lead to the fact that a Nash equilibrium will never involve the strategy combination (Bet, Fold ; Call, Call), because in that situation, given any bet size, one of the two players will always have an incentive to switch to either (Bet, Bet ; Call, Call) or (Bet, Fold ; Call, Fold)
.


Now, the change of the Nash equilibrium due to a change in bet size is outlined in the graph of figure 1.7.
  
 (Bet, Bet ; Call, Call)

   
(Bet, Bet ; Call, Fold)

           (Bet, Fold ; Call, Call)

         (Bet, Fold ; Call, Fold)




0
1
2
3
4
5
6   
bet size in $


Figure 1.7
The chance in vector(s) of the pure Nash equilibrium.
Note that at two certain bet sizes, at $1 and $2, there are two pure Nash equilibria, while at any other bet size there is just one. As one may guess, in those cases, the expected payoffs of the concerning strategy pairs are equal. 
2
Two card poker with a limited deck

Let us now consider a very similar model, involving two players that are dealt a card from a limited deck that consists of only two cards, a low card and a high card, for example a King and Queen. Hence the only difference between this model and the one with an infinite deck is the impossibility to tie (and split the pot) as there are no two equal cards in the deck. The bet size is fixed on $1. Figure 2.1 illustrates the extensive form of this model. 

  Dealer




       King (½)
               Queen (½)





           

     fold                  A                          A                    fold
         (-1, 1)   







    (-1, 1)



bet $1





 bet $1
                                                  Dealer                                                              Dealer
           King





     Queen               
                                         B                                                                       B
                                 fold              call                                                 fold              call
                                 (1, -1)       (2, -2)                                               (1, -1)       (-2, 2)

Figure  2.1 
Extensive form of two card poker with a limited deck.
With only two card in the deck, each player does not only know his own card, but also the card of the other player. Hence betting or calling with a Queen should be considered as stupid mistake. In the same way, betting or calling with a King should be considered an obvious play. This can also be concluded from the strategic form figure 2.2.

	K, Q
	C, C
	C, F
	F, C
	F, F

	B, B
	0, 0
	-½, ½
	1½, -1½
	1, -1

	B, F
	½, -½ 
	0, 0  
	1½, -1½
	0, 0

	F, B
	-1½, 1½
	-1½, 1½  
	0, 0
	0, 0

	F, F
	-1, 1
	-1, 1
	-1, 1
	-1, 1







          Player B

 


Figure 2.2 
Strategic form of two card poker with a limited deck. 

                             

In line with the stupid mistakes and obvious plays, Player A’s strategy (Bet, Fold) dominates all his other strategies and Player B’s strategy (Call, Fold) dominates any other strategy. This leaves a Nash equilibrium in the situation that both players act according to their dominant strategies. This pure Nash equilibrium is not affected by the bet size, as Player A’s payoff in the strategy pair (Bet, Bet ; Call, Fold) and Player B’s payoff in the strategy combination (Bet, Fold ; Call, Call) will always be negative. Hence, there will always be an incentive for either player to deviate from his initial strategy when the other player leaves his strategy unchanged.

3
Three card poker with a limited deck


Let us now add one card, an ace, to the (limited) deck of the previous game. Hence the deck consist of three cards; a low card, the queen, an intermediate card, the king, and a high card, the ace. The bet size is fixed on $1. The extensive form of this model is illustrated in figure 3.1 

Dealer
                                              Ace (⅓)                                             Queen (⅓)






                    King (⅓)


                                    A                                              A                                          A               
               fold                                          fold                                                                              fold



          bet $1                                      bet $1                              bet $1
       (-1, 1)

               (-1, 1)





                    (-1, 1)
                                    Dealer                                                              Dealer
           King                            Queen                                                        Ace                           King 

       B                                            B                     Dealer           B                                           B     

 fold        call                        fold       call                               fold       call                       fold       call 

(1, -1)     (2,-2)                            (1, -1)    (2, -2)                                   (1, -1)    (-2, 2)                        (1, -1)   (-2, 2)
                                                Ace             B                           Queen           B

                                             fold       call                        fold        call


                                                     (1, -1)    (-2, 2)                           (1, -1)    (2, -2)



Figure 3.1
Extensive form of three card poker with a limited deck.


Unlike the two card model with a limited deck, each player does not know what card the other player is dealt. One only knows that one’s opponent holds a different card from the card one has received as the deck consists of just one Queen, one King and one Ace. For instance, when Player A is dealt a King, he knows that Player B is holding either a Queen or an Ace. 

Now, again, some plays should be considered as stupid mistakes. This would be to fold with an Ace or to call with a Queen
. Subsequently, an obvious play would be to bet/call with the Ace and to fold with a Queen. Hence, for convenience’ sake, the strategies that imply those stupid mistakes and obvious plays (which are, obviously, dominated strategies) are excluded from the strategic form of this model in figure 3.2. This leaves Player A with three, and Player B with two, strategies to choose from. 
	A, K, Q
	C, C, F
	C, F, F

	B, B, B
	-(2/6), (2/6)
	0, 0

	B, B, F
	0, 0
	-(1/6), (1/6)  

	B, F, F
	-(1/6), (1/6)
	-(2/6), (2/6)






          Player B

Figure 3.2
Strategic form of three card poker with a limited deck, reduced by Player A’s and Player B’s dominated strategies.
Player A’s strategy (Bet, Fold, Fold) does not involve any stupid mistake or obvious play, but is strictly dominated by his strategy (Bet, Bet, Fold). Now, from figure 1.5 leads that in no situation neither player has no incentive to change his strategy when the other player remains his strategy unchanged. Consequently, no pure Nash equilibrium exists in this three card model. 

However, it is possible that both players do not stick to a single strategy, but vary between playing two strategies with a certain frequency. Hence they would be playing a mixed strategy and subsequently a mixed strategy Nash equilibrium may be found. In that case, let the probability that Player A assigns to playing his strategy (Bet, Bet, Bet) be denoted p and the probability that he follows his strategy (Bet, Bet, Fold) be denoted (1 – p). Similarly, let the probability that Player B plays according his strategy (Call, Call, Fold) be denoted q and the probability that he chooses to follow his strategy (Call, Fold, Fold) be denoted (1 – q). In order to find the values for p and q, each player should set p or q at a certain value that makes one’s opponent indifferent between following one strategy and playing the other. This is obviously the case when the (expected) payoff of both strategies are equal (if not, they would not be playing a mixed strategy). Consequently, Player A will make the following computation:

                                   Expected payoff (B, B, B) = Expected payoff (B, B, F)



                     (-2/6)q + (0)(1 – q) = (0)q + (-1/6)(1 – q)




                            (-2/6)q = -(1/6) + (1/6)q 




                            (-3/6)q = -(1/6)



                                     q = 1/3

Likewise, Player B will make these calculations: 
Expected payoff (C, C, F) = Expected payoff (C, F, F)



                       (2/6)p + (0)(1 – p) = (0)p + (1/6)(1 – p)




                              (2/6)p = (1/6) – (1/6)p



                              (3/6)p = (1/6)



                                      p = 1/3


Subsequently, Player A should follow his strategy (Bet, Bet, Bet) one third of the time and play his strategy (Bet, Bet, Fold) two third of the time. Equally, Player B should always call with an Ace and fold with a Queen, while he should fold a King two thirds of the time. When these mixed strategies are added to the table in figure 3.2, we see that when both players follow their mixed strategies (involving the probabilities p = q = 1/3) neither player has an incentive to deviate from that strategy when one’s opponent remains his strategy unchanged (figure 3.3). Conclusively, this three card poker model with a limited deck has a unique mixed strategy Nash equilibrium in which Player A’s payoff is -(1/9) and (naturally then) Player B’s payoff is (1/9)
.

	H, M, L
	C, C, F
	C, F, F
	⅓∙(C, C, F)

⅔∙(C, F, F) 

	B, B, B


	-(2/6), (2/6)
	0, 0
	-(1/9), (1/9)

	B, B, F


	0, 0
	-(1/6), (1/6) 
	-(1/9), (1/9)

	⅓∙(B, B, B)

⅔∙(B, B, F) 
	-(1/9), (1/9)
	-(1/9), (1/9)
	-(1/9), (1/9)




       


          Player B




          

Figure 3.3
Strategic form of three card poker with a limited deck reduced by both players’ dominated strategies, with both players’ mixed strategies in a mixed strategy Nash equilibrium.  
Now, Player A’s mixed strategy involves betting with an Ace, betting with a King and, for two third of the time, folding with a Queen. That means that Player A is “bluffing” with one third of the low cards he receives. In line with the stupid mistakes and obvious plays, Player B should always call when holding an Ace and should fold when having received a Queen. When he is dealt a King, his mixed strategy makes him fold that card two third of the time. 

4
Three card poker with an infinite deck

Finally, if we let the deck of the previous model consist out of a infinite number of cards, ranked low, intermediate and high, while keeping everything else unchanged, the extensive form of that models is as in figure 4.1.

Dealer
                                              high (⅓)                                             low (⅓)






                    int. (⅓)


                                    A                                              A                                          A               
               fold                                          fold                                                                              fold



          bet $1                                      bet $1                              bet $1
       (-1, 1)

               (-1, 1)





                    (-1, 1)
                                    Dealer                                                              Dealer
     high (⅓)                          low (⅓)                                       high (⅓)                          low (⅓)

       B                 B    int. (⅓)        B                      Dealer          B                   B   int. (⅓)         B     

 fold       call    fold      call    fold      call                                fold       call    fold      call    fold      call

(1, -1)     (0,0)    (1, -1)   (2, -2)  (1, -1)    (2, -2)                                   (1, -1)    (-2, 2)  (1, -1)  (-2, 2)   (1, -1)  (0, 0)
                                         high (⅓)           B         int. (⅓)     low (⅓)         B

                                             fold       call    fold      call    fold       call

Figure 4.1
                                                     (1, -1)    (-2, 2)  (1, -1)   (0, 0)   (1, -1)    (2, -2)

Extensive form.

The effect of having an infinite deck of cards opposed to a limited deck of cards is that now the players could hold an equal card, meaning that they could tie and split the pot. Figure 

4.2 shows the strategic form of this three card poker model with an infinite deck.
                                           Player B

	H, M, L
	C, C, C
	C, C,F
	C, F, C
	C, F, F
	F, C, C
	F, C, F
	F, F, C
	F, F, F

	B, B, B
	0, 0
	-(1/9), (1/9)
	(1/3), -(1/3)
	(2/9), -(2/9)
	(1/3), -(1/3)
	(2/9), -(2/9)
	-(10/9), (10/9)
	1, -1

	B, B, F
	(1/9), -(1/9)
	-(1/9), (1/9)
	(1/9), -(1/9)
	-(1/9), (1/9)
	(5/9), -(5/9)
	(1/3), -(1/3)
	(5/9), -(5/9)
	(1/3), -(1/3)

	B, F, B
	-(1/3), (1/3)
	-(1/3), (1/3)
	-(1/9), (1/9)
	-(1/9), (1/9)
	(5/9), -(5/9)
	(5/9), -(5/9)
	(1/3), -(1/3)
	(1/3), -(1/3)

	B, F, F
	-(2/9), (2/9)
	-(1/3), (1/3)
	-(1/3), (1/3)
	-(4/9), (4/9)
	-(1/9), (1/9)
	(2/9), -(2/9)
	-(2/9), (2/9)
	-(1/3), (1/3)

	F, B, B
	-(7/9), (7/9)
	-(7/9), (7/9)
	-(1/3), (1/3)
	-(1/3), (1/3)
	-(1/9), (1/9)
	-(1/9), (1/9)
	(1/3), -(1/3)
	(1/3), -(1/3)

	F, B, F
	-(2/3), (2/3)
	-(7/9), (7/9)
	-(5/9), (5/9)
	-(2/3), (2/3)
	-(1/3), (1/3)
	-(4/9), (4/9)
	-(2/9), (2/9)
	-(1/3), (1/3)

	F, F, B
	-(10/9), (10/9)
	-1, 1
	-(7/9), (7/9)
	-(6/9), (6/9)
	-(7/9), (7/9)
	-(6/9), (6/9)
	-(4/9), (4/9)
	-(1/3), (1/3)

	F, F, F
	-1, 1
	-1, 1
	-1, 1
	-1, 1
	-1, 1
	1, -1
	1, -1
	-1,1 



Figure 4.2
Strategic form of three card poker with an infinite deck.


In contrast with the limited deck-version, three card poker with an infinite deck has two pure Nash equilibria in the strategy combination (Bet, Bet, Fold ; Call, Call, Fold) and (Bet, Bet, Bet ; Call, Call, Fold). 
5
Conclusions

Now, by changing either the bet- or deck size in these models, one can note the following. First, when the bet size is changed in the two card model with an infinite deck, the vector of the Nash equilibrium shifts (as is shown in figure 1.7). Notably, no matter what bet size, the pure Nash equilibrium does not disappear. 


Second, when the same model has a limited, instead of an infinite, deck, the pure Nash equilibrium, regardless of the bet size, will always involve each player to bet/call with a King and to fold with a Queen. 
Third, when a card (an Ace) is added to this limited deck, the pure Nash equilibrium disappears. Instead, this model has a mixed Nash equilibrium in the situation in which Player A Player A bluffs one third of the time (bluffing means to bet with a Queen) and Player B fold two third of the Kings he is dealt. 
However, the pure Nash equilibrium ‘returns’ (in two strategy pairs) when the three card poker model has an infinite deck. As it is the only difference, the cause of this dissimilarity would that the infinite deck allows for the players to tie and split the pot. Naturally, this has an effect on the payoffs and hence on the Nash equilibrium.
A further analysis of the Borel model will be subject of my master thesis. 
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� The players’ strategies are denoted (Action when holding a high card; action when holding a low card). ‘B’ stands for ‘bet’, ‘C’ for ‘call’ and ‘F’ for ‘Fold’.  


� Under the condition this game is a zero-sum game, which it is.


� Betting with a Queen is not a stupid mistake, because in the situation in which Player A bets with a Queen and Player B holds a King, Player B might fold his hand, because he might believe that Player A is holding the Ace.


� This game is a zero-sum game: the winners gains from the loser’s equivalent loss.
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