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Role-models and female political participation
Evidence from a regression discontinuity approach to Canadian elections

Sjors Hoogeveen

Abstract. Around the globe, women remain under-represented in parliaments. One frequently invoked
explanation behind this gender gap in politics is the dearth of visible female politicians itself. Not only
could female politicians act as role-models for other women, but examples of successful female politicians
could also reduce the biases, barriers, or disincentives that currently hamper women’s access to political
office. By applying a regression discontinuity design to federal elections in Canada, I investigate whether
the election of a woman causes an increase in the number of female candidates within an electoral district.
The main results robustly show that the election of a woman indeed increases the number of female
candidates in the next election. However, in a number of extensions, I show that this effect is most likely
attributable to the tendency of incumbent parliamentarians to run for re-election. No evidence suggests
that the election of a woman makes it more likely that other women become candidates.

1 Introduction

A hundred years ago, Agnes Macphail was the first
woman elected to the Canadian House of Commons
in 1921. Since the election of Macphail, the number of
women in the Canadian parliament has grown steadily,
and in the 2019 general election, a record number of 98
women became Members of Parliament (MPs). Although
the level of female political participation has increased
substantially over the last century, gender gaps in Cana-
dian politics remain. Even with the record of 98 elected
women, only 29.0% of all MPs is female. A quick glance
at Figure 1 leaves little doubt that women have been, and
continue to be (vastly) under-represented in the Canadian
federal parliament.

Despite Justin Trudeau’s simple explanation for a
gender-balanced cabinet: ‘because it’s 2015’, full gender
parity has not been reached in all aspects of Canadian
politics (Hartviksen 2015). In 2017, some Canadian MPs
have voiced their dissatisfaction with the disproportion-
ate number of women in parliament more explicitly, stat-
ing that ‘the current representation is a failure, and that
prioritising women is still needed’ (Galandy and Tavcer
2019, p. 16).

The under-representation of women in the Canadian
parliament is far from an anomaly. Worldwide, only 25.6%
of all MPs are women as of 1 January 2021,1 and with the
current rates of progress, the road the gender-parity re-
mains long. UN Women calculated that gender-balance
in national parliaments would take another 46 years (UN
Women 2021), while the World Economic Forum esti-
mated that a gender gap in political empowerment in
general will continue to exist for another 146 years (World
Economic Forum 2021).

Political scientists and philosophers have long argued
that the under-representation of women—or any other
(historically) marginalized groups—in politics can deteri-
orate the legitimacy of democratic institutions (Clayton

1Data from Inter-Parliamentary Union (2021).
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Year

Female parliamentarians in Canada

Figure 1: Gender composition of the Canadian parliament since the
election of Macphail in 1921. The dotted horizontal white line denotes
the point at which a gender-balanced parliament would be reached.

et al. 2019; Dovi 2002; Mansbridge 1999) and, when the
specific interests of such under-represented groups are in-
sufficiently taken into account by public decision-making
bodies, it can result in the creation or continuation of situ-
ations of injustice (Chattopadhyay and Duflo 2004; Dovi
2018). Unsurprisingly, closing the gender gap in politics is
widely considered a legitimate and important policy ob-
jective. In the Beijing Declaration and Platform for Action,
adopted in 1995 by 189 states, it is stated that ‘Women’s
equal participation in decision-making is not only a de-
mand for simple justice or democracy but can also be seen
as a necessary condition for women’s interests to be taken
into account’ (UN 2014, p. 119).

The under-representation of women in politics does
not only pose normative questions, but also an impor-
tant descriptive question: why do relatively few women
hold elected public office? And, given the general con-

1



S. Hoogeveen Master Thesis Policy Economics 1 Introduction

sensus that gender parity in politics is an important objec-
tive, what tools and instruments could be used by policy-
makers to accelerate the progress towards gender equal-
ity?

Since the formal or legal constraints which once pre-
vented women from running for political office have been
abolished in almost all countries, naive observers could
expect the proportion of female parliamentarians to be
similar to the overall proportion of women in the total
population. The fact that this is evidently not the case
in most countries, indicates that somewhere along the
process of winning an election, women face barriers, de-
terrents, or disincentives that are not faced by men.

Historically, much attention has been paid to inequal-
ities in political resources—e.g. education, work experi-
ence, political knowledge and interest, or available free
time—as explanatory factors for the under-representation
of women in politics (for an overview, see Paxton et al.
2007). However, in the last decades many of these gender
differences in political resources have shrunk consider-
ably, and some have even reversed. In Canada for exam-
ple, women are more likely to hold university certificates
or degrees compared to men (Ferguson 2016), and in 2018,
46% of all Canadian lawyers—a profession generally seen
as a potential ‘springboard’ into politics (Mariani 2008)—
was female (Federation of Law Societies of Canada 2018).
The persistence of the gender gap in politics in light of
fast(er) closing gender gaps in many other areas has re-
sulted in a shift in focus towards more contextual and
institutional explanations for the under-representation
of women in politics (Burns et al. 2001). In general, it
has become widely acknowledged that resource-based
supply-side explanations remain important, yet do not
fully account for the gender gap in politics on their own
(D. E. Campbell and Wolbrecht 2006).

One influential theory on how the political environ-
ment affects female political participation is that a lack of
exposure to female politicians can itself impede women
from becoming politically active (e.g. Karp and Banducci
2008; Wolbrecht and D. E. Campbell 2007). Sapiro (1981)
observed 40 years ago that ‘[w]omen and men continue to
think of politics as a male domain because the empirical
truth at this moment is that politics is a male domain’. Pro-
ponents of the exposure-based explanation argue that a
feedback loop between low exposure to female politicians
and reduced political participation among women makes
it unlikely that the gender gap in politics will disappear
as long as politics remains (perceived as) a ‘male domain’.

This theory is primarily based on a set of two related
mechanisms. First, (visible) female politicians are be-
lieved to act as potential role-models and sources of moti-
vation or inspiration for other women aspiring a career
in politics (Beaman, Duflo, et al. 2012; D. E. Campbell
and Wolbrecht 2006; Ladam et al. 2018). Especially given
the widely documented gender gap in self-confidence

regarding political knowledge and ambition (Fox and
Lawless 2004; Fox and Lawless 2011; Gidengil et al. 2008;
Thomas 2012), the presence of role-models might be cru-
cial in showing that women can and do have success in
the political arena (Latu et al. 2013). If an increased female
presence in parliaments diminishes the association of pol-
itics being a ‘men’s job’, this can be expected to stimulate
the inflow of women into politics (Akerlof and Kranton
2000) and attenuate the gender-gap in self-confidence on
political abilities (Bordalo et al. 2019).

Secondly, examples of successful female politicians
are also believed to be capable of diminishing gender-
specific biases among other actors and gatekeepers with
influence over the political behaviour of women, such as
the electorate, political elites, or the media, by showcas-
ing the suitability of women to participate in the political
arena (Atkeson and Krebs 2008; Beaman, Chattopadhyay,
et al. 2009). For example, Sanbonmatsu (2006) notes that
the under-representation of women could create a self-
fulfilling prophecy when party leaders have doubts about
the electability of women, and consequentially become
reluctant to support or nominate female candidates, be-
cause so few women are elected (see also Shair-Rosenfield
2012). And, since (former) female MPs can likely be con-
sidered to be part of the local political elite themselves,
they could potentially assert substantial influence over
the emergence of female political candidates (C. Cheng
and Tavits 2011).

Based on this exposure-based explanation for the
under-representation of women in politics, I aim to in-
vestigate whether the the election of a female politician
causes an increase in the number of female candidates in
Canada within a federal electoral district. In Canada’s
single-member constituency voting system, MPs often
have a strong connection with their electoral district and
spend considerable amounts of time and resources on
local constituency work (Franks 2007; Heitshusen et al.
2005). Furthermore, local party elites, most notably the
Electoral District Associations (EDA), have substantial
influence over the recruitment and nomination process
of political candidates in Canada (Carty et al. 2003; Cross
2016). For example, both C. Cheng and Tavits (2011) and
Cross and Pruysers (2019) find that women are more likely
to participate in local nomination races, and actually be
nominated, when women occupy positions of local party
authority—in their case the EDA presidency.

Based on this close relationship between a con-
stituency and its federal representative on the one hand,
and a large influence of the local political elite on the pro-
cess of becoming a candidate on the other hand, combined
with the theorised potential of female politicians to act
as role-models and to impact the behaviour or attitudes
of the electorate and (local) political elites, the following
hypothesis can be formulated:

The election of a woman to the Canadian

2
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House of Commons increases the number of
female candidates during the subsequent elec-
tion in the same federal electoral district.

Finding empirical evidence for this hypothesis is how-
ever fraught with difficulty. It is almost certain that a sim-
ple empirical examination of the relationship between the
exposure to female politicians and the number of female
candidates running for election will suffer from the prob-
lem of endogeneity. Most likely, the chances of female
electoral success and the number of women on the ballot
are jointly correlated with a shared set of unobserved or
unobservable factors which render naive estimates of the
causal effect of female electoral success on the number of
female candidates biased (Angrist and Pischke 2008, p.
61). Examples of factors which are correlated to both the
likelihood of female electoral success and the number of
female candidates could be the level of religious conser-
vatism among the electorate, female labour participation,
or income and wealth levels within the electoral district.

To overcome this problem of endogeneity, I will ex-
ploit the Canadian first-past-the-post electoral system
with a regression discontinuity (RD) design. In electoral
districts where the two strongest candidates are a combi-
nation of a woman and a man, treatment status—i.e. fe-
male electoral success—changes discontinuously around
a certain cut-off point: as soon as the strongest female
candidate gains a single vote more than any of her com-
petitors, the election is won by a woman. By comparing
electoral districts where the margin of victory is very close
to this cut-off point, credible estimates of the local average
treatment effect can be obtained.

The main results of the RD design indeed suggest
that in Canada, the election of a woman to the House of
Commons causes a substantial and statistically significant
increase in the number of female candidates during the
next election. After presenting evidence for the validity
of the RD design, I will aim to provide a more in-depth
exploration whether this causal effect can be attributed
to a role-model effect. Based on four extensions of the
main analysis, it must be concluded that no credible ev-
idence can be found for expectation that the election of
a woman increases the likelihood that other female can-
didates run for election. Instead the observed increase
in female candidates is most likely attributable to the
tendency of incumbent members of parliament to seek
re-election.

The remainder of this thesis is structured as follows:
in section 2, related research will be discussed, including
research on the relationship between exposure to female
politicians and female political participation and engage-
ment, the existence of role-model effects in general, and
the application of RD designs in electoral settings. The
identification strategy is discussed in detail in section 3,
followed by a description of the estimation and inference
techniques in section 4. The data and RD sample are

presented in section 5, and the main results of the RD
analysis are given in section 6. Tests for the validity of
the RD design are presented in section 7. In section 8,
four complementary RD analyses are conducted to fur-
ther investigate the potential causal mechanisms behind
the treatment effect. Finally, section 9 concludes.

2 Related literature

This thesis is closely related to three bodies of research.
First, this thesis builds upon a substantial body of litera-
ture on the relationship of female leadership in politics
and female political participation. Secondly, this thesis
is also related to studies on role-model effects in general.
Thirdly, this thesis draws methodologically on the ever-
popular application of a RD design in electoral settings to
estimate the effects of the results of elections on political,
economic, or social outcomes of interest. In this section, I
will discuss these three related bodies of research.

2.1 The relationship between exposure and
participation

Overall, the existing empirical evidence on the relation-
ship between exposure to female politicians and political
participation among women is mixed (Mariani et al. 2015).
In one of the earliest empirical examinations of this rela-
tionship, Verba et al. (1997, p. 1069) concluded that the
impact of women as part of the visible political elite on the
political engagement of women—as proxied by measures
on political knowledge and efficacy—was a ‘definitive
maybe’.

In a later ‘initial attempt’ to analyse existing survey
data in the US to explore whether symbolic representation
by female politicians affect the political behaviour and at-
titudes of women, Lawless (2004) argue that the ‘presence
of women in politics does not seem to affect women’s
political trust, efficacy, competence, and engagement’. In
a more extensive study of American elections and in a
large cross-national examination, Dolan (2006) and Karp
and Banducci (2008) reach similar conclusions, finding no
evidence in support of the idea that the presence of female
politicians has a clear impact on the political attitudes and
behaviour of women.

Multiple authors do however find (suggestive) evi-
dence on a positive relationship between exposure to fe-
male politicians and political participation. In the work of
Atkeson (2003), the earlier ‘definitive maybe’ from Verba
et al. (1997, p. 1069) is substituted by a resolute yes. Based
on regression analysis of data from the American National
Election Studies, Atkeson (2003, p. 1053) concludes that
‘the lack of visible female political players has helped the
gender gap in political engagement to persist’. In an envi-
ronment where competitive female politicians are present,
she finds that women are more likely to discuss politics

3
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and that they are more confident in their level of political
knowledge (see also Atkeson and Carrillo 2007). D. E.
Campbell and Wolbrecht (2006) also note that the pres-
ence of female politicians is associated with a process of
‘political socialisation’ of adolescent girls in the US—who
were more likely to expect to become involved in politics
later in life when exposed to female politicians.

Overall, the idea that exposure to female politicians
can have positive effects in the US seems to be broadly
accepted be a large number of researchers. Reingold
and Harrell (2010) conclude that an increased presence of
women in American politics ‘can have significant, mobiliz-
ing effects on women’, and Fridkin and Kenney (2014) ar-
gue that ‘women citizens are more active in politics when
represented by women senators’. Furthermore, some re-
searchers have also found evidence specifically in support
of the hypothesis of this thesis. For example, Palmer and
Simon (2005) analyse US House of Representatives elec-
tion from 1956–2002 to argue that the presence of female
incumbents ‘increases the entry and participation of fe-
male candidates’.

The positive relationship between exposure to female
politicians and political participation among women has
also been documented outside the US. In the UK, Norris
et al. (2004) observe that women tend to more politically
active—measured by voter turnout, campaign interest,
and voluntary campaign work—when female MPs are
elected. In Switzerland—infamous for its late adoption
of women’s suffrage—Gilardi (2015) also finds evidence
for a role-model effect, although he does note that the
positive effect of female representation on the inflow of
female candidates fades away over time, indicating that
role-model effects become less important as the level of
female representation in politics reaches a certain ‘ade-
quate level’. In light of this conclusion, it is no surprise
that in the relatively young democracies in Sub-Saharan
Africa, increases in the the percentage of women in parlia-
ments are ‘associated with increases in women’s political
engagement’ (Barnes and Burchard 2012). Similarly, in In-
donesia, Shair-Rosenfield (2012) found that the presence
of female incumbents increased the likelihood of high-
position nomination and election for female newcomers.

Both Wolbrecht and D. E. Campbell (2007), and
Bühlmann and Schädel (2012) analyse large cross-national
datasets to find evidence for the suggestion that increased
female representation is associated with heightened po-
litical engagement among women and girls, ‘inspiring
other women to be politically motivated and active them-
selves’. Alexander (2012) also documents a positive as-
sociation between the presence of women in parliaments
and women’s beliefs about women’s ability to govern in
25 countries. Finally, Liu and Banaszak (2017) use data
from 20 democracies to argue that not only the share of
female legislators, but also the presence of female cabinet
members is associated with increased levels of political

participation among women.
Unfortunately, all these studies suffer from an impor-

tant common drawback: the lack of credible identification
strategies preclude drawing definitive conclusions on the
potential causal effect of exposure to female politicians on
the political behaviour and attitudes of women. Several
studies with more credible research designs have been
conducted, which again show mixed evidence for the ef-
fects of female representation on political engagement
among women.

A number of researchers have exploited a policy ex-
periment in India where in a group of randomly selected
villages, one-third of the council seats was reserved for
women. First, Chattopadhyay and Duflo (2004) found
that political participation among women increased sig-
nificantly in the West Bengali villages that witnessed an
increase in female representation on the village council
due to the policy experiment. Secondly, Beaman, Chat-
topadhyay, et al. (2009) observe that exposure to female
leadership significantly reduces prejudice against female
leadership. Thirdly, Beaman, Duflo, et al. (2012) also
found that an increase in female representation in the
village councils had a substantial positive impact on the
educational and professional aspirations of girls, while
it simultaneously contributed to closing the gender gap
in educational outcomes and time-use patterns. Overall,
there is substantial evidence that the quota-based increase
in female representation in West Bengal created an social
and political environment in which aspiring female politi-
cians were more likely to prosper.

Most closely related to this thesis are empirical stud-
ies that apply RD designs to estimate the causal effect
of the election of a woman on the female political be-
haviour during the subsequent election. The first author—
to my knowledge—to utilise a RD design in such setting
is Broockman (2014), who uses data from US State leg-
islative elections. Although he finds that female electoral
success has a large positive effect on the likelihood of a
female candidate in the subsequent election in the same
district, it seems that this effect is attributable to the ten-
dency of politicians in the US to almost always run for
re-election. None of Broockman’s (2014) results indicate
that the election of a woman induces other women to run
for election. For example, the effect of female electoral
success on the number of female candidates in nearby
districts is found to be zero.

However, based on evidence on the effect of women
holding more prominent offices (governors and senators)
on the female proportion of candidates for US state legisla-
tures, Ladam et al. (2018) challenge the overall conclusion
that female role-models do not seems to cause female can-
didates to emerge in the US. Although their identification
strategy—a variation of propensity score matching—is
more prone to bias due to unobserved confounding vari-
ables, their conclusion can cast doubt on whether the

4
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results of Broockman (2014) also apply to situation where
women get elected to more prominent offices—such as
federal, instead of local legislative bodies.

In India, Bhalotra et al. (2018), use a similar identifica-
tion strategy and draw similar conclusions as Broockman
(2014). Bhalotra et al. (2018) apply a RD design to In-
dia’s state elections to analyse whether female electoral
success increases the share of women as candidates for
subsequent elections. They find that the election of a
woman results in a significantly higher share of female
candidates in the following election. This higher share is
however attributed to the propensity of females to run
for re-election, and not to a larger entry of new female
candidates. Analysing elections at different levels (na-
tional, regional, municipal) in Poland with a RD design,
Jankowski et al. (2019) also note a large incumbency effect
to be present, yet no empowerment effect: the election of
women does not seem to cause an increase in the number
of non-incumbent women running for election. Interest-
ingly, Jankowski et al. (2019) do find limited evidence
for a contagion effect, observing that political parties are
more likely to nominate women at high positions on their
lists when female politicians from opposing parties had
enjoyed electoral success.

2.2 Role-model effect outside of politics

In areas outside politics where gender gaps are present,
mitigating role-model effects have also been found in
studies with credible identification strategies. The over-
all message of these studies is that the visibility of, and
exposure to female role-models can cause changes in the
behaviour and attitudes of other women in a wide variety
of (unexpected) settings.

In corporate settings for example, a larger share of
women in leadership positions is found to have a spillover
effect on the likelihood that other women occupy posi-
tions in top management in a large-scale fixed-effects
study conducted by Matsa and A. R. Miller (2011). In
Norway, where gender quotas for corporate boards have
recently been implemented, Kunze and A. R. Miller (2017)
also find that a larger share of women in leadership po-
sitions is associated with a decrease in the gender gap
in promotions. Although this effects could be largely
attributable to the likelihood of more female-friendly cul-
tures in firms where women occupy (more) leadership
positions (Tate and Yang 2015), Bertrand et al. (2018) do
observe that one of the effects of the mandatory Norwe-
gian gender quota was that young women in business
reported more positive career expectations after the quota
went into effect. So, even though Bertrand et al. (2018) do
not find credible evidence themselves for a direct spillover
effect of the gender quotas, they do conclude that ‘It is
possible that the positive mindset the reforms induced
among young women in business will ultimately encour-

age them to stay on the fast track for longer’.
In educational settings, role-model effects have also

been found. In an experimental study where students
were randomly assigned to their professors, Carrell et al.
(2010) found that female students were more likely to pur-
sue a major in male-dominated STEM disciplines when
they had a female professor for the mandatory introduc-
tory courses in these disciplines. Similar results were
found by Porter and Serra (2020) in a field experiment
where female students who were exposed to successful
and charismatic female economics graduates were more
likely to major in economics themselves.

Several authors have also documented a role-model
effect of exposure to less traditional gender roles in tele-
vision. In rural India, Jensen and Oster (2009) find a
positive effect of the introduction of cable television on
the status of women based on a fixed effects model. In
Brazil, researchers have exploited regional variation in
the availability of television channels to conclude that
that exposure to modern lifestyles and emancipated fe-
male roles in telenovelas was associated with increased
divorce rates (Chong and Ferrara 2009), and has led to
significantly lower fertility (La Ferrara et al. 2012).

Overall, there is considerable evidence that role-model
effects do exist and that the exposure to role-models can
influence behaviour and attitudes in a wide array of situ-
ations.

2.3 Regression discontinuities and elections

Since the seminal work of Lee (2008), who uses a RD de-
sign to estimate the electoral advantages of incumbency in
US House elections, RD designs have been widely applied
to first-past-the-post elections (e.g. Butler 2009; Eggers and
Hainmueller 2009). The reason behind the popularity of
RD designs in electoral settings is that RD designs do
not only provide easily interpretable estimates of causal
effects, but the characteristics of elections also provide
strong theoretical and empirical evidence for the validity
of the RD design (Eggers, Fowler, et al. 2015)—although
Caughey and Sekhon (2011) have argued that the assump-
tions of the RD design were violated in several US House
elections. The methodological aspects of RD designs, and
validity tests will be discussed in section 3. In this sec-
tion, I will first briefly discuss some notable examples of
papers where RD designs have been applied to elections
to study the effect of the electee’s gender on a number of
outcome variables.

Ferreira and Gyourko (2014) use a data set on mayoral
elections in the US to study whether gender affects policy
outcomes and whether the election of a female mayor has
a political spillover effect on the success on other females
competing in elections for public office. Although the
authors find that female mayors are more likely to be re-
elected than male mayors, they do not find any significant

5



S. Hoogeveen Master Thesis Policy Economics 3 Identification strategy

effect on a range of other outcome variables, including
the size of local government, the allocation of public re-
sources, and crime rates. Furthermore, they conclude that
having a woman as mayor does not increase female po-
litical participation, because it does not improve the elec-
toral success of other females—although their definition
of political participation as electoral success is somewhat
problematic.

A similar study is conducted by Brollo and Troiano
(2016), who analyse the effects of the election of a female
mayor in Brazil on a range of outcome variables by apply-
ing a RD design to close elections. They find that female
mayors are less likely to face corruption charges, but they
are also less likely to be re-elected. Although Brollo and
Troiano (2016) discuss the implications of their research
on female political participation, they do not investigate
whether the election of a female mayor itself raises partic-
ipation or induces other women to run for office.

Another interesting line of research employs RD de-
signs to investigate whether female politicians are outper-
formed by their male competitors. For example, Anasta-
sopoulos (2016) applies a RD design to primary elections
for the US House of Representatives in the period 1982–
2012 to estimate whether a gender penalty exists in terms
of campaign funding or general election voting shares.
He concludes that this is not the case, even finding some
evidence that women enjoyed a slight electoral advan-
tage.

Baltrunaite et al. (2019) provide more explicit evidence
for the existence of a preference for female politicians
among the electorate in Italy. Their application of a RD
design is however different from the examples discussed
above, because they do not exploit a first-past-the-post
electoral system. Instead, Baltrunaite et al. (2019) analyse
a Italian law that introduced ‘double preference voting’
only in municipalities with over 5000 residents. The re-
sults of this study show that ‘if voters are given the option
of casting a preference vote for one candidate of each gen-
der, they do select female candidates more often.’ At
least in Italian municipal elections, outright discrimina-
tion among the electorate does not seem to act as a barrier
to female political success. On the contrary, female politi-
cians might enjoy a (slight) competitive advantage com-
pared to men, a conclusion which has also been drawn
in the Canadian context (see for example Bashevkin 2011;
J. H. Black and Erickson 2003; Thomas and Bodet 2013).

3 Identification strategy

The main challenge of applied econometric research is the
credible identification of causal effects. Without a valid
research design and an identification strategy with clearly
articulated assumptions backed up by empirical evidence,
standard regression analysis will generally not provide
any persuasive causal estimates. Since the ‘credibility

revolution’, design-based research has become the stan-
dard of empirical economics (Angrist and Pischke 2010).
Applied economists have increasingly turned to carefully
implemented quasi-experimental methods where causal
inference is justified based on explicitly stated assump-
tions backed by empirical evidence.

In the following sections, I will first provide a brief
explanation of the reason why causal inference is funda-
mentally problematic. Based on this discussion, I will
show how a regression discontinuity (RD) design can be
used to obtain a credible estimate of the causal effect of
the election of a female politician to the Canadian House
of Commons on the number of female candidates during
the following election. I will pay explicit attention to the
key identifying assumption of the RD design, and discuss
three empirical tests that can provide evidence for the
validity of this assumption.

3.1 The fundamental problem of causal infer-
ence

Before the fundamental problem of causal inference can
be addressed, it is important to have a formal definition
of causality. In economics, the most common definition
of causality is based on the potential outcome framework
popularised by Rubin (1974). In the Rubin Causal Model,
each unit is considered to face multiple potential out-
comes associated with that unit’s exposure to the treat-
ment (Angrist and Pischke 2008; Imbens and Rubin 2010;
Rubin 2005; Splawa-Neyman et al. 1990). In the context
of this thesis, this means that for each electoral district
i during election t, there will be a potential number of
female candidates Y1it if a woman had won the previous
election (Dit−1 = 1), and a potential number of female
candidates Y0it if a woman had not won the previous
election (Dit−1 = 0). The potential number of female
candidates in each electoral district can thus be defined
as:

Potential outcomes ≡
{

Y1it if Dit−1 = 1
Y0it if Dit−1 = 0

In the Rubin Causal Model, the causal effect of the treat-
ment is then simply defined as the difference between the
two potential outcomes: Y1it −Y0it.

Unfortunately, this causal effect can never be observed
directly since the different treatment statuses are mutually
exclusive. For each unit, only a single potential outcome
associated with the treatment received by that unit will
be observed. For example, in electoral districts where a
woman won the previous election, only Y1it will be ob-
served, while the value of Y0it will remain fundamentally
unknown. This mutual exclusivity of treatment status
gives rise to the ‘The Fundamental Problem of Causal In-
ference’, a notion first coined by Holland (1986). With this
notion, Holland (1986) emphasized that the identification
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of a causal effect of treatment Y1it −Y0it for each individ-
ual unit is fundamentally impossible, because only one of
the potential outcomes will materialise and be observable.

Although the individual causal effect of a treatment
at the level of the unit Y1it −Y0it remains fundamentally
unknown, it is still possible to obtain credible estimates
of an average causal effect of the treatment for the popu-
lation of interest: E[Y1it]−E[Y0it]. Since these averages
can both be observed, in principle, the average treatment
effect (ATE) can be estimated. Regrettably, a simple com-
parison of average outcomes will only provide an unbi-
ased estimate of the ATE under very specific—and often
unrealistic—conditions.

3.1.1 Selection bias

To see under which conditions a comparison of average
outcomes can be used for the identification of the average
treatment effect, note that the observed outcome Yit can
be expressed as:

Yit = Y0it + Dit−1(Y1it −Y0it)

Using this formula, the observed average outcomes for
the treated and untreated groups of units E[Yit|Dit−1] can
be expressed as:

E[Y0it|Dit−1 = 0]

if Dit−1 = 0, and

E[Y0it|Dit−1 = 1] + E[Y1it −Y0it|Dit−1 = 1]

if Dit−1 = 1.
In the latter equation, E[Y1it −Y0it|Dit−1 = 1] denotes

the average effect of the treatment on the treated (ATT).
Differences in the observed average outcomes will how-
ever not only depend on this treatment effect, but also on
any potential dissimilarities in the ‘baseline’ expected out-
come E[Y0it] between the treated and untreated groups of
units:

E[Yit|Dit−1 = 1]−E[Yit|Dit−1 = 0]︸ ︷︷ ︸
Comparison of observed outcomes

=

E[Y1it −Y0it|Dit−1 = 1]︸ ︷︷ ︸
ATT

+

E[Y0it|Dit−1 = 1]−E[Y0it|Dit−1 = 0]︸ ︷︷ ︸
Selection bias

(1)

It is the last part of this equation, known as the selec-
tion bias, which makes the identification of the average
treatment effect challenging. In most situations, there are
good reasons to believe that selection bias will render a
naive comparison of observed outcomes unsuitable for
the identification of a causal effect. The reason for this is
that on average, the units receiving treatment are likely to
differ in various ways from the untreated units. If Y0it is

correlated with any factors or characteristics in which the
treated and untreated groups are dissimilar, the observed
difference in outcomes will not only be attributable to the
treatment effect, but also to a selection bias (Angrist and
Pischke 2008, p. 61).

In the context of this thesis, there can be several rea-
sons to expect some form of selection bias. On average,
the districts where women won the last election could
very well differ from other district in terms of the share
of female voters, the percentage of voters holding more
traditional beliefs about gender roles, or the level of fe-
male participation in the labour market or local politics. If
such factors also affect the number of female candidates in
the electoral district, differences in the average observed
number of female candidates are not only attributable
to the treatment status, but to the average differences in
these confounding factors.

3.1.2 The gold standard: randomized experiments

Ideally, the problem of selection bias can be solved
through randomised assignment of the treatment, which
would make the potential outcomes Y1it, Y0it independent
of the treatment status. This independence eliminates the
selection bias because it results in: E[Y0it|Dit−1] = E[Y0it].
With randomly assigned treatment, a comparison of the
observed average outcomes will provide credible esti-
mates of the average treatment effect. For this reason,
the randomised experiment is often regarded as the gold
standard of causal inference—and as a benchmark for
research based on other identification strategies.

Random assignment of the treatment status is how-
ever not always possible or feasible. In the context of this
study, it is somewhat obvious that it is not possible to
randomly determine whether elections are won by female
or male candidates. Unless the electorate votes at random,
only a constitutional overhaul would be capable of creat-
ing a situation where seats in the House of Commons are
assigned randomly to male and female politicians.

An alternative to randomised assignment of the treat-
ment variable in real-life situations, is a simulation of
the mechanism of interest in a controlled laboratory ex-
periment. However, given the the long-term nature, the
importance, and the complexity of real-life parliamentary
elections it is almost certain that the results obtained in
an artificial laboratory setting will lack external validity:
what happens in a laboratory will likely be incomparable
to the dynamics of real parliamentary elections.

3.1.3 Dealing with dependence: match & control

In principle, the absence of random assignment of the
treatment can be addressed by the addition of control
variables to regression analysis or by means of statisti-
cal techniques such as propensity score matching. These
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identification strategies all rely on the conditional indepen-
dence assumption (Angrist and Pischke 2008, p. 69). The
implication of this assumption is that causal inference
based on these strategies is only credible and unbiased if
the potential outcome Y0it is independent of the treatment
conditional on the vector of covariates X it added to the
analysis/used to perform the matching:

E[Y0it|Dit, X it] = E[Y0it|X it]

This conditional independence assumption is a very
strong assumption of which the validity cannot be tested
by empirical evidence alone. In almost any situation,
there is a distinct risk that unknown or unobservable
confounding factors cause a violation of this assumption.
Given the complexity of many of the topics studied in
applied econometrics, selection bias will remain a distinct
possibility when causal inference is based on the condi-
tional independence assumption, because any confound-
ing factor that is not included in X it can result in omitted
variable bias (Angrist and Pischke 2008, p. 59–64).

3.2 Regression discontinuity designs

Up until now, credible identification of the causal effect
of female electoral success on the number of female can-
didates in the next election seems to remain nearly im-
possible: the potential outcomes are unlikely to be inde-
pendent of the treatment status and control- or matching
strategies will almost certainly suffer from bias due to
unobserved or unobservable confounding factors. For-
tunately, the first-past-the-post electoral system used in
the Canadian parliamentary elections can be exploited
for credible causal inference through the application of a
regression discontinuity (RD) design.

In their essence, RD designs are based on the idea
that in situations where the treatment status changes dis-
continuously at a certain cut-off point, the observed out-
comes of the units that are located just below this cut-off
point—and thus did not receive treatment—can be used
to construct a counterfactual for the units that are located
slightly above the cut-off point—and did receive treat-
ment. In the following section, I will provide a more
detailed and formal account of the ideas behind RD de-
signs, the key identifying assumption on the continuity of
the potential outcome at the cut-off point, and a number
of validity tests that can provide empirical evidence in
support of this identifying assumption.

3.2.1 The good and bad of deterministic treatment

Any RD design is based on a discontinuity in treatment
status as a function of some observable forcing variable.
In the case of this thesis, treatment status can be seen as
a discontinuous and deterministic function of the voting

share obtained by the strongest female candidate.2 If and
only if the strongest female candidate in an electoral dis-
trict obtained more votes than any of her competitors dur-
ing the previous election, than the district is treated—i.e.
a woman has won the previous election. More specifically,
treatment Dit−1 is determined in each district as:

Dit−1 =

{
1 if ṽit−1 > 0
0 if ṽit−1 < 0

where ṽit−1 is the normalised forcing variable defined
as the difference between the vote share of the strongest
female candidate vi during election t − 1 and the vote
share of her strongest opponent ci—who can be either
male or female.

An important consequence of the deterministic rela-
tionship between the treatment status and the forcing
variable is that the conditional independence assumption
mentioned earlier will be trivially satisfied once controls
for the forcing variable are added to the analysis. Condi-
tional on the forcing variable, there is no variation in the
treatment status left, and potential outcomes will thus be
independent of the treatment status (Imbens and Lemieux
2008).

The flip-side of the coin is however that the determin-
istic manner in which treatment depends on the forcing
variable also results in the violation of the common sup-
port assumption (Heckman et al. 1998; Rosenbaum and
Rubin 1983). There exists no value of ṽit−1 for which both
treated and untreated units can be observed. In each of
the electoral districts with ṽit−1 > 0, female candidates
won the previous election, whereas in the districts with
ṽit−1 < 0, elections were exclusively won by men. For
any specific value of ṽit−1, it is therefore impossible to
compare the observed outcomes of treated and untreated
districts, since for each value of ṽit−1 either treated or
untreated districts will exclusively be observed.

In RD design-based research, the common support
assumption is substituted by a different, but relatively
weak, identifying assumption. Instead of comparing the
outcomes of treated and untreated units with common
values of the forcing variable ṽit−1, the outcomes of un-
treated and treated units close to the cut-off point ṽit−1 = 0
are used to obtain an credible estimate of the treatment
effect.

3.2.2 A close cousin of randomized experiments

The first authors to introduce a RD design were Thistleth-
waite and D. T. Campbell (1960), who proposed a some-
what alternate way of looking at situations where treat-
ment is a deterministic and discontinuous function of a

2Since treatment is determined in a deterministic manner, this case
represents a sharp RD. If treatment status would instead show variation
at both sides of the cut-off (while still showing a discontinuity at the
cut-off), fuzzy RD design-based causal inference would still be possible,
although in a slightly different manner.
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single and observable variable. In their study on the effect
of receiving a Certificate of Merit on students’ academic
performance, they argued that a RD analysis can be re-
garded as a substitute for a ‘true’ experiment by focusing
on the observations immediately around the cut-off point
where treatment status is discontinuous (see also D. T.
Campbell and Stanley 1963).

Lee and Lemieux (2010) follow this line of reasoning
and regard RD design as a ‘close cousin’ of randomised
experiments, providing a more formal discussion of the
similarity of RD designs and experiments. Conceptually,
in both an experimental setting, as well as in a RD de-
sign, treatment can be expressed as a deterministic and
discontinuous function of a forcing variable. The main
difference is however that in randomised experiments,
treatment status can be thought of as a function of a forc-
ing variable which is itself randomly distributed over the
studied population—and thus independent of the poten-
tial outcomes.

In contrast, in most RD designs the forcing variable
will not be randomly distributed, and is therefore likely to
be correlated with the potential outcomes. For example,
in the Thistlethwaite and D. T. Campbell (1960) study, stu-
dents received a Certificate of Merit if they had a test score
above a certain threshold. The students’ test score will
almost certainly be correlated with their potential future
academic performance. Comparisons of the observed out-
comes for the groups who do and do not receive treatment
will not only capture the causal effect of the treatment,
but also a type of selection bias.

To prevent this correlation between the forcing vari-
able and the potential outcomes to bias the estimate of the
causal effect, a RD design focuses on a comparison of the
observations where the value of the forcing variable is just
below, or just above the cut-off point. More specifically,
in a RD design the causal treatment effect of interest can
be identified comparing the observed outcomes as the
forcing variable approaches the cut-off point:

lim
ṽit−1↓0

E[Yit|ṽit−1]− lim
ṽit−1↑0

E[Yit|ṽit−1]︸ ︷︷ ︸
Comparison of outcomes at the cut-off point

=

E[Y1it −Y0it|ṽit−1 = 0]︸ ︷︷ ︸
LATE

+

lim
ṽit−1↓0

E[Y0it|ṽit−1]− lim
ṽit−1↑0

E[Y0it|ṽit−1]︸ ︷︷ ︸
Confounding discontinuity bias

(2)

Analogous to Equation 1, this comparison of the ob-
served outcomes as the forcing variable approaches the
cut-off point is composed of two distinct elements. First,
there is the local average treatment effect (LATE) which
measures the effect of female electoral success for the
districts close to the cut-off point ṽit−1 = 0. The second
component of the comparison is a potential bias term,

which I will call the confounding discontinuity bias.
There is an important difference between the selec-

tion bias of Equation 1 and the confounding discontinuity
bias appearing in Equation 2 which makes the condition
for unbiased RD estimates considerably ‘weaker’ than
the conditional independence assumption. Whereas se-
lection bias disappears only when the expected (condi-
tional) potential outcome E[Y0i|Dit−1] is the same for the
treated and untreated groups, the confounding disconti-
nuity bias already disappears when the expected poten-
tial outcome E[Y0i|ṽit−1] behaves continuously around
the cut-off point ṽit−1 = 0.

The identifying assumption of a RD design does thus
not require the potential outcome E[Y0i] to be (condition-
ally) independent of the treatment status. Instead, as
Hahn et al. (2001) show, the identifying assumption of
causal inference in a RD design is:3

E[Y0it|ṽit−1] is continuous at ṽit−1 = 0.

Under this assumption, there will be no confound-
ing discontinuity bias, because limṽit−1↓0 E[Y0it|ṽit−1] =

limṽit−1↑0 E[Y0it|ṽit−1]. Consequentially, the local average
treatment effect (LATE) on the treated around the cut-off
ṽit−1 = 0 can be identified as:

E[Y1it −Y0it|ṽit−1 = 0] =

lim
ṽit−1↓0

E[Yit|ṽit−1]− lim
ṽit−1↑0

E[Yit|ṽit−1]

In the following section, I will discuss statistical tests
that can provide empirical evidence for the validity of the
identifying assumption of a RD design. In section 4, I will
then examine the techniques that can be used to estimate
the local average treatment effect in more detail.

3.3 Validity tests

At first sight, the identifying assumption of a RD design
seems equally untestable as the conditional independence
assumption mentioned earlier, because E[Y0it|ṽit−1 >

0] will remain fundamentally unobservable. Lee and
Lemieux (2010) show however that as long as units have
no precise control over the forcing variable ṽit−1, treatment
Dit−1 can be regarded ‘as good as’ randomly distributed
closely around the cut-off. The result of such local ran-
domisation of treatment is that the distribution of the
potential outcomes E[Y1it|ṽit−1] and E[Y0it|ṽit−1] will be
continuous in any value of ṽit−1.

3As both Hahn et al. (2001) and Lee and Lemieux (2010) point out,
this is the bare minimum assumption of an RD. However, in both papers,
the stronger assumption is made that E[Y0it|ṽit−1] and E[Y1it|ṽit−1] are
continuous for any value of ṽit−1. The intuition here is that assuming
that only one of the conditional expectation functions is continuous at
a particular point seems not very natural and reasonable—especially
if this particular point is a normalised forcing variable as is the case in
this thesis. Strictly speaking, this stronger assumption is however not
necessary for the identification of a causal effect.
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Intuitively, the local randomisation of treatment can
be explained as follows: as long as the forcing variable is
at least partly determined by a stochastic process, units
with exactly identical (observed and unobserved) char-
acteristics can end up with different values of ṽit−1 by
chance. This means that if it would be possible to hold
a close mixed-gender election multiple times under the
exact same circumstances—i.e. with the same candidates,
in the same district, and at the same time—the presence
of a stochastic effect on the candidates’ voting share im-
plies that in some of these elections the female candidate
would win, and in others she would lose.

More formally, following Lee and Lemieux (2010), in
the presence of a stochastic component ηi affecting the
forcing variable, the RD design can expressed as the set
of equations:

Yit = τDit−1 + γ1X i + εi

ṽit−1 = γ2X i + ηi

where Dit−1 is the treatment variable and X i is a vector of
the systematic covariates affecting the outcome or the forc-
ing variable (or both). Lee and Lemieux (2010) then define
imprecise control as the situation where conditional on
X i and εi the density of ηi—and consequentially ṽit−1—is
continuous. In the context of this thesis, such continuity
would mean that for each district, the probabilities of hav-
ing a ṽit−1 just below or above 0 are the same (Lee 2008,
p. 679).

Using Bayes’ theorem, Lee and Lemieux (2010) for-
mally show that the continuity of the conditional density
of ṽit−1 implicates that the potential outcome Y0it—as a
function of X i and εi—will also be continuous in ṽit−1. In
the absence of precise control over the forcing variable
around the cut-off point, there is therefore a (refutable)
prediction that the identifying assumption of the RD de-
sign holds, because treatment is locally randomised (Lee
and Lemieux 2010).

This relationship between the lack of precise control
over the forcing variable and the continuity of potential
outcomes also sheds light on a number of ways in which
the validity of a RD design can be tested. First, an inspec-
tion of how the forcing variable is determined for each
district can provide some initial arguments in favour of
the validity of RD designs. In the case of free democratic
elections there is an strong expectation that the share
of votes obtained by each candidate cannot be perfectly
controlled—at least in the absence of voting fraud. Sec-
ondly, there are three widely used empirical tests that can
provide evidence for the validity of RD designs (Eggers,
Fowler, et al. 2015; Lee and Lemieux 2010). In the next
sections, I will discuss these tests.

3.3.1 Forcing variable density test

Although it seems reasonable to expect that voting shares
cannot be precisely controlled in a well-functioning

democracy, direct proof for the lack of precise control
will remain unattainable—because the forcing variable for
each district is observed only once every election. Indirect
evidence for the lack of precise control over the forcing
variable can however be found based on an examination
of the observed density of the forcing variable around
the cut-off. McCrary (2008) was the first to introduce a
formal test based on the idea that in the absence of precise
control, the density of the forcing variable is expected to
be continuous at the cut-off point. A discontinuity sug-
gests that there is complete manipulation of the forcing
variable. Although this would not necessarily mean that
the RD design would be invalid—i.e. the expected poten-
tial outcomes could still be continuous conditional on the
forcing variable at the cut-off—it would nonetheless call
the credibility of the RD design into question.

Cattaneo, Jansson, et al. (2020) have more recently
proposed a non-parametric density estimator based on lo-
cal polynomial techniques for which they have provided
easy-to-use software packages in Stata and R (see also
Cunningham 2021, sec. 6.3.1).4 In contrast to the original
McCrary (2008) density test, this newer non-parametric
manipulation test does not require pre-binning. As a re-
sult, the statistical power of Cattaneo, Jansson, et al.’s
(2020) test is likely superior. To investigate whether there
is precise control over of the forcing variable, I will present
both density tests in section 7.1.

3.3.2 Covariate balance test

Related to such tests on potential discontinuities of the
density of the forcing variable are tests that examine
whether the treated and untreated units near the cut-off
are similar in terms of baseline covariates. As discussed
above, the local randomisation of treatment close around
the cut-off should not only result in the continuity of
the potential outcomes at the cut-off, but also in a con-
tinuous distribution of baseline covariates (or placebo
outcomes known to be unaffected by the treatment). Lee
and Lemieux (2010) note that discontinuities in any pre-
treatment covariates would cast doubt on the identifying
assumption of RD designs. Intuitively, discontinuities
in covariates which are known not to be affected by the
treatment would not only raise questions on the local ran-
domisation of treatment around the cut-off, but it would
also make the presence of a confounding discontinuity
bias around the cut-off plausible.

Implementing this test is relatively straightforward:
potential discontinuities in the observed baseline covari-
ates at the cut-off point can (and should) be analysed by
application of the same RD methods and techniques used
in the main analysis (Cattaneo, Idrobo, et al. 2019, p. 90).
Each covariate is thus analysed as if it is the outcome of
interest. Any non-zero effect raises doubt on the validity

4See https://rdpackages.github.io/.
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of the RD design—although it is important to note that
with a confidence interval of 95%, there is a 5% chance of
a false identification of a non-zero effect. The results of
this test are presented in section 7.2.

3.3.3 Placebo discontinuities test

The third validity test is a kind of placebo test suggested
by Imbens and Lemieux (2008), that analyses whether the
outcome variable is discontinuous at values of the forcing
variable where there is no variation in the treatment sta-
tus. If such discontinuities are found to exist, this would
suggest that the expected potential outcomes conditional
on the forcing variable around the cut-off could also be
discontinuous. In the context of this thesis, this falsifica-
tion test could for example be implemented by estimating
the treatment effect around the placebo cut-off point of
ṽit−1 = 0.1—where both the districts to the left and right
had a female winner. If the identifying assumption of the
continuity of the potential outcomes holds for all values
of ṽit−1, this should mean that no treatment effect should
be found at the artificial cut-off points. After all, around
this point, there is no actual change in treatment, and the
outcome variable should thus be continuous. The results
of this validity test are presented in section 7.4.

4 Estimation and inference

Broadly speaking, two main approaches are possible for
the estimation of treatment effects in a RD design. First,
treatment effects can be estimated with a global or para-
metric regression models where assumptions have to
be made on the functional form of the relationship be-
tween the forcing variable and the outcome variables—i.e.
whether the relationship between the forcing variable and
the potential outcomes are linear, quadratic, or logarith-
mic. Since the true functional form of this relationship
is almost always unknown, there will be a potential for
misspecification bias when treatment effects are estimated
using parametric models. In RD designs, misspecification
bias can be especially problematic, since the treatment
effect is estimated as the difference between two local
values of a function at its boundary—i.e. at the cut-off
point. Although global polynomial estimates will gener-
ally provide an accurate global approximation of a func-
tion, this is not always the case for boundary points due
the Runge’s phenomenon (Cattaneo, Idrobo, et al. 2019, p.
40).

To reduce the likelihood of biased estimates due to
misspecified functional forms, local non-parametric es-
timation techniques have became increasingly popular
in RD designs. Since Hahn et al.’s (2001) work on RD
designs, the use of local linear (or low-order polynomial)
regression models has been widely recommended. These
non-parametric methods are based on the idea that over

a sufficiently small interval, any continuous function can
be accurately approximated by a linear function. Thus, by
running linear regressions on observations in close prox-
imity to the cut-off point, misspecification bias can be min-
imised. Furthermore, discarding observation far removed
from the cut-off point reduces the sensitivity to observa-
tions with extreme values of ṽit−1—which are unlikely to
be informative for the estimation of limṽit−1↓0 E[Yit|ṽit−1]

and limṽit−1↑0 E[Yit|ṽit−1], or could even result in biased
estimates (Gelman and Imbens 2019). Unfortunately, lo-
cal non-parametric approaches do have an obvious draw-
back: discarding observations further removed from the
cut-off point reduces the sample size, which can conse-
quentially deteriorate the precision of the estimates.

Estimation of treatment effects in RD designs thus
involves a bias-variance trade-off: global polynomial ap-
proaches are more likely to produce biased estimates,
while local non-parametric approaches suffer from a re-
duction in the sample size and a loss in precision. In this
thesis, I will estimate the treatment effect using both ap-
proaches. Furthermore, I will pay explicit attention to the
sensitivity of the estimates to changes in the bandwidth
and functional specification. A high sensitivity to alterna-
tive bandwidth selections or functional forms would call
for a more cautious interpretation of the estimates.

4.1 The global parametric approach

The easiest way to obtain an estimate of the treatment
effect

τ = lim
ṽit−1↓0

E[Yit|ṽit−1]− lim
ṽit−1↑0

E[Yit|ṽit−1]

is to estimate two separate regression models on both
sides of the cut-off point:

Yit = αl + fl(ṽit−1) + εit for ṽit−1 < 0
Yit = αr + fr(ṽit−1) + εit for ṽit−1 > 0

where αl and αr are the intercepts of the regressions and
f (·) is the functional form of the relationship between the
forcing variable and the outcome. This can be done using
ordinary least squares (OLS) estimation methods. Since
the cut-off point in this case is ṽit = 0, the treatment effect
can be calculated as τ̂ = αr − αl .

A drawback of this simple method is that it does not
directly produce standard errors. To avoid having to
calculate the standard errors manually, the two separate
regression models can be combined in a single pooled
regression model:

Yit = α + τDit−1 + f (ṽit−1) + Dit−1 f (ṽit−1) + εit

where τ is the causal effect of interest, and the interaction
term Dit−1 f (·) allows for differences in the regression
function at both sides of the cut-off point. As mentioned
before, a potentially problematic aspect of the global para-
metric approach is finding the correct approximation of
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the underlying functional form of f (·). In the next sec-
tions, I will discuss two strategies that can be used to try
to determine this underlying functional form.

4.1.1 Graphical inspection

As a starting point, graphical inspection of the data can
provide an overall idea of the functional form of f (·). A
simple scatter plot can be used first to inspect the raw
data, but far more common in RD settings is to present
a plot with (i) local sample means for binned data, and
(ii) global polynomial fits estimated separately at both
sides of the cut-off point (Cattaneo, Idrobo, et al. 2019;
Lee and Lemieux 2010). As with virtually any aspect of
applied econometrics, the canonical RD plot with binned
data involves choices which can (drastically) affect the
resulting graph: (i) the location of the bins, and (ii) the
number of bins (Cattaneo, Idrobo, et al. 2019).

On the location of the bins, there are two main options:
the bins can be constructed to be of equal length in terms
of the forcing variable, or the bins can be constructed to
include a similar number of observations. An important
advantage of the latter option is that the similar number
of observations in each bin results in local means that are
estimated with similar precision, while it also provides a
first glimpse at the distribution of the observations (Cat-
taneo, Idrobo, et al. 2019, p. 25).

With respect to the number of bins, there is a whole
range of possibilities. At its core, the number of bins in-
volves a trade-off in bias and variance (Lee and Lemieux
2010, p. 308). As the number of bins is inversely related
to the number of observations in each bin, the estimated
local averages lose precision when more bins are used.
Reducing the number of bins will however increase the
risk of bias because the local sample means can fail to pro-
vide a good approximation for the underlying functional
form. Calonico, Cattaneo, and Titiunik (2015) propose
two data-driven selectors that can be used to choose the
number of bins: the integrated mean squared error (IMSE)
method and the the mimicking variance method. The
IMSE method is designed to ‘trace out’ the underlying
regression function while the mimicking variance method
is constructed to replicate the variability of the underlying
data. For the main results, I will present RD plots created
with both methods.

4.1.2 Sensitivity analysis & cross-validation

In addition to graphical representation of the RD design,
it is common practice to provide estimates for various
functional specifications to showcase the sensitivity of the
results. As usual, estimates that are robust to alternative
orders of polynomials suggest no substantial misspeci-
fication bias, whereas a high sensitivity calls for closer
inspection and a more cautious interpretation of the re-
sults.

More formal criteria for model selection are also avail-
able. A commonly used method to determine the quality
of a model relative to models with different specifications
is to calculate the Akaike (1974) Information Criterion
(AIC), defined as 2K − 2 ln(L̂)—where k is the number
of parameters of the model and L̂ is the likelihood of the
function (e.g. D. A. Black et al. 2007; van Kippersluis et al.
2011). This AIC is based on the trade-off between the
goodness-of-fit of a specific model and that model’s sim-
plicity. The model with the lowest AIC is considered to
be of the highest quality. It must however be stressed
that indicators such as the AIC measure global goodness-
of-fit, whereas the purpose of a RD design is to obtain
local estimates of the function at the cut-off point (Gel-
man and Imbens 2019). The value of the AIC is therefore
limited when determining the quality of a model at the
boundaries points.

4.2 The local non-parametric approach

Although global parametric approaches were extensively
used in early applications of RD designs, far more com-
mon in contemporary studies are local non-parametric
estimation methods. The main intuition behind the use of
local non-parametric approaches is that discarding obser-
vations far removed from the cut-off point and estimating
low-order polynomial approximations of the regression
function over a small interval reduces the risks of misspec-
ification bias (Cattaneo, Idrobo, et al. 2019; Gelman and
Imbens 2019; Hahn et al. 2001; Lee and Lemieux 2010). In
this thesis, I will primarily focus on local linear regression
models—which have become the standard of RD designs.

In a local non-parametric setting, only observa-
tions within a certain bandwidth h around the cut-
off are used to estimate limṽit−1↓0 E[Yit|ṽit−1] and
limṽit−1↑0 E[Yit|ṽit−1]. In principle, these estimates can
be obtained by means of similar OLS regression tech-
niques as discussed in the section on the global paramet-
ric approach—only dropping the observations outside
the bandwidth. The main challenge of the local non-
parametric approach is selecting the appropriate band-
width h. Here, the bias-variance trade-off is again impor-
tant.

To reduce the risk of biased estimates of the regression
function at the boundaries, it is important to use a sam-
ple that is as ‘local’ as possible. However, reducing the
sample size also reduces the statistical power. Choosing a
bandwidth that balances bias and variance is thus impor-
tant. Furthermore, as Cattaneo, Idrobo, et al. (2019, p. 45)
note, the value of h ‘directly affects the properties of local
polynomial estimation and inference procedures, and em-
pirical findings are often sensitive to its particular value’.
In the next section, I will discuss a number of bandwidth
selection techniques that I will use in this thesis. After this
discussion, I will discuss a slightly more sophisticated ex-
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tension of local polynomial regression techniques where
more weight is given the closer observations are to the
cut-off (Angrist and Pischke 2008, p. 256).

4.2.1 Bandwidth selection

A relatively simple method to select the bandwidth for
the local polynomial regression models is the Ludwig and
D. L. Miller (2005, LM from hereon) cross-validation pro-
cedure (Imbens and Lemieux 2008). The idea behind the
LM cross-validation procedure is to find the bandwidth h
at which the local regression function provides the best fit
for observations at the boundary of the local sub-sample
of length h. To determine to what extent local regression
models provide a good fit given a certain bandwidth h,
the following procedure is followed separately for obser-
vations to the left and to the right of the cut-off point.
At the left of the cut-off point (ṽit−1 < 0), the value of
Ŷi(ṽit−1) is predicted for each observation i by means of
a local linear regression model which is estimated using
observations between ṽit−1 − h ≤ ṽ < ṽit−1. Note that
the observation i itself is not used to estimate the regres-
sion function. The same procedure is then followed for
observations to the right of the cut-off point.

After the predicted value Ŷ(ṽit−1) is calculated for
each observation, a goodness-of-fit indicator can be de-
termined as the squared difference between the observed
value Yi and the predicted value Ŷ(ṽit−1). The purpose of
the cross-validation procedure is to find the bandwidth
h at which the mean squared error is minimised. For-
mally, the optimal bandwidth using this cross-validation
procedure can be calculated as:

hopt
CV = arg min

h

1
n

n

∑
i
(Yi − Ŷ(ṽit−1))

2

Although computationally intensive, this LM cross-
validation optimal bandwidth can be easily estimated
with statistical software. Following Imbens and Lemieux
(2008), only the predicted values of Ŷ(ṽit−1) with ṽit−1
above (below) the median value of ṽit−1 to the left (right)
of the cut-off point will be used in the cross-validation
procedure, since the observations located further away
from the cut-off point are unlikely to be very informative
for point estimation at the boundary of the cut-off point.

Alternative methods to determine the optimal band-
width are the so-called ‘plug-in’ methods, where the opti-
mal bandwidth is mathematically expressed as a function
of a number of characteristics of the data. The objective of
these methods is to find a bandwidth that optimises the
bias-variance trade-off. Imbens and Kalyanaraman (2012,
IK from hereon) proposed a now widely used formula
for an optimal bandwidth in RD setting that attempts to
minimise the asymptotic mean squared error (AMSE) (see
also Imbens and Kalyanaraman 2009). In the Appendix, I

discuss the IK bandwidth selector in more detail and I will
present the steps used to compute the optimal bandwidth.

More recently, Calonico, Cattaneo, and Titiunik (2014,
from hereon CCT) have proposed a novel mean squared
error (MSE) optimal approach for bandwidth selection,
noting that earlier methods often led to too ‘large’ band-
width choices (Calonico, Cattaneo, and Farrell 2020).
Complementary to this MSE-optimal bandwidth proce-
dure which results in MSE-optimal point estimates of the
treatment effect, Calonico, Cattaneo, and Farrell (2018)
have also introduced a procedure to determine the cover-
age error rate (CER) optimal bandwidth, which is specifi-
cally constructed for inference—but not for point estima-
tion (Cattaneo, Idrobo, et al. 2019, p. 72). In Section
4.3, inference will be discussed in more detail. Both the
MSE-optimal and the CER-optimal bandwidths are easily
calculated using the Stata or R software packages devel-
oped by Calonico, Cattaneo, Farrell, and Titiunik (2017).5

4.2.2 Kernel functions

In the context of a RD design, it can be useful to adopt
a weighting scheme for the local regression models to
ensure that more weight is given to the observations clos-
est to the cut-off point (Cattaneo, Idrobo, et al. 2019, p.
41). Such weighting function is known as the kernel K(·).
With a given kernel function, it is possible to estimate
a local regression model which algebraically equals a
Weighted Least Squares (WLS) estimator. The optimi-
sation problem for a local linear regression model with
bandwidth h is:

arg min
α,τ,βl ,βr

N

∑
i

K(
ṽit−1

h
)(Yi − Ŷi(α, τ, βl , βr))

2

with

Ŷi(α, τ, βl , βr) = α + τDi + βl ṽit−1 + βrDi ṽit−1

The most simple local linear estimate can be obtained
by using a uniform kernel, which gives equal weight
to all observations with |ṽit−1| ≤ h, and zero weight if
|ṽit−1| > h—in this case, the estimator boils down to OLS.

However, Cattaneo, Idrobo, et al. (2019) recommend
using a triangular kernel, where:

K
(

ṽit−1

h

)
≡
{

1− | ṽit−1
h | if | ṽit−1

h | ≤ 1
0 if | ṽit−1

h | > 1

With such triangular kernel, the weights for observations
are inversely related to the distance between the observa-
tion and the cut-off point ṽ = 0. Intuitively, this weighting
scheme is appealing because observation further removed
from the cut-off point are less informative in the estima-
tion of the boundary point E[Yi|ṽit−1 = 0]. M.-Y. Cheng

5See https://rdpackages.github.io/.
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et al. (1997) have also shown that boundary estimates
have optimal properties when triangular kernels are used
in combination with local polynomial regression mod-
els (see also Fan and Gijbels 1996), and Armstrong and
Kolesár (2020) note the high asymptotic efficiency of tri-
angular kernels. For these reasons, Cattaneo, Idrobo, et al.
(2019) recommend using triangular kernels in combina-
tion with their proposed MSE-optimal bandwidth. In this
thesis, I will present the results of local regression models
using both uniform and triangular kernels, but the pre-
ferred estimates will be based on triangular kernels due
to their favourable properties.

4.3 Inference and standard errors

The final important methodological aspect is inference. In
commonly used ‘guides to practice’, it is recommended to
estimate standard errors using standard least square meth-
ods (Imbens and Lemieux 2008; Lee and Lemieux 2010).
In the context of this thesis, this would mean computing
heteroscedasticity-consistent (HC) standard errors clus-
tered at the electoral district–representation order level
to account for correlation of the errors over time within
electoral districts.

These inference methods are perfectly suitable for the
global parametric approach, yet this is not necessarily the
case for the local non-parametric approach. Although
Lee and Lemieux (2010) state that ‘the usual standard
errors can be used with local linear regressions’, Calonico,
Cattaneo, and Titiunik (2014) have more recently warned
against the use of standard errors and confidence intervals
constructed using standard OLS, because such conven-
tional methods contain the implicit assumption that the
functional specification in the non-parametric approach
is correct. Since the main idea behind the non-parametric
approach is to approximate the underlying regression func-
tion, this assumption will be violated in most cases (see
also Cunningham 2021, sec. 6.2.6).

Due to the presence of misspecification in local re-
gression models, Calonico, Cattaneo, and Titiunik (2014)
recommend to combine their MSE-optimal bandwidth se-
lector with a robust bias-corrected approach to inference
(see also Calonico, Cattaneo, and Farrell 2020; Cattaneo,
Idrobo, et al. 2019). This approach centers the confidence
intervals at a bias-corrected estimate of the treatment ef-
fect τ̂− B̂, where B̂ is the estimated bias term of τ̂ as also
used to calculate the MSE-optimal bandwidth. Further-
more, this robust bias procedure uses a non-conventional
(and larger) estimate of the standard error which takes
to variability added due to the bias estimation step into
account.

Hyytinen et al. (2018) provide empirical evidence for
this robust bias-corrected approach by comparing experi-
mental estimates with RD estimates of the same treatment
effect. Analysing a Finnish dataset on municipal elections

where some elections could be exploited with a RD design,
while other seats were assigned randomly because of tied
votes, Hyytinen et al. (2018) find that the experimental es-
timates of a personal incumbency effect can be recovered
with RD estimates, but only when Calonico, Cattaneo,
and Titiunik’s (2014) robust bias-corrected approach to
inference is used. Conventional inference methods—i.e.
heteroscedasticity-robust and clustered standard errors—
indicated a statistically significant treatment effect where
the experimental evidence showed there was none. Fur-
thermore, Hyytinen et al. (2018) observe that the robust
bias-corrected approach is less sensitive to the choice of
bandwidth in their study.

Lastly, as already mentioned in Section 4.2.1, Calonico,
Cattaneo, and Farrell’s (2018) CER-optimal bandwidth is
constructed specifically for inference. Although estimates
based on CER-optimal bandwidth are not very suitable
to investigate the magnitude of the treatment effect, the
confidence intervals produced by the CER-optimal band-
width can provide additional evidence on the question
whether there is a statistically significant treatment effect.

5 Data and sample selection

The data used in this thesis comes from the Canadian Li-
brary of Parliament. For the candidates that have run for
office in elections for the Canadian House of Commons
since 1867, data is available on their political affiliation,
previous employment, the electoral results, and their gen-
der.6 In total, the dataset contains information on 44442
candidates, competing in 11908 elections. For 16 candi-
dates, information on their gender was missing. This
information has been manually added based on Google
searches. In the next sections, I will describe how the
analysis sample is selected.

5.1 Sample selection

Because universal suffrage was introduced in Canada in
1960 when Canada’s indigenous peoples were granted an
unconditional right to vote in federal elections, observa-
tions prior to the general election of the 25th parliament
on 18 June 1962 have been dropped.

To conduct the RD analysis, data is needed for each
electoral district on the election t and t − 1. Since the
borders of electoral districts in Canada are redrawn ap-
proximately once a decade, it is not possible to have a
set of two-period observations for each election—i.e. for
elections that took place just after electoral boundaries
have been redrawn, there is (often) no information on the
previous election in the same district, because the district
might not have existed before. The elections for which no

6The data has been retrieved on 25 June 2021 from the Library of
Parliament’s online tool Parlinfo https://lop.parl.ca/sites/ParlInfo/
default/en CA/ElectionsRidings/Elections.
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observation on the previous election is available due to
redistricting have been dropped from the dataset.

Of the remaining data, not all observations are use-
ful for the purpose of this thesis. Only the elections in
which the two strongest candidates are a combination of a
woman and a man will be informative for this study, since
only for these mixed-gender elections, treatment status
is discontinuous around the cut-off point. Selecting only
the mixed-gender elections leaves 786 observations where
4280 candidates, of which 1456 are women, competed for
a seat in Canada’s House of Commons. In Table 1, the
different steps of the sample selection are presented.

5.2 Descriptive statistics

In Table 2, some descriptive statistics are presented for
variables available in the main dataset. The mean mar-
gin of victory in the main sample is 0.21, indicating that
certainly not all elections were highly competitive. The
forcing variable—i.e. the normalised female margin of
victory—has an average of -0.04 and an standard devia-
tion of 0.26. In Figure 2 a histogram of the forcing vari-
able is shown. The relative abundance of the observations
with a forcing variable close around the cut-off point is
promising for this thesis, since the local non-parametric
estimation techniques discussed in Section 4.2 have bet-
ter performance when the number of observations close
around the cut-off point is large.

0

20

40

60

-0.5 0.0 0.5
Forcing variable

Fr
eq

ue
nc

y

Histogram of the forcing variable

Figure 2: Histogram of the forcing variable ṽit−1.

In the sub-sample of mixed-gender elections (n = 786),
on average, there are 5.45 candidates for the House of
Commons, of which 1.85 are women. The fact that on
average, 0.77 of the candidates was an incumbent Member
of Parliament shows that there is a large tendency to seek
re-election.

The descriptive statistics are also provided for the full
population of all elections since the introduction of uni-
versal suffrage (n = 5688). With the exemption of the
variable Margin of victory, there seem to be substantial
differences between the sub-sample and the population.
In the mixed-gender elections, there are more candidates,

more female candidates, and fewer incumbents on aver-
age. Furthermore, the mean number of total cast votes is
larger for the mixed-gender elections, indicating that on
average, these elections took place in larger districts, or
that the mixed-gender elections correlate with relatively
high voter turnouts.

In the last column of Table 2, the p-values of Welch’s
t-test are presented. This test investigates the equality of
means. With the exception of the variable Margin of vic-
tory, the p-values show that the means of the sub-sample
and the population are not equal. Due to these differences,
the results of the RD design do not necessarily provide
information on the treatment effect for the full population
of elections, since the sub-sample used to estimate the RD
treatment effect is not representative for the full popula-
tion. Consequentially, the RD estimate of the treatment
effect is not only local because it only provides an estimate
for the effect in elections close around the cut-off point,
but it is also local because it provides an estimate for a
non-representative sub-sample of the full population.

In Table 3, an overview of the party affiliation of the
winners and runner-ups of the mixed-gender sample is
presented. The four major political parties in Canada
(Liberal, Conservative/Progressive Conservative, Bloc
Québécois, and New Democratic) are the largest suppliers
of winner- and runner-up candidates in the close-gender
elections, but the percentage of female candidates varies
substantially per party.

5.3 Additional data sources

For the covariate balance tests and the complementary ge-
ographic analysis, additional data is used from Canada’s
Censuses. Every five years, Canada conducts a large-scale
national census in which a wide array of data is gathered,
including demographic, economic, and educational in-
formation. Since 1996, census data are available on the
federal electoral district level. Because elections are held
more frequently, census data is not available on the elec-
tion level.

The main purpose of the covariate balance test, as dis-
cussed in section 3.3.2, is to investigate whether covariates
determined prior to the assignment of treatment show a
discontinuity around the cut-off point. Therefore, the ab-
sence of census data on the election level does not make
the census data irrelevant for the RD design. To ensure
that none of the covariates could themselves be affected
by the treatment variable, data collected before the elec-
tions took place have been matched to each observation.
For example, the elections that took place in 2004 and
2006 have been matched to data from the 2001 Census.
Because no Census data is available on the federal elec-
toral district level before 1996, the covariate-augmented
sub-sample (n = 599) is smaller than the main sample
used in the RD analysis (n = 786).
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Table 1: Sample selection.

Elections Candidates

Data sample Total Female MPs Percentage Total Female Percentage

Full sample 11908 803 7% 44442 5765 13%
Universal suffrage 5688 783 14% 29233 5 586 19%
Redistricting 3559 442 12% 17457 3119 18%
Mixed-gender 786 333 42% 4280 1456 34%

Note: In the final row, the data sample used to estimate the main regression models is described.

Table 2: Descriptive statistics.

Mixed-gender elections (n = 786) Universal suffrage (n = 5688)

Variable Mean Min Max SD Mean Min Max SD Welch t-test

Forcing variable -0.04 -0.86 0.74 0.26
Margin of victory 0.21 0.00 0.86 0.16 0.21 0.00 1.00 0.16 0.814
Total candidates 5.45 2.00 11.00 1.45 5.14 1.00 13.00 1.63 0.000
Female candidates 1.85 1.00 6.00 0.88 0.98 0.00 9.00 1.10 0.000
Incumbents 0.77 0.00 2.00 0.43 0.83 0.00 2.00 0.40 0.000
Total votes 45696 7721 75500 11934 41352 4804 183443 14255 0.001

Note: To test the equality of means, the Welch’s t-test is used to accommodate for the unequal variances and unequal sample sizes of the sub-sample
of mixed-gender elections and the full population of elections after the introduction of universal suffrage.

Where possible, Census data has been matched based
on the name of the federal electoral district. Due to differ-
ences in the codification of the names of electoral districts
and changing names of the electoral districts, not all data
could be matched based on the district name automat-
ically. In a number of cases, matching has been done
manually. For all these manual matches, name changes
have been checked using the list of ‘Legal measures gov-
erning changes in federal electoral districts’ published
online by the Library of Parliament.7

Finally, data from the 2019 Canadian Election Study
(Stephenson et al. 2020) have also been matched with
the main data. The 2019 Canadian Election Study is a
very large sample survey (n = 37822) conducted among
Canadians during the 2019 general election. In this study,
Canadians are asked about their political behaviour and
attitudes. Although Canadian Election Studies have been
conducted since 1965, the 2019 edition is for the first time
designed to allow for constituency-level analysis. On
average, there are 110 respondent for each of the 338
federal electoral districts. The smaller sample sizes make
the previous editions unfortunately unsuitable for the
purpose of this thesis. The data from the 2019 Canadian
Election Study will be used to construct two alternative
outcome variables in one of the extensions presented in
section 8.

7https://lop.parl.ca/sites/ParlInfo/default/en CA/legislation/
legalMeasuresDistricts.

6 Main results

6.1 Global parametric approach

In its simplest form, the treatment effect τ can be esti-
mated by running two separate linear regression models
at both sides of the cut-off point, to then calculate the dif-
ference between the estimated intercepts for both models.
This simple method provides an estimate of the LATE
of 0.489, which suggests that compared to the districts
where a woman had barely lost the previous election, on
average, there are 0.489 more female candidates in the
districts where a woman won the previous election by a
narrow margin.

As discussed above, a more flexible way to obtain
estimates of the treatment effect τ—and the correspond-
ing standard errors—is to estimate the following pooled
regression model:

Yit = α + τDit−1 + f (ṽit−1) + Dit−1 f (ṽit−1) + εit

where the functional form of f (ṽit−1) is a polynomial of
degree p:

f (ṽit−1) =
p

∑
n=0

βnṽn
it−1

In Table 4, the estimated treatment effect τ̂ is shown
for the pooled regression model with a degree of polyno-
mial p ranging from 0 to 6. Regardless of the functional
specification of f (ṽit−1), the estimated treatment effect
is positive and statistically significant at the 0.05 level—
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Table 3: Political affiliation of the winners and runner-ups.

Winners Runner-ups

Party Total Women Percentage Total Women Percentage

Liberal Party of Canada 315 159 50% 319 208 65%
Conservative Party of Canada 183 50 27% 158 58 37%
Bloc Québécois 90 41 46% 34 16 47%
Progressive Conservative Party 90 28 31% 85 46 54%
New Democratic Party 85 49 58% 160 110 69%
Reform Party of Canada 16 5 31% 15 7 47%
Social Credit Party of Canada 3 0 0% 7 2 29%
Independent 2 0 0% 1 0 0%
Green Party of Canada 1 1 100% 5 5 100%
Liberal Labour Party 1 0 0% 0 0 0
No affiliation to a recognised party 0 0 0 1 0 0%
Rhinoceros Party of Canada 0 0 0 1 1 100%

Totals 786 333 42% 786 453 58%

and in most cases the p-value < 0.01.8 Interestingly, the
estimated treatment effect with p = 0 is of a somewhat
comparable size as most other estimates—suggesting that
the relationship between the forcing variable and the out-
come variable might be of a relatively modest magnitude.

Although τ̂ is positive and statistically significant for
all functional specifications, it is important to notice that
the size of the effect varies substantially for the different
degrees of polynomials. Where the estimated treatment
effect is 0.376 with p = 2, it is almost three times as large
(0.998) with p = 6. Clearly, the point estimates of the
treatment effect are sensitive to the degree of polynomial.

Table 4: RD estimates from global polynomial regression models.

p τ̂ s.e. 95% CI p-value AIC

0 0.549 0.087 [0.379, 0.720] 0.000 2452
1 0.489 0.138 [0.219, 0.759] 0.000 2455
2 0.376 0.176 [0.031, 0.722] 0.033 2457
3 0.589 0.219 [0.160, 1.019] 0.007 2454
4 0.677 0.245 [0.196, 1.158] 0.006 2456
5 0.820 0.312 [0.208, 1.433] 0.009 2459
6 0.998 0.336 [0.339, 1.657] 0.003 2461

Note: The degree of the polynomial is indicated by p. All standard
errors are heteroskedasticity consistent (HC3), clustered on the electoral
district–representation order level.

According to the AIC presented in Table 4, the most
appropriate functional specification would be a constant
with p = 0 and the second ‘best’ specification is a cubic
function with p = 3. However, as already mentioned, the
purpose of RD designs is to obtain local estimates at the
cut-off point, and model selection criteria which depend
on global goodness-of-fit indicators, such as that AIC, are

8For comparison, in Table 18, the non-clustered standard errors have
also been presented.

not necessarily meaningful in RD settings.
In principle, graphical inspection of the data could

provide a better indication of the relationship between
the forcing variable and the outcome variable. In Fig-
ure 3, four different plots of the RD design are shown.
Two observations are noteworthy. First, the plots with
quantile-spaced bins—bins all containing a similar num-
ber of observations—clearly show that a large majority of
observations is located within 0.5 points from the cut-off
point. Secondly, within this range, none of the plots sug-
gest a clear non-linear relationship between the forcing
variable and the outcome variable. Even though the plot-
ted lines of a fourth degree polynomial regression model
seem to provide an excellent global fit for the data in the
evenly-spaced panels (A & B), this is far less obvious in
the quantile-spaced panels (C & D).

The sensitivity of the estimated treatment effect to
the functional specification in combination with a lack of
clear evidence on the true functional relationship between
the forcing variable and the outcome variable calls for a
cautious interpretation of the global polynomial estimates.
Nonetheless, all global polynomial regression model do
suggest that an important first conclusion can be made
with some degree of confidence: the election of a woman
to the Canadian House of Commons seems to have a
positive and statistically significant effect on the number
of female candidates in the following election within an
electoral district. However, the magnitude of this effect
remains far from certain.

6.2 Local non-parametric approach

Given the sensitivity of τ̂ to the functional specification in
the global parametric approach, it is even more important
to complement this analysis with local non-parametric
approaches. In comparison to the global approach, a local
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Figure 3: Graphical inspection of the RD design. The red lines are plots of polynomial regression models with p = 4. Bins are evenly-spaced (panel
A & B) or quantile-spaced (panel C & D). The number of bins is calculated with Cattaneo, Idrobo, et al.’s (2019) IMSE-optimal (panel A & C) or the
mimicking variance methods (panel B & D).

approach is less prone to unreliable and biased estimates
of the boundary points. Since local regression model focus
on approximating the regression function only near the
cut-off point, the obvious drawback is a reduction of the
sample size and an accompanying loss of precision.

In Figure 4, this bias-variance trade-off can be ob-
served. In panel A and B of this figure, τ̂ is plotted for all
possible bandwidths h, as estimated by a linear (A) and
quadratic (B) regression model. For example, at h = 0.1,
the regression functions are estimated using only obser-
vations where the normalised female vote margin ṽit−1 in
the range [−0.1, 0.1]. The shaded areas correspond to the
the 95% confidence interval of τ̂. The regression models
are estimated with uniform kernels. In the Appendix, the
same figure is replicated using triangular kernels (Fig-
ure 17).

Interestingly, these local regression models suggest
that the global regression models are affected by a down-
ward bias. Although τ̂ estimated using very small band-
widths (h < 0.05) are sometimes smaller than the global
estimates (h = 1.00), and with the quadratic model, τ̂ is
even estimated to be negative for some very small band-
widths, it is important to note that these small-bandwidth

estimates have a low precision. In panel C, it can be seen
that with h < 0.05, the sample consists of fewer than 150
observations.

However, for both the local linear and quadratic re-
gression models, there exists a range of bandwidths were
τ̂ is estimated to be substantially larger than the global
estimate with a relatively large degree of precision. For ex-
ample, at h = 0.06, the treatment effect is estimated to be
τ̂ = 1.075 with a 95% confidence interval of [0.486, 1.663]
in the local linear regression model, whereas the treat-
ment effect was estimated to τ̂ = 0.489 using a global
linear regression model.

Although Figure 4 thus suggests that the global esti-
mates suffer from a (slight) downward bias, it remains
unclear which estimate is the most credible. It could be
the local linear estimate of τ̂ = 1.075 at h = 0.06, but
it could also be the local linear estimate at h = 0.12, in
which case the treatment effect would be τ̂ = 0.532.

6.2.1 Bandwidth selection

As discussed in Section 4.2.1, an important aspect of the
local non-parametric approach to a RD design is deter-
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Figure 4: Graphical representation of the bias-variance trade-off of local linear regression techniques. Panel A and B show the estimated treatment
effect τ̂ of local linear and quadratic regression models with bandwidths ranging from 0.01 to 1.00. The shaded areas represent the 95% confidence
interval, calculated using heteroskedasticity consistent (HC3) standards errors clustered on the electoral district–representation order level. Panel C
shows the number of observations.
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mining the bandwidth h used to estimate the treatment
effect. A first inspection of Panel C of Figure 4 suggest to
choose a bandwidth smaller than 0.5, since the amount
of observations with ṽi > 0.5 is limited. Intuitively, any
substantial reduction in variance and the accompanying
increase in precision from using a bandwidth larger than
0.5 therefore unlikely.

In Table 5, a number of ‘optimal’ bandwidths as cal-
culated by the procedures discussed in Section 4.2.1 are
shown.9 The corresponding estimated treatment effect
τ̂ and the 95% confidence intervals based on local linear
regression models are shown as estimated with both a
uniform kernel as well as a triangular kernel. In the final
row of the table, the global parametric estimate is also
included for comparison.

Table 5 shows a number of interesting results. First,
both the IK bandwidth (0.414) and the LM cross-
validation bandwidth (0.835) are surprisingly large—
especially considering that 700 of the 786 observations
(89%) fall within the IK bandwidth of 0.414. Consequen-
tially, the corresponding estimated τ̂ and the 95% confi-
dence intervals are highly comparable to the global esti-
mate.

The MSE-optimal bandwidth (and the CER-optimal
bandwidth) are substantially smaller than the LM and IK
bandwidths. Because local regression models are based
on the idea that functions can be approximated increas-
ingly well by linear (or low-order polynomial) function as
the bandwidth decreases, these smaller bandwidth will
be used as the preferred bandwidths from now on. The
choice for these smaller bandwidth as the preferred band-
widths is also be backed by the fact that the reduction in
precision does not affect inference: the treatment effect
remains statistically significant.

Somewhat surprising is the similarity between the
global parametric estimate of τ̂ and the local non-
parametric estimate τ̂ with the MSE-optimal bandwidth
of 0.118 using a uniform kernel. However, once the treat-
ment effect is estimated with a triangular kernel—which
is optimal for the estimation of boundary points in combi-
nation with the MSE bandwidth—the difference between
the global estimate and the MSE-optimal point estimate
grows substantially. This provides additional evidence for
the suggestion that the treatment effect estimated with a
global approach suffer from a (slight) downward bias—or
at least when low-order polynomials are used.

Note that the estimated τ̂ based on the CER-optimal
bandwidth has little value in itself, since this bandwidth
is constructed specifically for inference and not for point
estimates. However, the fact that the confidence intervals
are of similar length for the estimates based on the MSE-
and CER-optimal bandwidths does suggest that inference
based on MSE-optimal point estimates and conventional
standard errors is unlikely to be substantially biased.

9See also Appendix A.

6.2.2 Inference

As discussed in Section 4.3, more sophisticated inference
procedures that take into account the fact that local re-
gression models are assumed to only approximate the
underlying regression function are readily available. In
Table 6, the results of Calonico, Cattaneo, and Titiunik’s
(2014) robust bias-corrected inference methods based on
a local linear regression model using the MSE-optimal
bandwidth (h = 0.146) and a triangular kernel are shown.
The most important estimates are printed bold.

The first thing to notice is that the conventional point
estimate τ̂ = 0.697 is the same as the estimate presented
in Table 5. As already mentioned, this estimate is MSE-
optimal, and thus remains the preferred estimate for
the magnitude of the treatment effect. In the second
row, a bias-correction of the treatment effect is applied:
τ̂ − B̂ = 0.764, and the confidence interval is centered
around this bias-corrected estimate. The final row incor-
porates the robust standard error, which is slightly larger
than the conventional standard error. As can be seen
from the p-value = 0.003 and the 95% confidence inter-
val, the robust bias-corrected inference approach does not
invalidate the conclusion that in an electoral district, the
election of a female politician leads to an increase in the
average number of female candidates in the next election
by approximately 0.697.

The plot of this local linear RD model with the pre-
ferred bandwidth h = 0.146 is shown in Figure 5. The
local linear regression model is estimated with a trian-
gular kernel. The blue dots are binned local averages
constructed with Cattaneo, Idrobo, et al.’s (2019) quantile-
spaced mimicking variance method—i.e. each bin con-
tains a similar amount of observations and the variability
shown by the bins approximates the variability of the
raw data. The discontinuity in the linear functions at
the cut-off point represents the estimated treatment effect
τ̂ = 0.697.
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Figure 5: Graphical representation of the local linear regression model
with h = 0.146. The bins are quantile-spaced, and the number of bins
is calculated with Cattaneo, Idrobo, et al.’s (2019) Mimicking Variance
method, which approximates the variability in the raw data. The graph
is rendered using the R command rdplot.
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Table 5: Optimal bandwidths for local linear regression models.

Uniform kernel Triangular kernel

Procedure hopt τ̂ s.e. p-value 95% CI hopt τ̂ s.e. p-value 95% CI

LM 0.835 0.501 0.138 0.000 [0.230, 0.771] 0.835 0.452 0.137 0.001 [0.184, 0.719]
IK 0.414 0.409 0.150 0.007 [0.115, 0.703] 0.414 0.454 0.157 0.004 [0.146, 0.761]
MSE 0.118 0.559 0.236 0.018 [0.097, 1.022] 0.146 0.697 0.222 0.002 [0.263, 1.132]
CER 0.085 1.012 0.261 0.000 [0.500, 1.523] 0.106 0.885 0.249 0.000 [0.397, 1.374]
Global 1.000 0.489 0.138 0.000 [0.219, 0.759] 1.000 0.461 0.135 0.001 [0.196, 0.727]

Note: Optimal bandwidths are determined by the different procedures discussed in Section 4.2.1. The calculation of the LM cross-validation-
and the IK AMSE bandwidths is discussed in Appendix A. For the CCT MSE- and CER-optimal bandwidths, which are determined using the
R package rdrobust, different optimal bandwidths are available for the uniform and triangular kernel (Calonico, Cattaneo, Farrell, and Titiunik
2017). The treatment effects τ̂ are estimated using (local) linear regression models with uniform and triangular kernels. All standard errors are
heteroskedasticity consistent (HC3). Standard errors are clustered on the electoral district–representation order level.

Table 6: Local linear regression estimates with robust bias-corrected
inference methods

Method τ̂ s.e. p-value 95% CI

Conventional 0.697 0.225 0.002 [0.256, 1.139]
Bias-Corrected 0.764 0.225 0.001 [0.322 , 1.205]
Robust 0.764 0.259 0.003 [0.256 , 1.271]

Note: Results of the robust bias-corrected methods introduced by
(Calonico, Cattaneo, and Titiunik 2014) are calculated using the R pack-
age rdrobust. The standard errors are heteroskedasticity consistent
(HC3) and clustered on the electoral district–representation order level.

7 Validity and robustness checks

7.1 Forcing variable density test

The first validity tests is the forcing variable density test.
In Figure 6, the McCrary (2008) density test is graphically
presented, as constructed using the R package rdd. The
blue points are local density estimates of the forcing vari-
able ṽit−1 and the red line is the local linear smoothing
of this density, estimated separately at each side of the
cut-off point using a triangular kernel. The shaded areas
represent the 95% confidence interval of the smoothed
density estimate. The fact that the smoothed density es-
timates are not far apart at each side of the cut-off point
and that the confidence intervals are for a large part over-
lapping already suggests that there is no discontinuity in
the density of the forcing variable.

A more formal investigation of the McCrary (2008)
density test confirms this conclusion. The log difference
in heights of the smoothed density estimate is −0.115
with a standard error of 0.139. The corresponding p-value
of 0.408 is not small enough to reject the null hypothesis
of no discontinuity in the density of the forcing variable.

In Figure 7, the Cattaneo, Jansson, et al. (2020) den-
sity test is graphically presented, as constructed using
the R package rddensity. The blue histogram represents
the density of the forcing variable and the red lines and
corresponding shaded areas represent a local quadratic
density estimator, as estimated with a triangular kernel
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Figure 6: Graphical representation of the McCrary (2008) density test.

and robust bias-corrected confidence intervals (Calonico,
Cattaneo, and Titiunik 2014). The graphical representa-
tion of this density test, with its overlapping confidence
intervals, provides a similar overall idea of the density of
the running variable as Figure 6—although the difference
in the estimated density just to the left and the right of
the cut-off point is somewhat larger.
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Figure 7: Graphical representation of the Cattaneo, Jansson, et al. (2020)
density test.

As with the McCrary (2008) test, the Cattaneo, Jansson,
et al. (2020) density test does not provide any evidence to
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reject the null hypothesis of a continuous density of the
forcing variable. Neither the p-values of the test without
(p = 0.095) and with robust bias-correction (p = 0.948)
provide sufficient evidence to reject the null hypothesis of
a continuous density of the forcing variable. As expected
in an electoral setting, there seems to be no precise manip-
ulation of the voting shares obtained by the candidates
for political office. Consequentially, there is a (refutable)
expectation that the potential outcomes Y1it and Y0it are
continuous around the cut-off point.

7.2 Covariate balance test

As discussed in Section 3.3.2, a second widely used test
to determine the validity of a RD design is the covariate
balance test. Implementing this test is relatively straight-
forward: by applying the same statistical techniques used
to determine the existence (and magnitude) of a disconti-
nuity of the outcome variable of interest Yi to a number of
covariates which should not be affected by the treatment,
it can be tested whether the ‘as good as random’ distri-
bution of the treatment variable holds around the cut-off
point.

The main dataset already contains a number of vari-
ables can be used as covariates in this balance test. The
variables used are (A) the total number of votes cast, (B)
the total number of candidates, (C) the number of female
candidates, and (D) the number of incumbent candidates
running for re-election. To ensure that these variables
are not affected by the treatment, the variables from the
election t− 1 are used. From the additional Census data
discussed in Section 5.3, a number of variables that are
not directly related to the elections will also be used to
conduct the covariate balance test. Because Census data is
not available for the elections before 1996, the sub-sample
for the Census-based covariate balance test (n = 599) is
smaller than the main sample (n = 786).

Since all the covariates used in the balance test are
determined prior to the determination of the treatment
status, statistically significant discontinuities in the covari-
ates at the cut-off point would suggest that on average,
the electoral districts just to the left and right of the cut-
off point were not similar when the treatment status was
determined. The consequences of such discontinuities is
that a violation of the identifying assumption of the RD
design becomes more probable, since the discontinuities
in pre-treatment characteristics makes it less obvious that
the potential outcomes would still be continuous around
the cut-off point.

In Figure 8, the relationships between these covariates
and the running variable are graphically presented in a
similar fashion as Figure 3. A first observation from these
figures is that there seesm to be no clear discontinuity in
any of the covariates at the cut-off point. Although the 4th
degree global polynomials in Panels E, K, or L do seem

to suggest a discontinuity around the cut-off point, it is
important to remember that such high-order polynomials
can provide poor estimates at the boundary of a function.
Since the binned local averages in these Panels do not
showcase a clear discontinuity, these figures do not pro-
vide substantial evidence to believe that the covariates
are discontinuous around the cut-off point. Fortunately,
formal tests can bring more clarity.

In Table 7, the treatment effect as estimated with a
local linear regression model is shown for each of the
covariates. All models are estimated using CCT MSE-
optimal bandwidths and triangular kernels. Both the
conventional- and robust bias-corrected standard errors
and p-values are shown. In the Appendix, the same table
is replicated with uniform kernels (Table 19).

Surprisingly, for the covariate Female Candidates, the
null hypothesis of no discontinuity must be rejected
with a significance level α = 0.05 when the robust bias-
corrected inference method is used. The local linear re-
gression models thus seem to provide some evidence that
during election t− 1, the average number of female candi-
dates in electoral district just to the left of the cut-off point
is lower in comparison to the district just to the right of
the cut-off point.

However, two observations cast some doubt whether
this statistical significance can truly be interpreted as evi-
dence for a ‘treatment effect’ on the covariate Female Can-
didates. First, as shown in Figure 18 in the Appendix,
choosing almost any bandwidth h 6= 0.095 results in the
disappearance of the statistical significance. Secondly,
when the CER-optimal bandwidth is used, the estimated
treatment effect on the covariate Female Candidates also
loses its significance with a conventional p = 0.061 and a
robust bias-corrected p = 0.053.

Nonetheless, even if one of the twelve covariates used
in the balance test does truly show a statistically signifi-
cant discontinuity at the 5% significance level, this cannot
be interpreted as definitive evidence for the invalidity of
the RD design. A simple calculation shows that, with a
significance level p = 0.05 and n = 12 executed statis-
tical tests, the chance of exactly k = 1 false positive is:
P(X = 1) = (12

1 ) · 0.051 · 0.9511 = 0.341. In other words,
given the number of covariates used in the balance test,
it is not very surprising that in one of those test, the null
hypothesis of no discontinuity must be rejected (Eggers,
Fowler, et al. 2015, p. 271).

7.3 Sensitivity to covariates

With these covariates, an additional sensitivity check can
be performed. Since causal inference in a RD design is not
based on control variables or matching techniques, the
addition of covariates to the local linear regression models
should have no substantial impact on the estimate of
the treatment effect—although it could lead to increased
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Figure 8: Graphical representation of covariate balance tests. Graphs are produced using the R package rdplot. The red lines are plots of polynomial
regression models with p = 4. Bins are quantile-spaced, and the number of bins is calculated with Cattaneo, Idrobo, et al.’s (2019) IMSE-optimal
methods—which is best suited to ‘trace out’ the underlying relationship between the forcing variable and the covariate.
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Table 7: Covariate balance tests.

Conventional Robust

Covariate hopt τ̂ s.e. p-value s.e. p-value

Total votes 0.235 -1396.827 2332.974 0.549 2736.264 0.561
Total candidates 0.162 -0.134 0.314 0.669 0.374 0.784
Female candidates 0.095 0.470 0.243 0.053 0.274 0.038
Incumbent candidates 0.170 -0.109 0.095 0.252 0.114 0.300
Total population 0.179 -7587.341 4398.189 0.085 5145.727 0.097
Percentage women 0.143 0.003 0.003 0.188 0.003 0.111
Female labour participation 0.154 -0.005 0.013 0.718 0.016 0.640
Female average income 0.164 -701.274 1829.213 0.701 2156.658 0.566
Unemployed 0.165 -306.450 368.629 0.406 443.452 0.471
Average family size 0.156 0.090 0.055 0.099 0.066 0.148
Total immigrants 0.172 -2495.230 4307.129 0.562 5197.876 0.618
Women with tertiary education 0.168 -2133.928 1546.002 0.167 1820.053 0.171

Note: For each covariate, the MSE-optimal bandwidth hopt is determined. Using this bandwidth, the estimated treatment effect τ̂ and the
corresponding (robust bias-corrected) standard errors and p-values are calculated using the R package rdrobust. The standard errors are
heteroskedasticity consistent (HC3) and clustered on the electoral district–representation order level.

precision (e.g. Lee 2008). Following Calonico, Cattaneo,
Farrell, and Titiunik (2019), the covariates are added to the
local linear regression model as additive-separable with
a linear functional specification (without assuming the
functional specification to be actually linear). This gives
the following covariate-adjusted local linear regression
model:

Ŷit = α + τDit−1 + βl ṽit−1 + βrDit−1ṽit−1 + γZi

where Zi is a vector of added covariates.
The only additional assumption necessary to ensure

that this covariate-adjusted local linear regression pro-
vides a consistent estimate of the treatment effect, is
that the treatment has no effect itself on the covariates
(Calonico, Cattaneo, Farrell, and Titiunik 2019, p. 445-
446). With the exception of the variable Female candidates,
the results of Table 7 showed that this condition is likely
to be satisfied. In the absence of discontinuities in the co-
variates around the cut-off point, the estimated treatment
effect should therefore in principle not be (highly) sensi-
tive to the addition of these pre-determined covariates.

Since the covariates are not available for all observa-
tions used in this RD analysis, the treatment effect esti-
mated without the addition of covariates using the subset
of observation for which the covariates are available is
first presented in Table 8 as model (1). This MSE-optimal
estimated treatment effect τ̂ = 0.735 is slightly larger
that the effect estimated using the full mixed-gender sam-
ple (τ̂ = 0.697). This could indicate that the magnitude
of the treatment effect has grown over the years, since
only the earliest observations (prior to 1996) have been
dropped. In the second row of Table 8, the p-value of
the estimate is shown, as calculated by Calonico, Catta-
neo, and Titiunik’s (2014) robust bias-corrected inference

methods. Unsurprisingly, the p-value is larger than the
p-value for the treatment effect as estimated with the full
mixed-gender sample—since fewer observations reduce
the precision.

Far more surprising is the sensitivity of the estimated
treatment effect to the addition of covariates to the local
linear regression model. In model (2), the covariate To-
tal votes is added to the regression model—denoted by
the X—which causes the estimated treatment effect to in-
crease in magnitude to 0.886. With the addition of the
variable Total candidates in model (3), the treatment effect
is estimated to be even larger, with τ̂ = 0.961. The fur-
ther addition of the other covariates leaves the estimate
somewhere in the range [0.886, 0.983]. As can be seen
in the last three rows, this changing estimate seems not
to be (solely) attributable to the only slightly changing
MSE-optimal bandwidth h, which is calculated separately
for each covariate-adjusted regression model.

This sensitivity to the addition of the pre-determined
covariates is remarkable, especially given the results of
Table 7, which suggested almost all covariates to be bal-
anced around the cut-off. So, even though the electoral
districts just to the left and just to the right of the cut-off
point were found not to systematically differ in terms of
the total votes, or the total amount of candidates, the addi-
tion of these covariates increases the size of the estimated
treatment effect by almost one third.

Calonico, Cattaneo, Farrell, and Titiunik (2019) have
formally shown that the addition of covariates as linear
variables in an additive-separable way results in consis-
tent estimates for the treatment effect τ̂ as long as:

lim
ṽit−1↓0

E[Zi|ṽit−1] = lim
ṽit−1↑0

E[Zi|ṽit−1]

Given the earlier conclusion from the covariate balance
test that this condition holds for all covariates—with the
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Table 8: Covariate-adjusted local linear regression models

Variable (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)

Treatment effect τ̂ 0.735 0.886 0.961 0.897 0.904 0.907 0.949 0.948 0.972 0.979 0.983 0.975 0.976 1.051
p-value 0.010 0.002 0.001 0.002 0.002 0.002 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000

Total votes X X X X X X X X X X X X X
Total candidates X X X X X X X X X X X X
Female candidates X X X X X X X X X X
Incumbent candidates X X X X X X X X X X
Total population X X X X X X X X X
Percentage women X X X X X X X X
Female labour part. X X X X X X X
Female ave. income X X X X X X
Unemployed X X X X X
Average family size X X X X
Immigrants X X X
Tertiary edu. women X X

Total observations 599 599 599 599 599 599 599 599 599 599 599 599 599 599
MSE-optimal h 0.148 0.141 0.141 0.141 0.141 0.140 0.140 0.140 0.135 0.137 0.137 0.135 0.135 0.135
N left 139 132 131 132 132 131 131 131 128 128 128 128 127 127
N right 127 122 122 122 122 121 121 121 118 119 119 118 118 118

Note: In the first two rows, the treatment effect and the corresponding p-value are presented as estimated using the robust bias-corrected methods
introduced by (Calonico, Cattaneo, and Titiunik 2014). In the following rows, the X indicates whether to covariate has been added to the local linear
regression models. In the last four rows, the total number of observations, the MSE-optimal bandwidth and the used number of observations to the
left and the right of the cut-off point are shown.

exception of the variable Female candidates—there seems to
be little evidence to substantiate a claim that the estimates
presented in Table 8 are not consistent estimates for the
RD treatment effect. Furthermore, when the covariate
Female candidates is removed from the regression in model
(14), the estimated treatment effect even further increases
in magnitude to τ̂ = 1.051.

Without taking any decisive conclusions on the true
size of the local average treatment effect, most evidence
thus suggests the estimate obtained with a simple local
linear regression model without any covariates is more
likely to be an underestimation than an overestimation of
the true treatment effect.

7.4 Placebo discontinuities test

A final test for the validity of the RD design is the placebo
discontinuities test, in which the existence of a statistically
significant ‘treatment effects’ is investigated at values of
the forcing variable ṽit−1 where there is no discontinuity
in treatment. The null hypothesis of this test is that the
observed outcome variable Yi is continuous at ṽi 6= 0. A
rejection of this null hypothesis would call the identifying
assumption of the RD design—the continuity of the poten-
tial outcomes Y1it and Y0it at ṽit−1 = 0—into question.

This test can be conducted at both sides of the true
cut-off point, but in order to ensure that the tests are not
affected by the actual change in treatment status occur-
ring at the true cut-off point, only observations to the

left or the right of the cut-off points should be used. For
example, with the placebo cut-off point ṽ = −0.1, only ob-
servations with ṽit−1 < 0 are used to estimate the placebo
treatment effect. As with the covariate balance test, the
same techniques used to estimate the local linear regres-
sion models with the true cut-off point can be used to
perform the placebo discontinuities test.

In Table 9, the results of local linear regressions mod-
els estimated for a number of cut-off points ranging from
ṽi = −0.25 to ṽi = 0.25 are presented. For each of the
placebo—and the actual—cut-off points, the MSE-optimal
bandwidth is determined, based on which the ‘treatment
effect’ τ̂ is estimated using a triangular kernel. Standard
errors and the corresponding p-values are shown for both
conventional inference methods as well as Calonico, Cat-
taneo, and Titiunik’s (2014) robust bias-corrected meth-
ods.

The results of the placebo discontinuities test are com-
parable to the results of the covariates balance test: there
is one case, at the placebo cut-off point ṽ = 0.05, for
which the null hypothesis of the continuity of the out-
come variable must be rejected with a significance level
α = 0.05. The statistical significance remains present
when the Calonico, Cattaneo, and Farrell (2018) CER-
optimal bandwidth is used (p = 0.040).

As with the covariates balance test, a single rejection
of the null hypothesis does not necessarily invalidate the
RD design, because such rejection could very well have
happened by chance when multiple statistical tests are
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Table 9: Placebo discontinuities tests.

Conventional Robust

cut-off hopt τ̂ s.e. p-value s.e. p-value N left N right

-0.25 0.089 -0.229 0.460 0.619 0.542 0.707 71 82
-0.20 0.079 0.422 0.390 0.279 0.456 0.370 60 81
-0.15 0.050 -0.484 0.789 0.539 0.934 0.518 48 56
-0.10 0.052 0.097 0.407 0.812 0.473 0.764 55 80
-0.05 0.058 -0.222 0.306 0.468 0.374 0.210 85 72
0.00 0.146 0.697 0.225 0.002 0.259 0.003 192 161
0.05 0.067 -1.336 0.626 0.033 0.894 0.034 64 66
0.10 0.043 0.190 0.596 0.750 0.727 0.831 38 45
0.15 0.059 0.349 0.406 0.390 0.475 0.396 58 50
0.20 0.082 -0.154 0.428 0.719 0.493 0.775 75 46
0.25 0.056 -0.801 0.477 0.093 0.545 0.072 34 27

Note: The tests for discontinuities at the placebo cut-off point are conducted with local linear regression models and Calonico, Cattaneo, and
Titiunik’s (2014) robust bias-corrected inference methods, implemented with the R package rdrobust. The MSE-optimal bandwidth is represented
by hopt, and the corresponding MSE-optimal point estimates is τ̂. Both the conventional and the robust bias-corrected standard errors are presented.
The standard errors are heteroskedasticity consistent (HC3) and clustered on the electoral district–representation order level. The final two columns
show the number of observations used in the estimation of the local linear regression models.

performed. Furthermore, Figure 19 in the Appendix does
indicate that the statistical significance of this estimate
disappears for certain choices of bandwidth h.

8 Extensions

The results of section 6 showed that female success in com-
petitive mixed-gender elections for the Canadian House
of Commons raises the number of female candidates in
the following election. This effect is estimated to be sta-
tistically significant at a 5% confidence level for all func-
tional specifications with the global parametric approach
and almost all bandwidths with the local non-parametric
approach.

The estimated magnitude of the treatment effect did
show some sensitivity to (i) the functional specification,
(ii) the chosen bandwidth in the local regression models,
and (iii) the inclusion of covariates. In the preferred local
linear regression model, with an MSE-optimal bandwidth
h = 0.146 using a triangular kernel, the treatment effect
was estimated to be 0.697. Most available evidence sug-
gest that if any bias is present, it is most likely (slight)
downward bias. Both the inclusion of covariates, as well
as the reduction of the bandwidth size increased the mag-
nitude of the estimated treatment effect.

In section 7, evidence was presented for the validity
of the RD design. First, no evidence for manipulation of
the forcing variable could be found, as the density of the
forcing variable was found to be continuous around the
cut-off point. The results of the covariate balance test and
the placebo discontinuities test were slightly ambiguous,
since for both validity tests, the null hypothesis had to be
rejected in one case. However, as more than 10 different
models were estimated for both tests, it is far from cer-

tain that a single rejection of the null hypothesis should
invalidate the RD design. Overall, the results of the va-
lidity tests thus point in favour of the fulfilment of the
identifying assumption: the potential outcomes seem to
be continuous around the cut-off point.

The conclusion that the election of a woman in a com-
petitive mixed-gender election increases the number of
female candidates during the following election does
however not necessarily mean that a role-model effect
is present. After all, if the increased number of women on
the ballot can be fully explained by the tendency among
incumbent members of parliament to seek re-election, it
would be incorrect to speak of a role-model effect. To
investigate more in depth whether the positive treatment
effect can be (partly) attributed to an increased inflow of
non-incumbent female candidates, four alternative hy-
pothesis will be explored in this section.

8.1 Female challengers

First, the dependent variable of the main analysis as per-
formed in section 6 can be swapped for an alternative out-
come variable: the number of female challengers during
the next election—i.e. non-incumbent female candidates.
In the dataset used to estimate the treatment effect, the
average number of candidates for each election was 5.45,
of which 4.67 were not incumbent members of parliament
running for re-election. If a discontinuity in the number of
female challengers can be observed, this would indicate
that the election of a woman to the Canadian House of
Commons causes an increase in the inflow of other female
candidates running for federal election.

Note however that the opposite is not necessarily true:
the absence of a treatment effect does not provide conclu-
sive evidence against the existence of a role-model effect.
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It is important to realise that given the tendency among
incumbent members of parliament to run for re-election,
the number of female challengers within an electoral dis-
trict will be predominantly determined by the number of
female candidates from non-incumbent political parties.
Therefore, estimates based on this alternative model with
the number of female challengers as the outcome vari-
able will most likely provide evidence on the existence
and magnitude of a cross-party role-model effect or conta-
gion effect. To determine whether there are within-party
role-model effects, the current analysis is less suitable.

Based on the data available, an indicator for the num-
ber of female challengers can be easily constructed. On
average, there are 1.41 female challengers in the elections
following a mixed-gender election. For the alternative
outcome variable Female challengers, the results of global
regression models with a polynomial of degrees rang-
ing from 0 to 6 are presented in Table 10. Interestingly,
the treatment effect is estimated to be negative and sta-
tistically significant in the models with polynomials of
degrees less than p < 3. This negative effect could for ex-
ample resonate Reingold and Harrell’s (2010) finding that
in the US, the election of female politicians increase male
political engagement within the opposing party. Alterna-
tively, these negative estimates could indicate that women
(and/or political parties) are less inclined to engage in
intra-gender competition—because it could potentially
split the gendered votes (Bhalotra et al. 2018, p. 1865).

Before theorising on the possible causal mechanisms
behind these negative estimates, it is important to stress
that these global estimates must be interpreted with cau-
tion since the true functional relationship between the
outcome variable and the forcing variables is unknown—
although graphical inspection of Figure 9 does suggest
the functional relationship between the forcing variable
and the alternative outcome variable to be close to linear.

Table 10: Global polynomial estimates for the outcome variable: Female
challengers.

p τ̂ s.e. 95% CI p-value AIC

0 -0.316 0.084 [-0.481, -0.150] 0.000 2431
1 -0.399 0.132 [-0.657, -0.141] 0.002 2434
2 -0.479 0.168 [-0.809, -0.150] 0.004 2437
3 -0.334 0.209 [-0.743, 0.076] 0.111 2437
4 -0.205 0.240 [-0.675, 0.265] 0.393 2439
5 -0.123 0.275 [-0.662, 0.415] 0.654 2442
6 0.077 0.308 [-0.527, 0.680] 0.803 2444

Note: The degree of the polynomial is indicated by p. All standard errors
are heteroskedasticity consistent (HC3) and clustered on the electoral
district–representation order level.

Furthermore, as can be seen in the graphs presented
in Figure 10, the estimated treatment effect is not only
sensitive to the order of polynomials in global regression
models, but it is also sensitive to the choice of bandwidth
h. This figure shows that, when estimated with a tri-

-2

-1

0

1

2

-0.5 0.0 0.5
Female vote margin

N
um

be
r 

of
 fe

m
al

e 
ch

al
le

ng
er

s

Female challengers: IMSE, quantile spaced RD plot

Figure 9: Graphical representation of the relationship between the forc-
ing variable and the number of female challengers during the next
election. The graph is produced using the R package rdplot. The red
lines are plots of polynomial regression models with p = 4. Bins are
quantile-spaced, and the number of bins is calculated with Cattaneo,
Idrobo, et al.’s (2019) IMSE-optimal method—which is best suited to
‘trace out’ the underlying functional relationship.

angular kernel, the treatment effects loses its statistical
significance around h < 0.30 in a linear model (panel A),
and around h < 0.60 in a quadratic model (panel B).

A local non-parametric approach provides further evi-
dence that based on the available data, the most appropri-
ate conclusion is that there is no discontinuity in the num-
ber of female challengers around the cut-off point. In Ta-
ble 11, the results of a local linear regression model using
the CCT MSE-optimal bandwidth of h = 0.148 are shown.
Although the estimated treatment effect is negative, it
is far from statistically significant. Estimates using the
CER-optimal bandwidth (shown in Appendix Table 20)
back the same conclusion: around the cut-off point, the
election of a female politicians has no statistically signif-
icant effect on the number of female challengers during
the next election.

Table 11: Local linear estimates for the outcome variable: Female chal-
lengers.

Method τ̂ s.e. p-value 95% CI

Conventional -0.220 0.222 0.321 [-0.656, 0.215]
RBC -0.161 0.256 0.529 [-0.663, 0.341]

Note: Results of the robust bias-corrected (RBC) methods introduced
by (Calonico, Cattaneo, and Titiunik 2014) are calculated using the R

package rdrobust. The standard errors are heteroskedasticity consistent
(HC3) and clustered on the electoral district–representation order level.

8.2 Female candidates in nearby districts

Following Broockman (2014), I will also investigate
whether the election of a female politician has a spillover
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Figure 10: Graphical representation of the sensitivity of the estimated
treatment effect using the number of female challengers as outcome vari-
able. Panel A and B show the estimated treatment effect τ̂ of local linear
and quadratic regression models with bandwidths ranging from 0.01 to
1.00. The shaded areas represent the 95% confidence interval, calculated
using heteroskedasticity consistent (HC3) standards errors clustered on
the electoral district–representation order level.

effect on the candidacy of women in nearby districts dur-
ing the next election. The existence of such spillover
effects would suggest that female politicians generate
role-model affects that transcend the boundaries of their
electoral district. To conduct this analysis, additional data
is needed.

Using geographic datasets on the federal electoral
districts for the Representation Orders of 1987,10 1996,11

2003,12 and 2013,13 the distance between each electoral
district was calculated as the distance between the geo-
metric centres of the districts.14 Using these calculated dis-
tances, for each district, the five most nearby districts were
selected, and based on the number of female candidates in
those nearby districts j = {1, ..., 5} during the election fol-
lowing female electoral success, a new outcome variable
was constructed: Ynearby

it = ∑5
j Yjt, where Yjt denotes the

number of female candidates in district j during election
t. Districts with by-elections have been removed from the
sample. This leaves a sample of 656 mixed-gender elec-
tions from 1988 until 2015. In Appendix B, an example

10Statistics Canada (1997a).
11Statistics Canada (1997b).
12Statistics Canada (2019a).
13Statistics Canada (2019b).
14Both the geometric centres and the distance between the centers

have been determined in R with the commands st centroid and
st distance form the package sf.

of the construction of this alternative outcome variable is
given.

In Table 12, the result of global polynomials regres-
sion models with the number of female candidates in the
five most-nearby districts as the outcome variable are pre-
sented. For none of the polynomial specifications, the
treatment effect is statistically significant.

Table 12: Global polynomial estimates for the outcome variable: Nearby
female candidates.

p τ̂ s.e. 95% CI p-value AIC

0 0.016 0.275 [-0.524, 0.556] 0.953 3481
1 -0.065 0.438 [-0.923, 0.792] 0.881 3484
2 0.379 0.595 [-0.788, 1.546] 0.525 3486
3 0.690 0.741 [-0.762, 2.141] 0.352 3488
4 0.414 0.954 [-1.456, 2.285] 0.664 3490
5 -0.047 1.217 [-2.432, 2.338] 0.969 3494
6 -0.342 1.486 [-3.253, 2.570] 0.818 3498

Note: The degree of the polynomial is indicated by p. All standard errors
are heteroskedasticity consistent (HC3) and clustered on the electoral
district–representation order level.
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Figure 11: Graphical representation of the relationship between the
forcing variable and the number of female candidates in nearby districts
during the next election. The graph is produced using the R package
rdplot. The red lines are plots of polynomial regression models with
p = 4. Bins are quantile-spaced, and the number of bins is calculated
with Cattaneo, Idrobo, et al.’s (2019) IMSE-optimal method—which is
best suited to ‘trace out’ the underlying functional relationship.

A quick inspection of Figure 11 supports the conclu-
sion that the election of a woman to the Canadian House
of Commons has no effect on the number of female candi-
dates in nearby electoral districts during the next election.
At least at first sight, there seems to be no jump around
the cut-off point. The estimates of a local linear regression
model with the CCT MSE-optimal bandwidth h = 0.163
using a triangular kernel, shown in Table 13, also do no
lead to a rejection of the null hypothesis of no effect. Sim-
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Table 13: Local linear estimates for the outcome variable: Nearby female
candidates.

Method τ̂ s.e. p-value 95% CI

Conventional 0.261 0.847 0.758 [-1.399, 1.921]
RBC 0.117 1.018 0.909 [-1.878, 2.112]

Note: Results of the robust bias-corrected (RBC) methods introduced
by (Calonico, Cattaneo, and Titiunik 2014) are calculated using the R

package rdrobust. The standard errors are heteroskedasticity consistent
(HC3) and clustered on the electoral district–representation order level.

ilar to Broockman (2014), no evidence can be found for
the presence of spillover role-model effects across the
boundaries of electoral districts.

8.3 Female candidates in open seat elections

Another complementary inquiry into the existence of the
role-model effect can be conducted by analysing the sub-
sample of elections where the incumbent politician did not
seek re-election. Unfortunately the number of such open
seat elections is small. Of the full sample of 786 mixed-
gender elections, only 117 were followed by an open seat
election. This substantially reduced sample size makes
inference difficult as it deteriorates the statistical power
and thus increases the probability of a false negative (type
II error). Therefore, the absence of a statistically signifi-
cant treatment effect cannot be interpreted as definitive
evidence that a treatment effect is truly absent—especially
if the true treatment effect is small.

The results of global regression models estimated with
the sub-sample of mixed-gender and open seat elections
are shown in Table 14. Surprisingly, the model with a poly-
nomial of degree 0—i.e. a constant model—suggests the
treatment effect to be negative and statistically significant.
Since this models assumes the absence of a relationship
between the forcing variable and the outcome variable, τ̂

is simply the difference in the mean values of the outcome
variable at the left and right of the cut-off point. Thus, on
average, there are 0.589 fewer female candidates in the
districts with an open seat election where a woman had
won the previous mixed-gender election, compared to
the open seat districts where a man had won the election.
With a p-value of p = 0.017, a simple two-tailed t-test
indeed suggests that there is a statistically significant dif-
ference in means.

Less surprising is the fact that the introduction of a
covariate that captures a relationship between the forcing
variable and the outcome variable renders the treatment
effect statistically insignificant—although for most speci-
fications, the point estimate remains negative. Figure 12
shows how a smoothed function with a polynomial of de-
gree 4 provides a negative point estimate of the treatment
effect. However, the low number of bins already reveals
the underlying scarcity of data, while the smoothed func-
tion also showcases the seemingly erratic boundary be-

Table 14: Global polynomial estimates for sub-sample of open seat
elections.

p τ̂ s.e. 95% CI p-value AIC

0 -0.589 0.243 [-1.065, -0.113] 0.017 392
1 0.011 0.384 [-0.742, 0.763] 0.978 391
2 -0.019 0.531 [-1.060, 1.022] 0.972 394
3 -0.852 0.783 [-2.387, 0.684] 0.279 396
4 -0.801 1.064 [-2.887, 1.286] 0.454 400
5 -1.195 1.468 [-4.072, 1.683] 0.418 403
6 -1.052 2.212 [-5.388, 3.284] 0.635 407

Note: The degree of the polynomial is indicated by p. All standard errors
are heteroskedasticity consistent (HC3) and clustered on the electoral
district–representation order level.
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Figure 12: Graphical representation of the relationship between the
forcing variable and the number of female candidates in in open-seat
elections following a mixed-gender election. The graph is produced
using the R package rdplot. The red lines are plots of polynomial
regression models with p = 4. Bins are quantile-spaced, and the number
of bins is calculated with Cattaneo, Idrobo, et al.’s (2019) IMSE-optimal
method—which is best suited to ‘trace out’ the underlying functional
relationship.

haviour which can render global parametric approaches
to RD designs unreliable.

Finally, in Table 15, the estimates of a local linear re-
gression model with the CCT MSE-optimal bandwidth
h = 0.227 (n = 38 + 31) are shown. Again, the null hy-
pothesis of no effect cannot be rejected based on this local
linear model.

The available evidence thus points to the absence of a
treatment effect for open seat districts. However, it must
be stressed that the reduced sample size makes this ev-
idence weak. Based on this analysis, it would thus be
inappropriate to decisively conclude that the election of
a woman does not induce other women to become can-
didates during the next election. Hopefully, an increase
in the amount of data in the future could enable larger-
sample RD analyses to shed further lights on these results.
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Table 15: Local linear estimates for sub-sample of open seat elections.

Method τ̂ s.e. p-value 95% CI

Conventional -0.649 0.731 0.375 [-2.082, 0.784]
RBC -0.875 0.873 0.316 [-2.585, 0.836]

Note: Results of the robust bias-corrected (RBC) methods introduced
by (Calonico, Cattaneo, and Titiunik 2014) are calculated using the R

package rdrobust. The standard errors are heteroskedasticity consistent
(HC3) and clustered on the electoral district–representation order level.

8.4 Political interest and self-efficacy

A final extension that can shed lights on the causal mecha-
nism behind the main results focusses on the intermediat-
ing role of the levels of political interest and self-efficacy
in the hypothesised role-model effect. As discussed in
section 2.1, exposure to female politicians is often found
to be positively associated with female interest in poli-
tics, and political self-efficacy among women. In turn,
these increased levels of political interest and self-efficacy
could stimulate the emergence of female political candi-
dates. Especially if the hypothesised positive effect of the
election of a woman on the emergence of female political
candidates predominantly materialises in the long run, a
positive treatment effect on these intermediating outcome
variables in the short run could suggest a role-model ef-
fect to be present.

Using the 2019 Canadian Election Study (Stephen-
son et al. 2020), two alternative outcome variables can
be constructed. First, respondents were asked to rate
their interest in politics in general on a scale from 0 to
10. For each electoral district, the average score to this
question among female respondents is used as a measure
on Female political interest. Secondly, the respondents were
asked whether they agreed with the statement: ‘Some-
times, politics and government seem so complicated that
a person like me can’t really understand what’s going
on’. For each electoral district, the percentage of women
answering ‘strongly disagree’ or ‘somewhat disagree’ to
this question has been used as a measure on Female politi-
cal self-efficacy. Per electoral district, an average of 64.83
female respondents filled in the 2019 Canadian Election
Study. Assuming no systemic measurement errors are
present, these alternative outcome variables should pro-
vide an accurate representation of female political interest
and female political self-efficacy in the electoral districts.

For both these alternative outcome variables, it can
be tested whether they are affected by the election of a
female MP in 2015 using a RD design. However, because
only the 2019 edition of the Canadian Election Study is
sufficiently large to perform analyses on the level of the
federal electoral district, the sample size of this extension
is limited (n = 141). As with the previous extension
in which the small sample of open seat elections was
analysed, the results of these RD models must therefore
be interpreted with caution.

In Table 16, the global polynomial estimates are pre-
sented for the outcome variables Female political interest
and Female political self-efficacy. Somewhat surprisingly, all
point estimates are negative, which suggests that around
the cut-off point, the election of a female politician in 2015
led to a reduced level of interest in politics among women
and decreased the likelihood that women reported to
consider politics understandable during the 2019 elec-
tion. However, with the exemption of the constant model
(p = 0) for the outcome variable Female political interest,
none of these negative point estimates provide statistical
evidence for the rejection of the null hypothesis of no
effect with a significance level α = 0.05.
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Figure 13: Graphical representation of the relationship between female
political interest and political self-efficacy and the female vote margin.
The graph is produced using the R package rdplot. The red lines are
plots of polynomial regression models with p = 4. Bins are quantile-
spaced, and the number of bins is calculated with Cattaneo, Idrobo,
et al.’s (2019) IMSE-optimal method.

In Figure 13, the the RD plots for for these two al-
ternative outcome variables are shown. Although the
smoothed fourth-degree polynomial functions do seem
to suggest a discontinuity in the outcome variables at the
cut-off point, the existence of such discontinuity is less
clear when looking at the local binned averages. Espe-
cially in panel B of this figure, which shows the RD plot
for the outcome variable Female political self-efficacy, the
suggested discontinuity seems to be largely the result of
the surprisingly high score of the outcome variable just
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Table 16: Global polynomial estimates for the variables Female political interest and Female political self-efficacy.

Female political interest Female political self-efficacy

p τ̂ s.e. 95% CI p-value AIC τ̂ s.e. 95% CI p-value AIC

0 -0.184 0.074 [-0.330, -0.038] 0.014 166 -0.021 0.014 [-0.047, 0.006] 0.133 -309
1 -0.171 0.104 [-0.375, 0.032] 0.102 167 -0.000 0.020 [-0.040, 0.039] 0.984 -307
2 -0.149 0.145 [-0.434, 0.136] 0.307 170 -0.041 0.027 [-0.095, 0.012] 0.132 -308
3 -0.254 0.198 [-0.643, 0.135] 0.202 173 -0.062 0.037 [-0.134, 0.011] 0.099 -306
4 -0.427 0.255 [-0.927, 0.073] 0.096 172 -0.084 0.045 [-0.172, 0.004] 0.063 -309
5 -0.168 0.339 [-0.832, 0.496] 0.620 172 -0.098 0.059 [-0.213, 0.018] 0.100 -305
6 0.009 0.415 [-0.805, 0.822] 0.984 174 -0.097 0.078 [-0.249, 0.055] 0.214 -302

Note: The degree of the polynomial is indicated by p. All standard errors are heteroskedasticity consistent (HC3). The number of observations
n = 141. All models are estimated with uniform kernels.

Table 17: Local linear estimates for the outcome variables Female political interest and Female political self-efficacy.

Female political interest Female political self-efficacy

Method τ̂ s.e. p-value 95% CI τ̂ s.e. p-value 95% CI

Conventional -0.210 0.203 0.300 [-0.608, 0.187] -0.080 0.044 0.068 [-0.166, 0.006]
RBC -0.180 0.243 0.459 [-0.656, 0.296] -0.092 0.052 0.078 [-0.195, 0.010]

Note: Results of the robust bias-corrected (RBC) methods introduced by (Calonico, Cattaneo, and Titiunik 2014) are calculated using the R package
rdrobust. The standard errors are heteroskedasticity consistent (HC3).

before the cut-off point. However, given the low amount
of observations, this ‘abnormal’ local average is relatively
imprecise and could very well be the product of chance.

The local linear estimates for the outcome variables
Female political interest and Female political self-efficacy are
presented in Table 17. As with the global parametric
models, the treatment effects are estimated to be negative,
but at the conventional significance level α = 0.05, the
null hypothesis of no treatment cannot be rejected for both
outcome variables. As noted before, it is important to
remember that the samples used to estimate these models
are small. Especially in these local linear models, the
number of observations is small with CCT MSE-optimal
bandwidths of h = 0.158 (n = 45 + 38) and h = 0.117
(n = 34 + 32) respectively.

It must be noted however, that the p-values for the
point estimate of the treatment effect of female electoral
success on the measure on female political self-efficacy are
only slightly larger than p = 0.05 in both the local linear
regression models, as well as some of the global poly-
nomial models. Figure 14 also shows that the estimated
treatments effects for the outcome variable Female political
self-efficacy remain close to being statistically significant
for quite a large range of chosen bandwidths—especially
when local quadratic regression models are used.

Although the current results do not provide any deci-
sive evidence on the existence of a treatment effect, the
only marginally statistical insignificant negative point es-
timates of the causal effect of female electoral success on
the measure of female political self-efficacy is remarkable
and rather unexpected.

9 Discussion and Conclusion

In this thesis, a RD design has been applied to the first-
past-the-post electoral system used in Canadian parlia-
mentary elections to obtain a credible estimate of the local
average treatment effect of a woman winning a compet-
itive mixed-gender election for a seat in the Canadian
House of Commons on the number of female candidates
in the subsequent election within the federal electoral
district.

The main results presented in section 6 provide credi-
ble evidence to conclude with a large degree of confidence
that the election of a woman to the Canadian House of
Commons does have a positive and statistically signifi-
cant causal effect on the number of female candidates in
the next election within an electoral district. The over-
all conclusion is neither sensitive to different functional
specifications in the global polynomial approach, nor do
any reasonable choices of bandwidths in the local non-
parametric models provide evidence for alternative con-
clusions. Finally, both the CER-optimal bandwidths and
the robust bias-corrected inference methods introduced
by Calonico, Cattaneo, and Titiunik (2014) indicated the
main inference to be valid: the treatment effect is positive
and statistically significant.

Although the main results unambiguously indicate
that the treatment effect is positive and statistically signif-
icant, the main results provide less clarity on the size of
the treatment effect. The preferred point estimate, based
on a local linear regression model with a triangular kernel
and a MSE-optimal bandwidth (h = 0.146) indicates that
the election of a woman causes an increase in the number
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Figure 14: Graphical representation of the sensitivity of the estimated
treatment effect using the measure on Female political self-efficacy as
outcome variable. Panel A and B show the estimated treatment effect
τ̂ of local linear and quadratic regression models with bandwidths
ranging from 0.01 to 1.00. The shaded areas represent the 95% confidence
interval, calculated using heteroskedasticity consistent (HC3) standards
errors clustered on the electoral district–representation order level.

of female candidates during the subsequent election of
τ̂ = 0.697. Additional evidence from regression models
with smaller bandwidths and the covariate-adjusted local
linear regression models suggest that this point estimate
is more likely to be an underestimation than an overesti-
mation. Both the selection of smaller bandwidths, as well
as covariate adjustment result in larger point estimates.

The causal mechanisms behind the main results re-
main somewhat unclear. As some other authors have
pointed out, the increase in female candidates might sim-
ply be attributable to the tendency of incumbent candi-
dates to seek re-election (Bhalotra et al. 2018; Broockman
2014). To investigate whether (part of) the treatment effect
can be attributed to a role-model effect, four alternative
regression models have been explored in section 8. All
these alternative models aim to provide insight into the
question whether the election of a woman induces other
women to run for election.

In the first two extensions, the number of female chal-
lengers, and the number of female candidates in nearby
electoral districts have been used as alternative outcome
variables. In the third extension, only a sub-sample of
open seat elections—i.e. elections where the incumbent
member of parliament did not participate—has been used
to estimate the treatment effect. In the fourth extension,
data from the from the 2019 Canadian Election Study

was used to construct two alternative outcome variables
measuring the levels female political interest and political
self-efficacy within the electoral district.

In none of these extensions, the null hypothesis of no
treatment effect could be rejected. These result can be
interpreted as follows: first, the fact that the election of
a woman does not increase the number of female chal-
lengers suggests that there is no cross-party role-model or
contagion effect. For example, the election of a woman
from the Liberal Party does not seem to increase the like-
lihood that the nominee of the Conservatives is female
during the next election. Secondly, the absence of an in-
crease in female candidates in nearby electoral districts
indicates that female electoral success does not generate
a spillover role-model effect that transcends the bound-
aries of the electoral district. Finally, both the lack of a
statistically significant treatment effect when only the sub-
sample of open seat elections is used in estimation, as well
as the lack of a statistically significant treatment effect on
female political interest and political self-efficacy must be
interpreted with caution. For these two extensions, the
low sample-size substantially increases the likelihood of
a false negative, and at most, the absence of a statistically
significant effect indicates that there is no large role-model
effect.

Overall, the available evidence thus suggests that the
election of a female candidates does increase the number
of female candidates during the next election, but most
likely, this increase is not attributable to a role-model ef-
fect. Instead, the increase in female candidates seems to
be largely the result of the tendency among incumbents
to run for re-election. The implication of this result is
that policy measures such as (mandatory) gender quota
in politics can obviously result in mechanical increases
in the level of female political representation, but such
increases are unlikely to improve other women’s politi-
cal participation in Canada—or at least in the short run.
Perhaps because the share of female MPs has already
reached a certain ‘threshold’ level in Canada, biases, barri-
ers, and disincentives faced by aspiring female politicians
can remain unaffected by an increased presence of female
role-models (Gilardi 2015).

The results of this thesis do show some new interesting
areas open for exploration. First, the methods used in this
thesis can be easily applied to other countries which use
first-past-the-post voting systems to investigate whether
similar conclusions can be drawn outside Canada. Impor-
tantly, the result obtained in the analysis of a relatively
well-scoring country in terms of gender equality such as
Canada might not be applicable in countries where the
gender gaps in politics have remained even more pro-
nounced, such as Malaysia.

Secondly, and perhaps more interestingly, it is impor-
tant to realise that this study only investigates a very
specific type of role-model effect: a horizontal role-model
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effect. Although most evidence presented in this thesis
suggests that the election of a woman does not increase
the inflow of female candidates in Canadian federal elec-
tion, it might be possible that exposure to high-level fe-
male politicians increases the number of women entering
politics at lower levels—e.g. in municipal or provincial
elected bodies. The investigation of such vertical role-
model effects could provide more insight in the dynamics
of female political representation, especially since local
politics can pave the way to higher office as it allows po-
tential candidates to build networks and to gain political
experience (Buckley et al. 2015; Standing Committee on
the Status of Women 2019).

Furthermore, in this thesis, I have already made an
initial attempt to use a RD design to explore have a wider
range of aspects of political participation among women
is affected by the exposure to female politicians. In the
fourth extension, I aimed to follow the examples of D. E.
Campbell and Wolbrecht (2006) and Beaman, Duflo, et al.
(2012) to investigate whether women in districts where a
woman won the election show increased levels of political
interest and self-efficacy. The methods used in this thesis
can be easily applied to study any of the hypothesized
effects of exposure to female politicians in more detail.
For example, it could be investigated whether the political
attitudes and behaviours of adolescent girls are affected
by the presence of a female MP, or surveys among the
influential local Electoral District Associations could be
conducted to analyse whether local political elites are
impacted by their exposure to women occupying political
office.

The obvious drawback of all these follow-up studies
is that it requires major efforts for data collection, as data
on the gender of provincial and municipal political candi-
dates is not readily available, nor is there an abundance
of publicly available data on a wider range of measures
of female political engagement at the level of federal elec-
toral districts—with the exception of the 2019 Canadian
Election Study. However, as more election are held in the
future, more data might hopefully become available.
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A.1 LM cross-validation

In Figure 15, the results of the Ludwig and D. L. Miller (2005) cross-validation procedure, as calculated using the
algorithm described in detail by Imbens and Lemieux (2008) are presented. The dashed vertical line indicates the
optimal bandwidth at which the cross-validation criterion 1

N ∑N
i (Yi − Ŷ(ṽi))

2 takes its lowest value.
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Figure 15: Plot of the Ludwig and D. L. Miller (2005) cross-validation criterion.

A.2 IK bandwidth

Imbens and Kalyanaraman (2012) propose the following optimal bandwidth:

ĥopt = CK

( σ̂2
−(c) + σ̂2

+(c)

f̂ (c) · ((m̂(2)
+ (c)− m̂(2)

− (c))2 + (r̂+ − r̂−)

)1/5
· N−1/5 (3)

where CK is a constant that depends on the type of kernel used, σ̂2
−(c) and σ̂2

+(c) denote Var(Yi|ṽi) at the cut-off point

c from the left and the right, f̂ (c) is the estimate of the density of the forcing variable ṽi at the cut-off point, m̂(2)
+ (c)

and m̂(2)
− (c) are the second derivatives of the conditional mean E(Yi|ṽi = c) estimated with a quadratic regression

model separately to the left and right of the cut-off point, and r̂+ and r̂+ are regularisation terms.
Following the algorithm of Imbens and Kalyanaraman (2012), this optimal bandwidth can be easily computed for

the RD design with normalised female margin of victory as the forcing variable ṽi with the cut-off point c = 0 and the
number of female candidates in the next election as the outcome variable Yi:

1. Calculate the pilot bandwidth h1 to estimate f̂ (0) and the conditional variances σ̂2
−(0) and σ̂2

+(0):

h1 = 1.84 · Sṽi · N
1/5 = 1.84 · 0.067 · 7861/5 = 0.1255

2. Calculate f̂ (0) using the number of observation within the pilot bandwidth Nh1− and Nh1+:

f̂ (0) =
Nh1− + Nh1+

2 · N · h1
=

175 + 144
2 · 786 · 0.1255

= 1.616
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3. Estimate the conditional variances:

σ̂2
−(0) =

1
Nh1− − 1 ∑

i:−h1≤ṽi<0
(Yi − Ȳh1−)

2 = 1.085

and

σ̂2
+(0) =

1
Nh1+ − 1 ∑

i:0<ṽi≤h1

(Yi − Ȳh1+)
2 = 1.330

4. Estimate m̂(3) by fitting a global cubic regression model with a jump at the cut-off point

Yi = α + γ1 · Di + γ2 · ṽi + γ3 · ṽ2
i + γ4 · ṽ3

i + εi

with

m̂(3) = 4 · γ4 = 4 · −1.237 = −7.421

5. Calculate two new pilot bandwidths

h2− = 3.56 ·
( σ̂2

−(0)

f̂ (0) · (m̂(3))2

)1/7
· N−1/7
− = 0.791

and

h2+ = 3.56 ·
( σ̂2

+(0)

f̂ (0) · (m̂(3))2

)1/7
· N−1/7

+ = 0.851

6. Using these two pilot bandwidths, fit two quadratic models to the left and right of the cut-off point to estimate
m̂(2)
− = 0.7637 and m̂(2)

+ = −5.97

7. Calculate the regularisation terms r̂− and r̂+ as:

r̂− =
2160 · ˆσ2

−(0)
N2− · h4

2−
=

2160 · 1.085
452 · 0.7914 = 13.25

and

r̂+ =
2160 · ˆσ2

+(0)
N2+ · h4

2+
=

2160 · 1.33
333 · 0.8514 = 16.45

8. With all these estimates, it is possible to calculate the IK optimal bandwidth:

ĥopt = 3.4375
( 1.085 + 1.330

1.616 · (0.851− 0.7637)2 + (16.45− 13.25)

)1/5
· 786−1/5 = 0.414
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B Nearby districts

Figure 16 presents an example of how the alternative outcome variable on the number of female candidates in
nearby federal electoral districts is constructed. This map shows the electoral district in the centre of Toronto for
the Representation Order of 2003. For each district, the geometric centres are shown by the blue points. For the
district Toronto Centre—shown in red—the five districts with the most nearby geometric centres are coloured blue. The
alternative outcome variable for Toronto Centre is the sum of the female candidates in the elections of the blue districts.

Beaches - East York

Davenport

Don Valley West
Eglinton - Lawrence

Etobicoke - Lakeshore

Parkdale - High Park

St. Paul's

Scarborough Southwest

Toronto Centre

Toronto - Danforth

Trinity - Spadina

York South - Weston

Figure 16: Map of electoral district in Toronto (Representation Order 2003) The five district in blue have geometric centers at the least distance from
the district in red—Toronto Centre.
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Table 18: RD estimates from global polynomial regression models.

Nonclustered Clustered

p τ̂ s.e. 95% CI p-value s.e. 95% CI p-value AIC

0 0.549 0.083 [0.387, 0.711] 0.000 0.087 [0.379, 0.720] 0.000 2452
1 0.489 0.132 [0.230, 0.748] 0.000 0.138 [0.219, 0.759] 0.000 2455
2 0.376 0.176 [0.032, 0.721] 0.033 0.176 [0.031, 0.722] 0.033 2457
3 0.589 0.220 [0.158, 1.021] 0.008 0.219 [0.160, 1.019] 0.007 2454
4 0.677 0.249 [0.190, 1.164] 0.007 0.245 [0.196, 1.158] 0.006 2456
5 0.820 0.314 [0.204, 1.437] 0.009 0.312 [0.208, 1.433] 0.009 2459
6 0.998 0.339 [0.335, 1.662] 0.003 0.336 [0.339, 1.657] 0.003 2461

Note: The degree of the polynomial is indicated by p. All standard errors are heteroskedasticity consistent (HC3). The clustering of standard errors
took place on the electoral district–representation order level.

Table 19: Covariate balance tests conducted with uniform kernels.

Conventional Robust

Covariate hopt τ̂ s.e. p-value s.e. p-value

Total votes 0.146 -2361.219 2651.616 0.373 3089.096 0.558
Total candidates 0.132 -0.226 0.325 0.486 0.378 0.614
Female candidates 0.075 0.514 0.253 0.042 0.281 0.033
Incumbent candidates 0.148 -0.101 0.092 0.270 0.107 0.255
Total population 0.129 -7853.480 4518.760 0.082 5141.291 0.083
Percentage women 0.090 0.002 0.003 0.496 0.003 0.352
Female labour participation 0.112 -0.003 0.014 0.850 0.016 0.737
Female average income 0.118 -741.927 1944.660 0.703 2279.114 0.597
Unemployed 0.134 -334.038 375.817 0.374 441.017 0.500
Average family size 0.112 0.096 0.058 0.102 0.070 0.161
Total immigrants 0.137 -3333.349 4269.068 0.435 4922.523 0.415
Women with tertiary education 0.183 -2153.200 1322.710 0.104 1488.766 0.089

Note: Covariate balance tests using uniform kernels in combination with the robust bias-corrected methods introduced by (Calonico, Cattaneo, and
Titiunik 2014), as calculated by the R package rdrobust. The MSE-optimal bandwidth is represented by hopt, and the corresponding MSE-optimal
point estimates is τ̂. Both the conventional and the robust bias-corrected standard errors are presented. The standard errors are heteroskedasticity
consistent (HC3), and they are clustered on the electoral district–representation order level.

Table 20: CER-optimal local linear estimates for the outcome variable: female challengers.

Method τ̂ s.e. p-value 95% CI

Conventional -0.036 0.248 0.885 [-0.521, 0.450]
RBC -0.003 0.270 0.991 [-0.532, 0.525]

Note: The CER-optimal bandwidth hopt = 0.106. Results of the robust bias-corrected inference methods introduced by (Calonico, Cattaneo, and
Titiunik 2014) are calculated using the R package rdrobust. The standard errors are heteroskedasticity consistent (HC3), and they are clustered on
the electoral district–representation order level.
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Figure 17: Graphical representation of the bias-variance trade-off of local linear regression techniques. Panel A and B show the estimated treatment
effect τ̂ of local linear and quadratic regression models with bandwidths ranging from 0.01 to 1.00. Triangular kernels were used to weigh the
observations. The shaded areas represent the 95% confidence interval, calculated using heteroskedasticity consistent (HC3) standards errors
clustered on the electoral district–representation order level. Panel C shows the number of observations.
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Figure 18: Graphical representation of the sensitivity of the estimated treatment effect for the covariate Female candidates. Panel A and B show
the estimated treatment effect τ̂ of local linear and quadratic regression models with bandwidths ranging from 0.01 to 1.00. Triangular kernels
were used to weigh the observations. The shaded areas represent the 95% confidence interval, calculated using heteroskedasticity consistent (HC3)
standards errors clustered on the electoral district–representation order level.
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Figure 19: Graphical representation of the sensitivity of the estimated treatment effect for the placebo cut-off point ṽi = 0.05. Panel A and B show
the estimated treatment effect τ̂ of local linear and quadratic regression models with bandwidths ranging from 0.01 to 1.00. Triangular kernels
were used to weigh the observations. The shaded areas represent the 95% confidence interval, calculated using heteroskedasticity consistent (HC3)
standards errors clustered on the electoral district–representation order level.
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