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Abstract

Conjoint analysis often does not work as well as theory suggests. A lack of external

validity means that there is a difference between preference shares and actual market

shares. Improving external validity could help marketers in making more accurate pre-

dictions and consequently help to make better decisions. Throughout this study, the

main objective is to find variables with a significant influence on external invalidity and

find similarities between product categories. Difference is addressed as the magnitude of

absolute difference, which holds the total absolute error of a study. It is also addressed

as the difference on a product level, which is the difference of preference minus market

share for a product. Using regression techniques on both differences, this study identifies

the following significant variables: price, the number of respondents, and a high pur-

chase frequency significantly decrease difference; whereas distribution and the number of

products in the market increase difference. Seven product categories, such as cigarettes,

batteries, and dairy products, are used as dummy variables and interaction effects with

price, distribution, and volume to find similarities between studies. However, there are

not enough significant results stating that product categories significantly impact price,

distribution, and volume, indicating these variables are not context-dependent. Lastly,

black-box models predict actual market shares of new data, using the conjoint prediction

and all previously mentioned variables as input. The Random Forest predicts the data

very well, but only slightly better compared to the baseline. It shows that there is still

room for improvement in the estimation of market shares.
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1 Introduction

1 Introduction

In recent years, conjoint analysis has become one of the most-used methods for re-

searching the market and the customers’ preferences in that market. As the method

makes it easy to show products and trade-offs of (important) attributes and their differ-

ent levels to the respondent, customers get to make a more real-life decision while filling

out a survey than other forms of surveys. The method is more closely related to real-life

decision-making compared to surveys that do not show trade-offs, as this is a common

feature in product selection in a real-life decision.

In a survey, respondents manually select the products in a simulated environment.

They explicitly show which products, attributes, and levels have the highest preference

by selecting these most often. The resulting preferences are called stated preferences.

On the other hand, there are revealed preferences where customers have not specifically

indicated what product they prefer; their (purchase) behaviour and real market data gives

an idea of preference. A product that is sold very often is believed to have a higher level

of preference compared to a similar alternative that is rarely bought (Fifer et al., 2014).

Surveys, and the resulting stated preferences, are needed as revealed preferences might

be subject to correlated variables. They cannot give insights in situations with slightly

different conditions, and it is sometimes difficult to examine all variables when there is

not enough variation in revealed preferences (Kroes and Sheldon, 1988).

Even though conjoint analysis is supposed to work relatively well according to the

theory, it happens more often than not that the outcome of the conjoint differs from the

actual market shows due to impacting variables (Feit et al., 2010).

An aspect that possibly interferes with the accuracy of the conjoint analysis is the

time spent making the decision. For example, customers might take days or weeks to

decide which photo camera they would prefer while making multiple such decisions in a

matter of minutes when taking a survey. An increase in task size and complexity may

also compromise consumers’ judgment; they get tired or bored and might rush through

the questions. Moreover, increasing the difficulty of a task might make for a worse inter-

pretation of all of the products due to a limitation in cognitive processing capabilities,

which causes an information overload (Louviere and Timmermans, 1992). On the other

hand, choices might be simplified in a survey, and consumers can get influenced by other

factors in real life, either marketing or non-marketing related, that are difficult to capture
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1 Introduction

in a study (Allenby et al., 2005).

These aspects impact such that the resulting model has a lower validity than desired.

Different measures for validity are used in expressing the performance of studies: internal

validity, which shows how well the observed results represent the actual results in the

sample; face validity; predictive validity; and external validity. The last shows whether

or not the model can be generalized to data outside of the sample (Fitzner, 2007) and is

most interesting when looking into the performance of conjoint analysis for the outside

world.

While there is much research on the internal validity of conjoint analysis, there is less

known about the external validity of the conjoint analysis. Many papers (e.g., Hainmueller

et al., 2014; Laurent, 2000; Rogers and Soopramanien, 2009) state that the causes of ex-

ternal invalidity should be investigated. However, new research, as well as most literature,

are focused more on the calibration of conjoint analysis, creating newer types of conjoint

analysis (such as Filter choice-based conjoint and Build-your-own options), or looking

at the usage of different modelling methods (e.g., Liu and Tang, 2015). These methods

and improvements help minimise the difference in stated and revealed preferences and,

consequently, in the estimation errors of predictions, eventually leading to lower external

invalidity. However, only a small number of papers address the factors directly influencing

the external validity.

Improving the external validity by looking at the influence of different factors, such

as purchase frequency of the product, the number of competitors, or the distribution of

the product, has not been discussed that much, while this could be the key to creating

more accurate models with the results of conjoint analysis. Therefore, this thesis focuses

on answering the following question:

Which variables have a significant influence on external validity, and are these

variables similar within product categories?

Finding how and which variables affect consumer behaviour, and, more importantly, how

these variables affect consumers such that choices made in a conjoint study and actual

purchase behaviour diverge, is of high relevance for both the scientific and the societal

field. As there are not many papers that lay the groundwork for this topic, researching

this would make way for more economists to look into this subject and expand current

research. On the other hand, this research is relevant for marketers in decision-making.
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2 Theoretical framework

Improving the external validity of conjoint analysis results in more accurate predictions,

which will increase the accuracy of a company’s scenario analysis. Marketing managers

can use the insights from this research to support their decisions better. A meta-analysis

is proposed to identify key differences between the results of conjoint analysis and the

actual market to answer the research question, considering different segments within the

Fast-moving consumer good industry (FMCG).

This proposal is built up as follows: in the following section, the theory behind this

problem is discussed. Section 3 holds the data description and research methodology. This

methodology is then applied to the data, and the results are given in Section 4. Concluding

this thesis, the implications of the results and the connection to the literature, together

with limitations and recommendations for feature research, are given in Section 5.

2 Theoretical framework

2.1 Conjoint analysis

Since the introduction of conjoint analysis in 1964 by Luce and Tukey, the method

has gained popularity among marketers. The method deduces attribute importance, pref-

erences of attribute levels, and the trade-offs between them. Researchers use surveys to

let consumers choose between multiple options of a product. The products that respon-

dents choose from are build up out of relevant attributes, decided on by the researcher.

These attributes are what consumers would call ‘product features’ or ‘characteristics’.

Those aspects are what consumers base their purchase decision on (Green et al., 2001).

Attributes, such as the number of megapixels in a photo camera or the number of calories

in a bag of chips, can have multiple levels.

There are multiple ways for collecting data that gives insights into preference. An

often-used method is choice-based conjoint analysis. Participants choose the most pre-

ferred option from different stimuli: products or descriptions of products shown to a

respondent, thus a specific combination of attributes and levels. A respondent chooses

one of the shown options, which reveals that he or she prefers that specific combination

of the attribute levels over the other combinations shown.

Rating-based conjoint analysis let customers rate stimuli on a pre-determined scale,

where higher is a more preferred combination of attribute levels. After rating multiple
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2 Theoretical framework

stimuli, the stimuli are sorted in a ranking list, where higher means better. The most

notable difference with the choice-based conjoint analysis is that respondents do not choose

between options and only get to see one stimulus at a time (Orme, 2004).

Besides rating- and choice-based conjoint analysis, there are a few other designs that

can be used for conjoint analysis: MaxDiff is a design where respondents select the most

important and the least important attribute out of a list; Filter Choice-based conjoint

is similar to the traditional choice-based design, but respondents now have the option

to filter out irrelevant attribute levels; Build-your-own designs ask respondents to choose

desired levels for attributes where each upgrade holds a monetary value, resulting in an

estimation of willingness to pay. Build-your-own questions are often used in combination

with Adaptive choice-based conjoint, where stimuli are shown based on previous choices.

(Cunningham et al., 2010; Orme, 2009).

Performing multiple tasks in a survey where multiple stimuli are shown, part-worth

utilities can be derived (Louviere, 1988). Part-worth utilities can be described as the value

that a respondent gives to a certain attribute level. The summation of the part-worths

results in the preference of a stimulus (Green and Srinivasan, 1978; Luce and Tukey,

1964). Guadagni and Little (2008) and Moore (1980) denote this as

ui = vi + εi,

ui =
N∑
l=1

β̂lxil + εi,
(1)

where ui describes the preference or utility for stimulus, or product, i. Product i is

taken out of a set of alternatives, S. As part-worths can be seen as coefficients in the

estimation of total preference ui, they are denoted by β̂, where β̂l thus represents the

utility estimate of the lth attribute level. Variables xil through xiN hold the description of

product i. These variables hold the coding of the attributes of the product. This coding

is done with continuous variables, such as price, and dummy variables for non-continuous

attributes. The dummy variables represent attribute levels, where a variable is coded 1

when a attribute levels is present in the product, while coded 0 for all levels that are

not present. The error-term is represented by ε and possibly varies for each choice task.

This error is a random component and is likely the result of unobserved variance. It is

assumed that this variable is independently distributed. Lastly, N is the number of all

possible features of a product by summing all K levels for all J attributes, resulting in
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2 Theoretical framework

N =
∑J

j=1 Kj (Guadagni and Little, 2008; Louviere, 1988; Moore, 1980).

The preference calculation as stated in Equation 1 thus gives the preference of a

consumer for a product i. When consumers behave rationally, we can assume that they

will always select the product that gives them the highest utility. Preference can be sum-

marized using a utility function, therefore it is safe to assume that rational consumers

select products with the highest level of preference (Mas-Colell et al., 1995). The proba-

bility of choosing alternative i, pi, is expressed by selecting the product with the highest

preference, resulting in

pi = P (ui ≥ u′i, ∀u′i ∈ S, i′ 6= i). (2)

Using Equations 1 and 2, choice probability, pi, can be rewritten as a multinomial logit

(Guadagni and Little, 2008; Theil, 1969):

pi = evi

/∑
i′∈S

ev
′
i . (3)

2.2 Validity and conjoint analysis

Validity is the umbrella term that holds different measures of the reliability of a model

or method. The most interesting measures to look at when assessing the performance of

conjoint analysis are face, predictive, internal, and external validity (Fitzner, 2007).

Face validity measures if the survey appears to be measuring what it claims to be

measuring. A survey where the respondents know very well what is being tested has

high face validity, while a study that has a vague goal has low face validity (Nevo, 1985).

Another measure for face validity is validity by hypothesis, which looks more to the method

rather than the survey. A high validity results from the knowledge that using the method

in previous studies, or similar situations, resulted in a highly valid or effective method.

Based on the previous outcomes, it is hypothesized that the method will be valid for this

objective. In the case of a conjoint study, the method is expected to be highly face valid

when previous conjoint analysis showed promising results for a similar study, product and

market (Mosier, 1947).

Predictive validity shows how well the model can predict the outcome. A general

definition of this validity measure is ‘the correlation between a prediction based on a test

and some outside variable of interest’ (Rogers and Soopramanien, 2009).

Internal validity shows to what extent the observed results, caused by the interested
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2 Theoretical framework

variables, explain (a change in) the actual results, however only within the data used.

Internal validity in the conjoint analysis is based on the utilities of respondents. The

results from the conjoint analysis give stated preferences. When a conjoint analysis is

highly internally valid, a person’s stated preferences for characteristics are causing an

effect in their purchase probability, expressed as their individual preference shares, for all

respondents (Darmon and Rouziès, 1999).

While internal validity is tested and deduced from the sample data set, external

validity looks beyond the sample set. It does not look at an individual’s preferences but

looks at the total preference shares resulting from the conjoint analysis compared to the

actual market shares. It reflects the dynamics and consumer behaviour of the real world,

opposed to simulated answers in a lab experiment or survey. Formally, external validity

is about generalizing the results of a study. The question, however, is: “generalizing to

what?”. External validity refers to two fields, both generalizing to a particular person,

setting or moment in time, as well as generalizing across different people, settings or

moments (Lucas, 2003).

Having a model with high external validity shows that the critical causal links in the

real system, thus the real world, are well represented in the model (Laurent, 2000). Having

a high external validity is of high importance, as this can lead to improved marketing

decision-making (Rogers and Soopramanien, 2009). It is also crucial as having low external

validity can be responsible for the gap between the self-stated decision heuristics and an

actual purchase decision (Bremer et al., 2017).

Theoretically, conjoint analysis is supposed to be extremely good in presenting the

real world, with results that can be generalized easily. The generalization of the conjoint

analysis results would be to say that the stated preferences, expressed in preference shares

for all products, should be seen as market shares. If this is not the case, by systematically

not being the same as the actual market shares, external invalidity is at play. If the

difference is not systematic or significant, this could result from variance rather than bias.

In that case, there is not necessarily invalidity at play (Feit et al., 2010).

2.3 External validity and conjoint studies

Even though conjoint studies are preferred for mapping out the market as they sim-

ulate real-life decisions, low external validity might still be the biggest downside of the
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2 Theoretical framework

conjoint analysis. It results as the analysis is only an estimation of the real world (Yang et

al., 2018). Low external validity also occurs as conjoint analysis shows information about

choice behaviour, not necessarily about purchase behaviour (Louviere, 1988). While the

model, in theory, shows how consumers select and deal with trade-offs, the preferences and

actual purchases can be inconsistent (Feit et al., 2010). Effectively, the stated preference

and the revealed preference do not align. Also, the simulation of products is not always

a perfect representation of the real world (Yang et al., 2018).

Theory suggests multiple ways to fill the gap between the preference shares resulting

from the conjoint analysis and the actual market shares. Theory, calibration of conjoint

analysis, new types of conjoint analysis, and different modelling methods all try to decrease

the gap between the preference shares and market shares. Research regarding these topics

focuses on either decreasing the difference between stated and revealed preference, such

as the new types of conjoint analysis as Build-your-own exercises; on the other hand,

research focuses on translating the conjoint results into good market shares, such as

better calibration. This research focuses on the primary, as this study investigated the

effects of various variables on the difference between market and preference shares.

The first way to address the difference in preference and market shares is the design

of surveys used for conjoint analysis, as well as the respondents. Factors that influence

the design are the intensity of the survey and simplification of the products, as well as the

number of respondents who have filled out the survey. Increasing the number of choice

tasks or the number of choices per task could yield two outcomes: the tasks become too

complex, and respondents get exhausted, resulting in a worse outcome (Allenby et al.,

2005; Louviere and Timmermans, 1992); or the results of the conjoint analysis improve

as there is more data available.

Research conducted by Bansak et al. (2018) and Johnson and Orme (1996) show

empirical evidence that the number of tasks does not have a deteriorating effect on the

performance of respondents during the survey, leading to more useful information and a

better estimation of real-life purchase behaviour (Malhotra et al., 2017).

The factors mentioned above derive the following hypotheses, which test the effect

of design variables on the difference between the share of preference and market share:

H1: An increase in the number of tasks decreases the overall difference be-

tween preference and market share, as there is more information.
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2 Theoretical framework

H2: An increase in the number of choices per task results in more informa-

tion and a better real-life decision-making experience, which decreases the

difference between preference shares and market shares.

H3: More respondents increase the representation of the real world, leading

to a smaller overall difference.

Secondly, the gap between choice and purchase behaviour is context-dependent. Al-

lenby et al. (2005) suggest that experiments should replicate a specific market context, as

this is important for the validity. Hainmueller et al. (2014) support this by stating that

external validity is expected to be different based on context and field of study. More-

over, Sichtmann et al. (2011) find that the degree of (in)accuracy of a conjoint model is

dependent on product categories. Context-dependency might also have to do with the

size of the markets in which the categories operate. Some markets are saturated, hold

many competitors and products, while others only have a few products. The impact of

context on the difference between preference and market shares is investigated on both

study- and product level, using preference shares and product categories.

Purchase frequency is connected to the level of involvement, which is connected to

whether or not the product is utilitarian or hedonic. Products that are utilitarian and

have a lower level of involvement are bought without much research. These products

include products such as a carton of milk or toothpaste. When asking respondents about

this kind of product in a survey, respondents take more time thinking about a decision

than they would in real life. On the other end of the spectrum, there are products with a

hedonic need and a very high level of involvement, such as a photo camera. Respondents

might take days, weeks or even longer deciding what product they would buy in real life

(Szmigin and Piacentini, 2018). However, in conjoint analysis, respondents are making

multiple of these decisions in a very short time frame.

Even though purchase frequency is connected to the actual product, it is assumed

that purchase frequency is similar for all products within a study, disregarding packaging

volume for the sake of this study. The influence of frequency is assessed throughout this

study, testing the following hypothesis:

H4: A high purchase frequency negatively influences the total magnitude of

the absolute difference in a study.
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2 Theoretical framework

As described above, the influence of context is also addressed by looking at product

categories and their effect on product-dependent variables. Consumers might focus more

on specific attributes in the conjoint than in the real world, such as pricing or packaging

volume. This could lead to a bad reflection of reality. Focusing on particular attributes

could be a result of choice heuristics (Bremer et al., 2017) or level of involvement. More

expensive products often require a higher level of involvement, leading to a more thought-

through decision and a minor difference (Sichtmann et al., 2011). A general assumption

is that consumers prefer a lower price for the same product.

When the problem of bad reflection occurs, the hypothetical bias is at play (Beck

et al., 2016). This bias and thus lack of external validity have been researched in a meta-

analysis by Murphy et al. (2005), yielding the result that bias seems to be driven by the

hypothetical values in willingness-to-pay questions. Higher hypothetical values yield a

higher bias; thus, higher monetary values result in lower external validity.

External invalidity might also occur when the customer would prefer combinations

of attribute levels that are not available in the actual market and thus has to deal with

unmet demand (Chandukala et al., 2011). This problem corresponds to differences in

product distribution. Consumers may prefer products that are only available in a small

section of the total market, i.e. a small distribution. If a big proportion of the respondents

prefer a product that is not widely available, the preference share would be high, while

in reality, the product only holds a small fraction of the market (Natter and Feurstein,

2002).

H5: Relatively expensive products are seen as products that have a higher

level of involvement, making choosing these a more thought-out choice, leading

to a smaller difference between preference and market share for expensive

products.

H6: Bigger packages will be chosen less in real life than in the conjoint, as

people purchase more cheap in the conjoint.

H7: Products with a lower distribution will have a relatively low market share

compared to preference share, meaning that they are overrepresented in the

conjoint analysis
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3 Methodology

H8: Price, distribution, and volume have different effects on the difference

between preference and market share on a product level, depending on the

product category.

The relations between the variables and the tested hypotheses are schematically shown

in the conceptual framework in Figure 1. The figure shows the level of measurement of

the variables, as well as the connections between variables.

3 Methodology

This section addresses an explanation of the data and the necessary steps for prepar-

ing the data, as well as explaining the different techniques. Multiple statistical tests and

machine learning techniques were applied to test all given hypotheses. These techniques

and analyses were applied in Python, with the use of SciPy (Virtanen et al., 2020), scikit-

learn (Pedregosa et al., 2011), Keras (Chollet et al., 2015), and statsmodels (Seabold

and Perktold, 2010), as these are the most advanced and prominent Python modules for

machine learning and deep learning1.

Hypotheses 1 through 4 are tested by fitting a regression model to predict the total

magnitude of the absolute differences between preference and market shares. The effects

that are to be tested are the same within each study, and therefore there is one observation

per study used. If variables have little impact on the magnitude of difference, the quality

of the conjoint analysis is not widely affected by these factors. Thus, the model would be

externally valid for that product.

Hypotheses 5, 6, 7, and 8 are also addressed using regression analysis, where the effect

of Price, Distribution, and Volume on the difference between preference share and market

share per product is assessed. These variables, as different per product, are of high impact

on purchase in general, as discussed in Section 2. The difference used in this analysis is

the difference on an individual product level: Preference share minus Market share. The

explanatory variables used from Hypotheses 1 through 4 are included as control variables.

The regression is also expanded with interaction effects between product categories

and price, volume, and distribution, addressing Hypothesis 8 to find similarities between

studies.

1The implementation of this thesis can be found at https://github.com/l-schipper/MSc-Thesis-final
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3 Methodology

Figure 1: Conceptual framework of variables and their relations.
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3 Methodology

3.1 Data description

For this research, 33 simulators of previously executed conjoint studies within SKIM,

where the focus has been on pricing, are used. Each simulator contains a various number

of products or SKUs. All products in a simulator, or study, are seen as all products in that

market. The number of SKUs in the conjoint analysis are thus the same as the number

of SKUs in the market. All shares are scaled such that they make up 100% exactly.

Combining all products of all studies leads to a total of 1,876 individual products.

Hypotheses 1 through 4 use 33 observations, one for each study, because all explana-

tory variables are the same within a study. The dependent variable for the models created

for these hypotheses is as follows;

Total magnitude of absolute differencei =
J∑

j=1

|preference shareij −market shareij|,

(4)

where i represents a study, j represent a product in study i and J equals the number of

products in that study. The preference share of a product j in a study i is thus denoted

as preference shareij. The total magnitude of absolute difference thus is the sum of the

absolute values of the differences per product per study.

Hypotheses 5 through 8 use all 1,876 individual products, as these hypotheses assess

differences on product level. The dependent variable used in the analyses regarding those

hypotheses is

Difference on product levelj = preference sharej −market sharej, (5)

where j represents an individual product. This equation is not dependent on study;

however, the sum of all differences on product level within a study equals 0. This results

as both the sum of preference share and the sum of market share within a study equal

100%.

The simulators used for this study hold information about the actual price, volume,

distribution, and market share of a product, at the moment of surveying. Using the

results of the surveys, given as part-worth utilities, Preference shares of the different

products are computed following Equation 2, where the input is the result of the survey.

Products that are not requested in this analysis by the company are not considered when

computing the preference shares. Therefore, not all possible attribute (level) combinations
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are represented in the preference shares. However, this study focuses on the translation

from the conjoint to the market, and the gaps found there. The market shares of the

products researched are scaled to have a total of 100%, such that the preference and

market shares can be compared without accounting for other products.

The actual market shares are acquired through Nielsen. The shares are aggregated

on the channel level, which is study-dependent, e.g. a specific supermarket chain or

nationwide. The shares are then scaled such that the products in the scenarios make up

a hundred per cent, as mentioned before.

The numbers for distribution are also acquired through Nielsen. These distributions

are weighted based on the selling volume of the stores. A store with a higher sales volume

is accounted for with a more considerable weight, meaning that a big store that does not

sell a specific product has more impact than a smaller store in the eventual Distribution

number.

The variables for price, distribution, and volume were scaled. These values of these

variables are often category dependent, e.g. a carton of milk is less expensive than a

bottle of perfume and could very well be hugely divergent between studies. Therefore

the variables are scaled into the relative price, distribution and volume by dividing by

the study’s average. A relative Price of 1 means that this price is the average of that

study. A relative Price of 1.5 thus means that this price is 50% higher than the average

price. Standardizing the values of these variables is necessary, as the parameters could

very well be misleading without standardizing first. A relatively expensive product in

study A could have the same price as an incredibly cheap product in study B. Not using

relative numbers could lead to wrong conclusions of the importance of price, distribution,

and volume. Besides, the parameter and significance in a regression could lead to wrong

insights. Therefore scaling is applied to ensure that the study dependent values of price,

volume or distribution do not cause issues.

Interpreting their coefficients in the models is then done as follows: An increase of

1 in price means that the difference increases with its parameter value. An increase of 1

in the standardized price means an increase of 100% relative to the mean price for that

study. Thus, the product’s actual price has increased with the average value for price in

its study. A more concrete example is as follow: when a product has a price of $60 and

the average price in that market is $50, an increase of 1 in the standardized price means
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that the product now would cost $110.

The variables mentioned above all hold information on product level. Six variables

are included to get a better idea of the influence of the market- and study-related variables.

These variables give insight into the market and the conjoint study itself. Three variables

are included to look at the market: (1) the number of products in the market, (2) the

number of competitors, and (3) the purchase frequency of the product. The market here

is defined by the products used in the simulator. The number of products thus equals

the total number of products used in the simulator; the number of competitors equals the

number of brands in the simulator.

Purchase frequency is a self-defined variable where all products are divided into one

of the following categories: daily purchase, weekly, monthly, quarterly, less frequent than

quarterly. A new photo camera or mobile phone would then be categorized as ‘less

frequent’, while a milk bottle is bought weekly.

Study-related variables consider the design of the surveys used for conjoint analysis

and respondents. The resulting variables are (1) the number of respondents for this survey,

(2) the number of choice tasks a respondent had to do, and (3) the number of options

per choice task. These variables are taken into account as the second and third variables

might deal with the cognitive issue, as discussed in Section 2.

Lastly, product categories were added using dummy variables. All studies are about

FMCG products; however, product categories are addressed as well. A product category

is added as a dummy when there are at least two studies within that category. The

categories included in the analyses are three studies about beauty products; eight studies

about cigarettes; two involving snacks; seven studies regarding various dairy products;

six about batteries; three studies about drinks; and two regarding home products. The

two remaining studies are categorized as ‘other’ and will function as the base level in the

regressions.

Table 1 shows the summary statistics of the study and market-related variables as

found by the 1,876 different products found in all studies combined. The number of

respondents differs considerably, where the maximum is twenty times larger than the

minimum. Its standard deviation is also massive. The median is on the left of the mean,

showing that this variable is positively skewed. A positive skew also occurs for the number

of SKUs per task. The number of choice tasks per study shows a small range, where the
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minimum and the first quantile have the same value, and the median and third quantile

also have the same value. It can be deduced that the number of tasks does not vary a lot.

The number of competitors seems to be somewhat normally distributed.

The two variables at the bottom rows show the variables of interest: the differences

between preference and market share. The first one shows the difference between Pref-

erence and Market share per product, where the second is subtracted from the first, as

shown in Equation 5. A negative difference thus means that the market share is greater

than the preference share. There is a wide range with a negative skew.

The magnitude variable is the sum of the absolute differences between preference and

market shares per study, as seen in Equation 4. A lower magnitude means that overall

the Market shares are predicted well, whereas a high Magnitude shows a bad prediction.

There is a slight positive skew in the magnitude of differences, showing that there might

be outliers regarding this variable.

Scatterplots are included to get an idea of how the variables impact the dependent

variables. Figures 2 and 3 hold scatterplots of the aforementioned market-related and

design-related variables, with the dependent variables on the y-axes. The difference on

product level is used in Figures a through c; the magnitude of total absolute difference

per study is used in Figures d through f. Figure 4 also consists of different scatterplots.

Only the difference on product level is used, since price, volume, and distribution are on

Table 1: Summary statistics

mean std min 25% 50% 75% max

No. respondents 1398.57 1035.73 202 728 869 2044 4076

No. tasks 10.532 3.478 6 6 12 12 16

No. SKU’s per task 24.866 18.380 2 14 14 31 69

No. SKU’s in market 128.564 77.854 8 55 100 230 230

No. competitors 15.020 5.139 2 12 16 18 27

Difference -0.0005 0.02531 -0.4518 -0.0037 0.0007 0.0048 0.1740

Magnitude of total 0.654 0.199 0.206 0.514 0.685 0.741 1.507

absolute difference

N = 1,876
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product level while the magnitude is on study level.

Figure 2 shows scatterplots for the number of tasks (Figures a and d), the number of

SKUs per task (Figures b and e), and the number of SKUs in the market (Figures c and f).

The number of tasks seems to have a wider range of differences for every value other than

6 and 15. On the magnitude, it appears that an increase of Tasks increases the magnitude

non-linearly. For the number of SKUs per task, the range decreases the difference per

product and the magnitude of difference when there are more SKUs per task. The number

of products per market also affects the difference, such that more Products result in a

smaller difference between preference and market share. For magnitude, the number of

products seems to incline slightly if the outlier is neglected.

Looking at Figures 3a and d, it is visible that an increase in Respondents leads to a

smaller Magnitude of Difference and a smaller range of difference on product level. The

number of competitors (Figure 3b and e) also decreases the difference on a product level,

Figure 2: Scatterplot of the relation between Difference and Magnitude of total absolute Difference, and

Number of tasks, Number of SKUs per tasks and Number of SKUs per market.
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Figure 3: Scatterplot of the relation between Difference and Magnitude of total absolute Difference, and

Number of respondents, Number of competitors and Purchase frequency.

but for the magnitude, there is no clear relation. When looking at frequency, the first

level (daily purchase) has a much smaller range of difference than the other levels. There

seems to be no clear relation with the magnitude of difference; however, level 2 has a

possible outlier.

Finally, Figure 4 shows the relations of Price, Volume, and Distribution, to difference.

Right away, it is evident that a higher standardized price results in a minor Difference.

The same appears to happen for volume, but this is less clear and might result from

outliers. For distribution, the opposite occurs: a higher Distribution leads to a greater

Difference. This is in line with theory as previously discussed. However, as the relation

between the explanatory variables and the dependent variables is not very clear in the

scatterplots, models are needed to investigate any relationship with a significant impact

on the difference. Only when a significant impact can be found can it be said that there

is a variable influencing the external validity.
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Figure 4: Scatterplot of the relation between Difference, and standardized Price, standardized Volume,

and standardized Distribution.

The data is randomly split into two portions for all analyses, creating a training and

validation set. Splitting is done by randomly assigning 70% to the in-sample set, whereas

the rest is considered out of the training sample, thus out-of-sample set.

3.2 Regression analysis

As stated before, most of the hypotheses are addressed using regression analysis.

The most ordinary regression analysis, Ordinary Least Square (OLS)-regression or linear

regression, fits a model while minimizing the residual sum of squares (RSS). However, OLS

works under assumptions. One of these assumptions is the absence of (multi-)collinearity,

as (multi-)collinearity causes problems with interpreting the coefficients. The problem

with collinearity is that there are predictor variables closely related, meaning there is

a strong correlation between them. The correlation makes it difficult to separate the

individual effects of the variables. This problem is expected in this data set, as the

number of products and the number of competitors on the market might be correlated,

as well as the number of products and the variables regarding the design of the conjoint

analysis. A study for a market with many different products and different attribute levels

might result in more tasks or more options per task. Collinearity might slightly reduce

the accuracy of a model, which then causes the standard error of the affected coefficients
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to grow. When two variables in the model are correlated, it is called collinearity and

can be checked by looking at correlations of the variables. An easy solution would be to

discard either of the variables (Stock and Watson, 2014).

It gets more difficult when more than two variables are correlated as such, resulting

in multicollinearity. This is not picked up by single correlations but can be investigated

using the variance inflation factor (VIF) of the regression. The VIF is a ratio of the

variance of the coefficient β̂j in the total model, divided by the variance of the coefficient

of β̂j when fitting the model using only this variable:

VIF(β̂j) =
1

1−R2
Xj |X−j

, (6)

where the denominator holds RXj |X−j
, the R2 from a regression of Xj on all the other

predictors. The smallest value of VIF is 1, meaning no multicollinearity. A value above 5

indicates a problematic amount of multicollinearity, according to the rule of thumb. When

RXj |X−j
is big (close to one), the VIF will be large, indicating that there is collinearity is

present (James et al., 2013).

Hypotheses 1 through 4 are addressed using a regression with the magnitude of the

absolute difference as dependent variable:

Magnitude of absolute differencei = β0 + β1(Number of respondentsi)

+ β2(Number of choice tasksi) + β3(Number of SKUs per taski)

+ β4(Number of SKUs in marketi) + β5(Number of competitorsi)

+ β6(Purchase frequencyi),

(7)

where i represents a study. To make sure the assumption no multicollinearity is not

violated, Table 2 shows the VIF for the variables that are used in this model. As can be

seen here, there is some multicollinearity regarding both the Number of choice tasks and

the Number of products in the market, as both VIF’s are above 5. Therefore, shrinkage

methods are applied, as to divert the consequences of correlation.

3.3 Shrinkage methods

Shrinkage methods are based on the multiple regression as given above but penal-

ize, or regularize, the model’s coefficients such that the correlation is not affecting the

coefficients. The two most used shrinkage methods are Ridge regression, which shrinks
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Table 2: Variance Inflation Factor for

variables in first model

Variable VIF

Purchase frequency 3.79

Number of respondents 1.73

Number of choice tasks 5.85

Number of SKU’s per task 2.41

Number of SKU’s in market 6.30

Number of competitors 1.65

All variables, except Purchase fre-

quency, are scaled using min-max nor-

malization.

the parameters of all independent variables; and Lasso, which uses feature selection by

shrinking selected parameters to exactly 0. The Elastic Net regression combines the two

models and shrinks all parameters as in the Ridge regression while also using the feature

selection from the Lasso method to shrink parameters to 0 (James et al., 2013).

As the three methods work slightly differently, selecting one to use is not done be-

forehand. After computing all, the best-fitting model is selected by looking at the Mean-

Squared Error (MSE). The MSE is an often-used performance measure and is computed

as;

MSE =

∑N
i=1 (yi − ŷi)2

N
, (8)

where yi holds the actual value, ŷi the predicted value and N the number of observations

(Ahmad et al., 2017).

3.3.1 Ridge regression

As stated, Ridge regression is an adaptation of (multiple) linear regression that regu-

larizes coefficients. The model is found by minimizing the loss function in either Equation

9a or 9b, which both are based on the RSS as is used in linear regression. The first part

of the loss function is called the regression term, while the second term of the function is

the term specific to shrinkage methods: the penalty term. The Ridge loss-function that
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is to be minimized, is as follows (James et al., 2013; Tibshirani, 1996);

Lridge1(β1, . . . , βp) =
n∑

i=1

(
yi − β0 −

p∑
j=1

xijβj

)2

+ λ

p∑
j=1

β2
j ; (9a)

Lridge2(β1, . . . , βp) =
n∑

i=1

(
yi − β0 −

p∑
j=1

xijβj

)2

subject to

p∑
j=1

β2
j ≤ t for t > 0; (9b)

where Lridge1 and Lridge2 are two mathematical expressions for minimizing the loss-function;

both yield the same result. The regression weights for the variable j are represented by the

βj’s, xij represent predictor variables, and yi equals the value of the dependent variable

(James et al., 2013). The penalty term, λ
∑p

j=1 β
2
j , holds the penalty parameter λ, which

gives the level of regularization. A higher λ means a higher level of shrinkage of the β’s.

The best value for this parameter is to be estimated using cross-validation. The variable

t as presented in the second mathematical expression, has a relation with λ (Tibshirani,

1996).

3.3.2 Lasso regression

Another option for a shrinkage model is a Lasso regression. As mentioned, this

method does not shrink the coefficients of important variables as much as Ridge does;

rather, it eliminates variables that are not of great importance by shrinking their param-

eters to 0. The remaining parameters are slightly regularized after the variables selection.

This variable selection is thus the key component of this method. Similar to the Ridge

regression, Lasso builds on the idea of an OLS regression by feature selection. Equations

10a and 10b show how the calculations are done for this method. The same regression

term is present as in the Ridge regression formulas, but the penalty term deviates. One

of the formulas below is to be minimized in order to find the Lasso coefficient parameters:

Llasso1(β1, . . . , βp) =
n∑

i=1

(
yi − β0 −

p∑
j=1

xijβj

)2

+ λ

p∑
j=1

|βj|; (10a)

Llasso2(β1, . . . , βp) =
n∑

i=1

(
yi − β0 −

p∑
j=1

xijβj

)2

subject to

p∑
j=1

|βj| ≤ t for t > 0; (10b)

where the variables have the same meaning as in the Ridge regression. Similar to Equa-

tions 9a and 9b, Equations 10a and 10b yield the same outcome; however their mathe-

matical expression differs (James et al., 2013; Tibshirani, 1996).
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3.3.3 Combining into elastic net

Both of the methods have their shortcomings. Ridge keeps all variables, even though

some might be uninteresting, while the feature selection of the Lasso might be too de-

pendent on the data sample and can be unstable. Combining the two and keeping their

strengths can be a solid option. This combination is done by building on the OLS and

combining both penalty terms into one whilst adding with an extra parameter that shows

to what extent either penalty term is used. The loss-function for the elastic net is;

L(β1, . . . , βp) =
n∑

i=1

(
yi − β0 −

p∑
j=1

xijβj

)2

+ λ

(
α

p∑
j=1

|βj|+ (1− α)

p∑
j=1

β2
j

)
, (11)

where β’s are still regression coefficients, or weights, λ represents the penalty parameter

and where α is a mixing parameter between 0 and 1, regulating the mix between Ridge

and Lasso. A high α indicates more Lasso, while a small α indicates more Ridge. When

the mixing parameter equals 0.5, it holds as much of the characteristics of Lasso as of

Ridge (James et al., 2013).

All three shrinkage methods were used to find the best fitting model as described in

Equation 7. The regularization parameter for each method is selected using Leave-one-out

cross-validation (LOOCV). This method is a more extreme version of the commonly-used

k-fold cross-validation (CV), where the total sample is divided into k-folds or partitions.

The main objective of CV is to make sure the same observations are not drawn multiple

times while other observations are not drawn at all. LOOCV performs k-fold CV with

k = n observations. For every fold, a single observation is left out, which can never

be the same observation. As there are much more folds needed to perform LOOCV, it

can be slow to compute but is beneficial for smaller data sets. LOOCV is, in this case,

used to find the optimal regularization parameter for each method, thus λ. The optimal

regularization parameter ensures the best-performing model, thus where the MSE is lowest

(Lantz, 2013).

3.4 Influence on product level

After addressing difference between preference and market share on study level, the

influence of variables on product level is investigated, addressing Hypotheses 5 through

7. To test the impact of price, distribution, and volume, a linear regression is used. The
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variables used in the previous regressions are included as control variables. The resulting

linear regression thus has the form;

Difference per product = Price+Distribution+ V olume

+Number of respondents+Number of choice tasks

+Number of SKUs per task +Number of SKUs inmarket

+Number of competitors+ Purchase frequency

+ Product category,

(12)

where purchase frequency and product category are represented using dummy variables.

The difference per product is computed as in Equation 5. The regression is also conducted

with the absolute difference per product as dependent variable, to identify the size of the

difference, which is the absolute value of the Equation 5.

3.5 Similarities within product categories

Hypothesis 8 looks at the similarities across studies, more specifically it addresses

significant effects of product categories and significant differences between categories. To

find these similarities, Equation 12 is expanded. Interaction effects between product

categories and price, volume, and distribution, are added. Significant interaction effects

show a significant difference in the slope of the regression. The individual variables for

price, distribution and volume are excluded as they are present in the interaction effects.

The dummy variables for product categories are not excluded, as significant effect hold

information on the constant. Significant differences indicate that the product categories

always have a higher or lower difference, on average. The regression that is used is as

follows:

Difference per product = Price× product category +Distribution× product category

+ V olume× product category +Number of respondents

+Number of choice tasks+Number of SKUs per task

+Number of SKUs inmarket+Number of competitors

+ Purchase frequency + Product category.

(13)
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3.6 Predicting market shares with a black box

The variables included in this research might not be sufficient in the prediction of the

actual market shares. Several variables influence customer decisions, such as placement,

discounts, and seasonal changes, which are sometimes hard or even impossible to include

in conjoint analysis. These variables are not included in the used data sets and thus

might interfere in providing the best results. Therefore, it is expected that there is still

variance unexplained when predicting the difference between preference and market shares

or when trying to predict market shares using the preference shares. Actual Market shares

are predicted using black-box models, with preference shares and all other variables as

predictor variables. Predictions are made using these methods, not to understand why the

results from a conjoint study work well; but to improve the conjoint study’s predictions.

Black-box models, such as Support Vector Machines (SVM) and Neural Networks

(NN), as well as Random Forests (RF), have a low level of interpretability of the algorithm

that yields the predictions or results. However, the accuracy of the fitted models can be

high, as is their predictive power (Lantz, 2013). Extensive explanations of the Random

Forest, Support Vector Machine, and Neural Network are given in Appendix A.

The models are compared using different performance measures, and the models are

used for predicting the Market shares of a completely new data set. The measures that

are used are the MSE and Root Mean-Squared Error (RMSE), Mean Absolute Deviation

(MAD), and the Mean Absolute Percentage Error (MAPE). These often-used performance

measures can be calculated for each of the models and are reliable measures. They are

calculated by the equations below (Ahmad et al., 2017);

RMSE =
√
MSE =

√∑N
i=1 (yi − ŷi)2

N
; (14)

MAPE =
1

N

N∑
i=1

yi − ŷi
yi

× 100; (15)

MAD =
1

N

N∑
i=1

|yi − ŷi|, (16)

where N represent sample size, ŷ are predicted values and y are actual values.

Using the black box-methods aims to improve the market share prediction such that

future predictions are improved. The black box-methods correct for the small variance

explained that is expected to occur when predicting market share using only preference

Page 30 of 65



4 Results

shares. Preference shares hold the information on utilities of consumers and are used to

predict market share.

4 Results

In this section, the results of the analyses are given. This is done in order of the

hypotheses, meaning that first, the magnitude of absolute differences is assessed, followed

by analysing the influence of a product’s price, volume, and Distribution in Section 4.2.

Next, the categorical effects are addressed. Finally, the results of the black-box models

are given in Section 4.4.

4.1 Magnitude using study and market variables

The magnitude of the absolute difference per study is researched using study and

market-related variables. More specifically, this analysis looks to find if the number of

tasks (H1), Choices per task (H2), number of respondents (H3), and Purchase frequency

(H4) have a negative influence on the magnitude of difference. As described in Section

3.3, this is done using shrinkage models, as there is multicollinearity present (Table 2).

To find the best fit for each model, LOOCV is used when estimating the best parameters.

This leads to the models as given in Table 3.

All variables, except purchase frequency, as it is a dummy variable, it does not need

to be scaled, are scaled using min-max normalisation; the interpretation of these variables

is: an increase of 1%, relative to the range of the variable, would lead to an increase in the

magnitude with 1% of the size of the found coefficient, ceteris paribus2. This results in the

following example when looking at the Ridge model. An increase of 1% in the number

of respondents would lead to a decrease of 0.00156 in the magnitude of the absolute

difference. The minimum number of respondents is 202, and the maximum is 4076. An

increase in Respondents of 1 per cent, relative to the range equals (4, 076− 202) ∗ 0.01 =

38.74 respondents: an increase of 38.74 respondents thus leads to a decrease of, on average,

0.00156 on the magnitude of the difference, ceteris paribus.

Table 3 shows the outcome for the best fitted parameters for all three methods,

2An increase of 1 of any of the coefficient, except frequency, would mean an increase of 100% of the

range, as 1 states the maximum of the range.
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Table 3: Shrinkage regressions on magnitude of absolute

difference

Variable Ridge Lasso Elastic Net

Dependent: magnitude of absolute difference

Intercept 0.609 0.575 0.524

No. respondents -0.156 -0.163 -0.277

No. tasks 0.051 0 0.112

No. SKU’s per task 0.040 0 0

No. SKU’s in market 0.104 0.184 0.284

No. competitors 0.025 0 0

Frequency: weekly 0.178 0.297 0.288

Frequency: monthly -0.078 0 -0.012

Frequency: quarterly -0.087 -0.006 -0.033

Regularization parameter 2.009 0.008 0.008

R2 0.319 0.333 0.394

MSE - in sample 0.002 0.076 0.076

MSE - out of sample 0.040 0.021 0.045

Notes: The mixing parameter is set to 0.5 for the elastic net

function.

where the regularization parameter is represented by λ in Equations 9, 10 and 11. For

the Elastic Net, the mixing parameter is set to 0.5. Given the performance measures,

it would seem that the Ridge regression has the lowest, thus best, Mean-Squared Error

(MSE) in-sample. However, the out-of-sample MSE is much higher (0.040), indicating

overfitting. For both the Lasso and Elastic Net-regressions, the out-of-sample MSE are

lower than those in-sample, which might indicate underfitting of the sample (James et al.,

2013). This shows that all three models do not predict new data well, indicating difficulty

in generalising the model to new data.

As magnitude ranges from 0.206 to 1.507 (Table 1), the MSE’s for all models are small

enough to indicate a well-performing model. However, when selecting one of the models,

looking at the out-of-sample MSE would give the best information (James et al., 2013);
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therefore, the Lasso is seen as outperforming the others. Figure 5 shows the weights

of the explanatory variables for every lambda, where the dotted line shows the best-

performing lambda. Immediately it can be seen that there are four variables with very

high absolute weights, compared to the other four. Weekly frequency and the number

of tasks, Respondents, and SKUs in the market all have very high absolute weights.

In contrast, the other dummy variables for frequency, number of competitors, and the

number of options per choice task have very low weights. This last group also contains

the variables that are deselected first, meaning they are less significant in estimating the

magnitude of the absolute difference.

Interestingly, increasing the number of tasks seems to result in a worse external

validity. As discussed in Section 2.3, the increase in the number of tasks could lead to two

possible outcomes: (1) there is more data, therefore results improve, and the difference

decreases (Bansak et al., 2018; Johnson and Orme, 1996), or (2) respondents get exhausted

after a while, due to information overload and limited cognitive processing capabilities,

Figure 5: Weights per generalization parameter for chosen Lasso model.
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leading to an increase in difference (Allenby et al., 2005; Louviere and Timmermans, 1992).

The results as given in Table 3 would suggest the second outcome. When looking into this

variable more closely, Figure 6 results. The magnitude of the difference of each study is

set against the number of tasks; however, there is no control for other variables. Besides,

an outlier has been identified in the magnitude of differences. Excluding the outlier results

in a different linear slope: where it is increasing in Figure 6, Figure 12 in Appendix B

shows a declining slope. The outlier is not excluded for the analyses in this study, as the

interpretation of the original data appears valid. There are no obvious disruptive products

and differences on a product level in the original data set; the resulting magnitude might

appear as an outlier. It is not necessary to exclude it based on interpretation.

As stated, there is a positive linear slope in Figure 6, meaning that an increase

in Tasks would lead to an increase in the magnitude of difference. However, both the

median, minimum, and maximum per number of tasks seem to follow a curve that slopes

down from 6 to 10 tasks. It increases and dips around fifteen tasks before increasing at

sixteen again. These relations are created by interpolating the values of observations using

Python’s SciPy (Virtanen et al., 2020). Quadratic interpolating results in the four other

functions given in Figure 6, where the values used for interpolation were either the mean,

minimum, maximum or median of the number of tasks. The functions that make use of

the mean, minimum, and maximum values show a somewhat similar relation; however,

the size of the minimum and maximum in this plot differ. Nonetheless, either of these

relations shows a minimum at nine tasks; a dip between fourteen and fifteen tasks; and a

maximum at six, thirteen, and sixteen tasks.

Looking at the median shows a different image. There it can be seen that an in-

crease to fourteen tasks results in a minimum average magnitude of difference, after

which increasing the number of tasks results in an immediate increase of the magnitude

of difference. Given the optimum number of tasks and Lasso parameters, Hypothesis 1

cannot be accepted. It cannot be said that increasing the number of tasks always leads

to a decrease in magnitude, as the Lasso model shows an increase in Magnitude and the

interpolated functions show no clear decrease in magnitude.

The number of products-variable is present in all of the models and holds positive

coefficients. This shows that increasing the number of products researched in a conjoint

study increases the magnitude of the difference.
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Figure 6: Relationship between Number of tasks and Magnitude

The coefficient for the number of competitors is minimal for the Ridge regression

and 0 for both Lasso and Elastic Net. It can thus be viewed as not interesting enough

when determining the magnitude of difference. Similar results can be seen when looking

at the SKUs per task. Looking at the Ridge model, an increase of SKUs per task leads

to an increase of the magnitude, decreasing external validity. However, this variable is

not selected in Lasso and Elastic Net, indicating that this variable is not that significant

for determining the magnitude of the difference. Consequently, Hypothesis 2 cannot be

accepted.

A relatively high number of respondents leads to a lower magnitude of differences for

all three models, thus a better external validity. Given the chosen model, Hypothesis 3 is

accepted.

Lastly, Purchase frequency has also been added to the model. A dummy variable is

added for all categories, where ‘daily’ functions as a base. This means that the coefficients

for frequency are relative to ‘daily’. Immediately it is visible that a lower Frequency,
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thus monthly or quarterly, results in a lower Magnitude compared to daily products,

where quarterly also has a more negative impact on the magnitude compared to monthly.

This does not go to say for weekly products, as they increase magnitude compared to

daily products. Given the Lasso mode, the variable for monthly is 0, meaning it is not

significantly different from the daily products. Overall, it can be said that products

with a higher Purchase frequency do have a lower Magnitude, except for the increase

in magnitude when looking at weekly products compared to daily products. Therefore,

Hypothesis 4 cannot be accepted with complete certainty. The positive parameter for

weekly could result from the number of observations per frequency level and the outlier

that also interfered with the number of tasks. The outlier, visible in Figure 3f, causes a

much wider range for the ‘weekly’ level compared to the other levels.

4.2 Effect of product-specific variables

The remaining hypotheses all revolve around the product-related variables. Their

individual effects on the difference between preference and market share are tested using

linear regression. This is done to test whether Price decreases difference (H5) and Volume

and Distribution increase difference (H6 and H7).

The results of the different linear regressions are summarised in Table 4. Model 1

follows the form of Equation 12. Model 2 uses the same formula but has the absolute

values of difference as its dependent variable. Model 2 makes it possible to address the

magnitude of difference on product level.

Looking at Model 1, it is evident that price has a significant positive influence on the

difference, while distribution and volume negatively influence the difference. Of the latter

two, only distribution holds a significant impact. As the dependent variable is preference

share minus market share, this regression shows the influence of variables on the over-and

underestimation of a product. As price has a positive parameter, the interpretation of

this parameter is that an increase in the standardised price of 1 results in an increase of

difference by 0.0046, as discussed in Section 3.1. Preference share increases by 0.0046, on

average, compared to market shares when keeping all other factors constant. A higher

price thus means an overestimation of preference share compared to market share.

The opposite occurs for distribution and volume, as their parameters are negative.

An increase of these variables would, on average, lead to a decrease in the difference of
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Table 4: Linear regressions on difference between preference shares

(P) and market shares (M)

Model 1 Model 2

Dependent variable P −M |P −M |

Constant 0.0015 (0.005) 0.0173*** (0.004)

Pricea 0.0046* (0.002) -0.0037** (0.002)

Distributiona -0.0133*** (0.002) 0.0066*** (0.002)

Volumea -0.0013 (0.002) 0.0036* (0.001)

Frequency - weekly -0.0057 (0.005) 0.0204*** (0.004)

Frequency - monthly -0.0024 (0.003) -0.0031 (0.003)

Frequency - quarterly 0.0034 (0.002) 0.0031 (0.002)

Category - Batteries -0.0049 (0.003) 0.0183*** (0.003)

Category - Beauty 0.0048 (0.003) -0.0100*** (0.003)

Category - Dairy 0.0079 (0.005) 0.0029 (0.004)

Category - Drinks 0.0114 (0.007) -0.008 (0.006)

Category - Home 0.0035 (0.003) -0.0052** (0.002)

Category - Cigarettes 0.0062 (0.004) -0.003 (0.003)

Category - Snacks 0.0086 (0.006) 0.007 (0.005)

No. respondentsb -0.0014 (0.004) -0.0094** (0.003)

No. tasksb 0.0054 (0.005) 0.0006 (0.004)

No. SKU’s per taskb -0.0013 (0.005) -0.0063 (0.004)

No. SKU’s in marketb 0.0079 (0.006) -0.0152** (0.005)

No. competitorsb -0.0074 (0.008) 0.0015 (0.007)

R2 0.042 0.225

N 1313 1313

Notes: [a] Price, Distribution and Volume are standardized by dividing

value by average value within studies. [b] Variables are normalized using

MixMax-normalization.

[*] = .05, [**] = .01, and [***] = .001.
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0.0133 and 0.0013 percentage points, respectively, keeping all other variables constant.

Therefore, preference share is less overestimated or even understated compared to market

shares.

Model 2 has the absolute values of the difference as the dependent variable, address-

ing the magnitude of difference. There are many more variables of significant influence

compared to Model 1. Price, distribution, and volume are of significant influence, where

the first has a negative parameter, and the other two have a positive parameter. All

three are of significant influence. Increasing price decreases the absolute difference, while

increasing distribution or volume increases the absolute difference.

Besides price, distribution, and volume, other variables have a significant influence.

The number of respondents also has a negative influence on the magnitude of difference.

This was also evident in Table 3. The number of products in the market also has a negative

parameter on product level; however, it has a positive parameter when addressing the total

magnitude difference in Table 3. This indicates that many SKUs in the market result in

a greater total absolute difference, while it also indicates a smaller absolute difference on

product level. It might be possible that more products in the market result in a larger

number of smaller absolute differences, resulting in a larger sum.

Frequency is included using dummy variables, where daily purchases function as the

base level. In the second model, ‘weekly’ has a significant positive influence, stating that

weekly purchases increase the absolute difference compared to daily purchases. This was

also concluded in Table 3.

Lastly, product categories were added using dummy variables. Products that do not

fall in any of these categories are categorised as ‘other’ and function as the base level.

There are three categories with significant influence on the absolute difference compared

to the ‘other’ category: batteries, beauty products, and home products. Falling in the

batteries category results in an increase of absolute difference compared to not falling

in a category. Falling in the beauty or home products category decreases the absolute

difference compared to not falling in a category.

Hypothesis 5 states that price decreases difference. This hypothesis does not involve

the sign of the difference, just the size of the difference. Model 2 shows a negative

parameter for price, indicating that price decreases absolute difference, therefore accepting

Hypothesis 5. Model 1 shows a positive parameter which means an overestimation of
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preference share compared to market share. Combining these findings, it is clear that

products with relatively high prices in the market are overestimated by the conjoint;

while the largest absolute errors are made for products with relative low prices.

Hypothesis 6 states that a higher Volume leads to a higher preference share compared

to market share. Volume has a significant influence in Model 2; however, there is no

significant influence in Model 1, leading to a rejection of Hypothesis 6. A higher volume

results in a higher absolute difference between preference and market share; however, as

its parameter is negative, the value for preference share minus market share decreases.

Preference share would thus decrease compared to market share and a higher volume

likely results in an underestimation of preference share.

Lastly, Table 4 addresses Hypothesis 7. This hypothesis states that market shares

are expected to be lower than the preference shares for products with a lower distribution.

Model 2 shows that the absolute difference is significantly increasing for a higher Distribu-

tion. Model 1 states a significant decrease caused by either a smaller preference share or

greater market share. This means that there is either a greater market share or a smaller

preference share. Increasing distribution thus leads to a higher market share compared to

preference share. Decreasing distribution thus would result in the opposite. Hypothesis

7 is to be accepted. There is significant evidence that an increase in distribution results

in a relatively smaller preference share than market share. Similar to volume, products

with a relatively high distribution are likely underestimated in a conjoint analysis, while

an increase in distribution leads to a higher absolute error.

4.3 Category effects

The only remaining hypothesis is addressed with interaction effects between the

product-specific variables and product categories. The new regression follows Equation

13. It is similar to the linear regression in Table 4, but includes interaction effect and

excludes the individual effects of price, volume, and Distribution, as their coefficients are

present in all interaction effects. The dummy variables for the products categories remain

as explanatory variables to see if these hold a significant difference compared to not hav-

ing a product category. The resulting regression coefficients are found in Table 5. The R2

increased compared to Model 1 in Table 4; however, this might be due to the inclusion of

many variables. Besides, for both models, the R2 is very low. This means that there is
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only a small percentage of the variance of the difference between preference and market

shares explained by either of these models.

Of all control variables, only the dummy variables for purchase frequency are signif-

icant; the number of respondents, tasks, SKUs per task, SKUs in the market, and com-

petitors are insignificant. The parameters for frequency show that weekly and monthly

purchases significantly increase the difference between preference share and market share,

indicating an overestimation of products with a weekly or monthly purchase frequency.

The magnitude of this overestimation is, on average, the same for both weekly and monthly

purchases, compared to daily purchases. Products that are purchased less frequent have

a lower difference compared to daily purchases. This indicates that quarterly purchases

are less overestimated compared to daily purchases. As the parameters for weekly and

monthly are much greater than quarterly, this also indicates that for quarterly purchases,

the preference shares are less overestimated compared to weekly and monthly purchases.

This coincides with the expectation that higher frequencies result in a better representa-

tion of the conjoint analysis.

The variables of interest, product categories, show a significant effect on the difference

for only two product categories when looking at the individual effects. On average, all

product categories decrease the difference compared to not having a product category;

however, only batteries and dairy products have a significant effect. As these categories

are dummy variables, the interpretation is that products in either of these categories have

a lower constant of difference of, on average, 0.0568 for batteries and 0.0875 for dairy

products.

There is only one significant interaction effect for price and only two for volume. For

distribution, almost all of the interaction effects have a significant effect. The interaction

effects influence the slope of the linear regression, where the slope is dependent on the

product category. Products that fall in the category ‘batteries’ only use the interactions

effects that correspond to that product category: an increase of 1 in price results in an

increase of difference of 0.0557. The product category ‘batteries’ is the only category

from which all interaction effects are significant, where price and volume increase and

distribution decrease difference. The fact that only ‘batteries’ has all significant effects is

contradicting the results of Model 1 in Table 4 which indicates that product categories

might affect difference. The rest of the distribution parameters, except for the interac-
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Table 5: Fixed Effects of Product Categories

Coefficient (Std Error)

Dependent: preference share - market share

Intercept 0.0448** (0.017)
Frequency - weekly 0.0562* (0.023)
Frequency - monthly 0.0558* (0.023)
Frequency - quarterly -0.0404** (0.013)
Category - Batteries -0.0568*** (0.012)
Category - Beauty products -0.0018 (0.009)
Category - Dairy products -0.0875* (0.04)
Category - Drinks -0.0586 (0.044)
Category - Home 0.0182 (0.012)
Category - Cigarettes -0.0268 (0.017)
Category - Snacks -0.0317 (0.043)
No. Respondentsa -0.0009 (0.003)
No. Tasksa 0.0019 (0.004)
No. SKU’s per taska -0.0006 (0.004)
No. SKU’s in marketa 0.0043 (0.005)
No. Competitorsa -0.004 (0.006)
Category - Other:Price -0.0071 (0.006)
Category - Batteries:Price 0.0557*** (0.006)
Category - Beauty:Price 0.0025 (0.003)
Category - Dairy:Price -0.0005 (0.003)
Category - Drinks:Price -0.0017 (0.011)
Category - Home:Price 0.003 (0.004)
Category - Cigarettes:Price -0.0036 (0.006)
Category - Snacks:Price -0.0108 (0.006)
Category - Other:Distribution -0.0789* (0.033)
Category - Batteries:Distribution -0.0375*** (0.01)
Category - Beauty:Distribution -0.0071 (0.005)
Category - Dairy:Distribution -0.0096* (0.004)
Category - Drinks:Distribution -0.0285*** (0.008)
Category - Home:Distribution -0.0247* (0.013)
Category - Cigarettes:Distribution -0.0101*** (0.002)
Category - Snacks:Distribution -0.0658*** (0.009)
Category - Other:Volume -0.0213*** (0.006)
Category - Batteries:Volume 0.032*** (0.006)
Category - Beauty:Volume 0.0023 (0.003)
Category - Dairy:Volume -0.0031 (0.003)
Category - Drinks:Volume -0.0141 (0.009)
Category - Home:Volume 0.0007 (0.004)
Category - Cigarettes:Volume -0.0047 (0.003)
Category - Snacks:Volume 0.0076 (0.013)

R2 0.124
Adjusted R2 0.124
N 1876

Notes: [a] Variables are normalized using MixMax-

normalization. [b] Price, Distribution and Volume are

standardized by dividing value by average value within studies.

[*] = .05, [**] = .01, and [***] = .001.
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tion with beauty, significantly affect the difference. All parameters are negative, which

complies with Model 1 in Table 4; the magnitude is category dependent. The differ-

ence between preference share and market share for dairy products are least impacted by

distribution, while snacks and products without a distinctive category are impacted the

most.

The parameters for the interaction effects with volume with a significant effect on

difference are those for the ‘other’ category and batteries. The sign of the parameters

is different, indicating that for batteries, an increase in volume leads to an increase in

difference; the opposite occurs for the ‘other’ category.

Overall it is visible that most categories have a different slope for price, distribu-

tion, and volume, compared to Model 1 in Table 4. This indicates that products in

product categories have a diverse effect on the difference between preference and market

shares. However, only for the interaction effects with distribution are almost all param-

eters significant; for price and volume, only one or two are significant. As so few of the

parameters are significant, Hypothesis 8 cannot be accepted. Thus, there seems to be

an effect caused by product categories, but further research is needed to find evidence to

accept the hypothesis.

4.4 Predicting market shares

4.4.1 Fitting the predictive models

As previously discussed, the preference shares from a conjoint analysis hold informa-

tion on the utilities and preferences of consumers. After the computation of the utilities

acquired from the survey, the preference shares are computed using Equation 3. These

thus hold information that cannot directly be derived from the other variables in the

conjoint analysis, such as preference based on appearance, scent, or flavour. Hence, the

preference shares can be used as a predictor variable when looking at the actual market

shares. Following the methodology, as given in Section 3.6, different black-box models are

fitted to predict market shares. The results of the used models are given in Table 6.

For each of the black-box methods, the best model is presented. The Random Forest

model was built using 600 individual trees and without a maximum depth, leading to

trees with depths of more than 20 nodes in a single branch. The resulting forest scores

promising on the different performance measures. The MSE and RMSE have low values,
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Table 6: Performance measures of the models on predicting market share

MSE RMSE MAD MAPE

Random Forest
In sample 0.0001 0.0099 0.0031 0.60

Out of sample 0.0002 0.0157 0.0072 2.27

Support vector machine
In sample 0.0018 0.0419 0.0356 19.10

Out of sample 0.0033 0.0577 0.0405 16.34

Neural Network
In sample 0.0011 0.0324 0.0114 1.11

Out of sample 0.0004 0.0190 0.0092 1.29

Baseline
In sample 0.0006 0.0240 0.0098 2.20

Out of samplet 0.0003 0.0172 0.0091 3.46

indicating that the model fits the data well. The values for the out-of-sample MSE and

RMSE are slightly higher. The out-of-sample MAPE also has a higher value than the

in-sample MAPE; however, still low. The MAD is also low, stating that the in-sample

predictions are, on average, less than a half percentage point deviating from the actual

values. Overall, the performance measures are very low, indicating a good fit and high

accuracy. As the out-of-sample measures show a higher value than the in-sample measures,

the model might be slightly overfitted.

The Support Vector Regression was fit using different kernels. The model with the

most promising results is shown in the table, which has been fit using a polynomial kernel

with three degrees. The model performs reasonably well; however, worse than the Random

Forest and is therefore neglected for the remainder of this study.

Coming to the last of the black box predictors, the Neural Network, shows promis-

ing results. This model is fitted with five hidden layers and a combination of different

activation functions. Further, 50 epochs are used, and the used batch size is 150. The

RMSE of both samples is low; however, slightly higher compared to the Random For-

est. Interestingly, the in-sample RMSE shows worse performance than the out-of-sample

RMSE, whereas the MAPE shows the opposite. The MAD is also slightly higher in the

out-of-sample set. The MAD is also slightly worse compared to the Random Forest for

both in-sample and out-of-sample sets. The MAD, MSE, and RMSE might indicate a
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form of underfitting, whereas the MAPE indicates overfitting.

Besides the black box predictors, a baseline is added. This baseline shows the per-

formance of predicting the market share by just looking at the preference shares. The

performance measures for the baseline are relatively low; however, the Random Forest

and Neural Network perform even better.

The Random Forest is selected as best-performing and used to predict with a new

data set considering all performance measures. Random Forest is preferred over the NN

here, as the RMSE and MAD are slightly lower, while the MAPE is very good.

Figure 7 shows the variable importance of all variables when predicting market

share, using the Random Forest. As expected, Preference Share has the most impact

on the prediction. Market variables and study-related variables have the most negligi-

ble impact. However, these also impact the Preference Share, which might make for

(multi)collinearity within the model. A benefit of the RF is the decorrelation technique

that takes (multi)collinearity into account. This technique could very well be why the

market and study-related variables have none or little importance in the prediction. Mul-

ticollinearity is therefore not seen as a problem in this situation.

Figure 7: Variable importance of predictor variables on prediction of Market shares, using Random Forest

model
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4.4.2 New data introduction

New data is introduced to evaluate the performance of the black-box model. The new

observations are acquired through new studies. In total, there are 481 new observations

introduced, yielding the results in Table 7. In calculating market shares’ prediction, all

three of the black box models were heavily influenced by a single prediction with an

enormous absolute percentage error. The predictions for all observations had low values;

one observation had an absolute percentage error of over 6000 in all of the models. This

single outlier has been neglected. The performance measures including this outlier are

shown in Table 8, Appendix C.

Table 7: Performance measures on new data

Baseline Random Forest SVM Neural Network

MSE 0.0006 0.0007 0.0427 0.0009

RMSE 0.0241 0.0262 0.2066 0.0303

MAD 0.0077 0.0102 0.1647 0.0180

MAPE (in %) 3.49 2.85 48.71 7.17

Immediately it can be seen that the SVM models perform worse on the new data.

All performance measures are worse for the SVM, but the MAPE increased tremendously.

The Random Forest has slightly higher values for all performance measures, compared

to the out of sample performance in Table 6. For the Neural Network, the performance

measures do show a decline in performance, but not extensively. The baseline, where

preference share is used as a predictor of market share, performs similar to Table 6. Even

though the black box predictors perform slightly worse, the accuracy is still very high,

making it a handy tool in predicting the actual market shares based on the preference

shares obtained through conjoint analysis.

5 Conclusion and discussion

Conjoint analysis is used widely to give information about the market and its respon-

dents. By estimating the preference of respondents, and subsequently, their utilities, the

share of products on the market can be estimated. Even though this method should give

Page 45 of 65



5 Conclusion and discussion

a good representation of the real world, more often than not, the gap between conjoint

analysis and market is more prominent than expected. This study focuses on the external

validity of this method by looking at the influence of study, market, and product-related

variables on the difference between preference and market share. Throughout this study,

the effects of different variables on the external validity of conjoint analysis are assessed.

A high external validity is essential as it ensures good generalization of the results from

the conjoint analysis to or across different people, timing, or settings. A low external

validity results in a difference between preference shares and market shares, leading to

marketing decisions that are not optimal. Therefore, conducting research on this sub-

ject is of importance. Preference shares that result from the conjoint analysis are often

not too similar to actual market shares, which makes generalization difficult, leading to

sub-optimal situations (Feit et al., 2010).

The difference between actual market shares and preference shares is investigated in

this thesis by looking at product, study, and market-related variables. The data used

for the conducted research includes 1,894 different products from 33 different conjoint

studies in the FMCG branch. First, the influence of study and market-related variables

are investigated using shrinkage regression techniques as multicollinearity is present. With

the magnitude of the absolute differences as the dependent variable, the resulting models

give insights into the influence of the number of respondents, tasks, options per task,

products on the market, competition, and frequency. The number of options per task

and the number of competitors do not significantly influence the magnitude of absolute

difference, rejecting Hypothesis 2. The other variables do have an impact. The number of

respondents decreases the magnitude of difference, which leads to accepting Hypothesis 3.

This supports the general idea that states that a bigger sample size is desired (Malhotra

et al., 2017).

The number of tasks was expected to decrease the magnitude of difference, as the

performance of the respondents does not necessarily decrease by increasing the number of

tasks (Bansak et al., 2018 Johnson and Orme, 1996). The resulting Lasso models suggest

the opposite, supporting theory that suggests that there is an information overload when

increasing the number of tasks (Louviere and Timmermans, 1992). When excluding an

outlier found in the data, a linear regression shows a negative slope in Figure 12. However,

this observation appears relevant and is therefore not excluded from the data. Including
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the outlier, Figure 6 shows a slightly increasing slope. This complies with the positive

parameter found in the Lasso regression.

More in-depth analysis, Figure 6, showed that this is the result of an optimum num-

ber of tasks of fourteen when interpolating using median; or roughly ten tasks when

interpolating using mean, minimum or maximum. After this optimum, an increase in

magnitude occurs. The interpolated relations for mean, minimum, and maximum also

show a decrease in magnitude between twelve and fifteen tasks, where the median shows

a minimum at fourteen tasks. Hypothesis 1 is not accepted, given the findings mentioned

above. Even though the hypothesis is not accepted, it is advised to show respondents

fourteen tasks in a survey.

A limitation at play in this situation is that the conclusions are based on a small

sample. As there are only 33 studies, there are only 29 observations that can be used in

training this model while having only four observations as the out-of-sample group. It can

also be seen in Figure 6 that there are relatively many studies with twelve tasks. Thus,

the distribution of the number of tasks could also be interfering with the results. Future

research should look into this relation using bigger sample size, with more variation in

the number of tasks used.

After addressing the study-related variables, the context-dependency of difference

was addressed. First, Hypothesis 4 used purchase frequency to investigate its impact on

the difference. Hypothesis 8 addresses the effect of product categories on difference but

uses product specific information as price, volume, and distribution, and is discussed after

the conclusions regarding the product-specific variables.

Products that have a higher purchase frequency were expected to negatively influence

the magnitude of difference due to the level of involvement and the theory of hedonism

(Szmigin and Piacentini, 2018). Table 3 shows a decrease for monthly and quarterly prod-

ucts, compared to daily-bought products; however, it shows much higher positive values

for the parameters of the weekly-bought products, leading to the rejecting of Hypothesis

4.

Besides having the limitation of a small sample size, the frequencies used are based on

purchase frequency. An assumption is made that the frequencies are equal throughout the

whole study, neglecting the impact of volume size on purchase frequency, which might hold

relevant information. Moreover, all products are in the FMCG branch, making various
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products having the same frequencies. Recommendations for future research would be to

go over the specification of this variable and try to perform the same analysis where usage

frequency would be used as the indicator for frequency instead of purchase frequency.

Based on this regression and the significant outcomes, market researchers should

increase the number of respondents to balance the number of products on the market.

Given the Lasso model, which performs best, the coefficients for respondents and products

on the market almost balance each other out. Using the interpretation as given in Section

4, for approximately every two products in a market, at least 39 respondents should be

included to balance out the influence on the magnitude, ceteris paribus. Even though

Hypothesis 4 was not accepted, increasing the number of respondents for more frequently

purchased products would be more necessary than for less-frequently purchased products.

Hypotheses 5 through 7 focus on the individual product’s variables, price, distribu-

tion, and volume. Conducting research for these hypotheses has been done with linear

regressions, as can be seen in Section 4.2. Two models are fitted with difference per prod-

uct is used as the dependent variable. Price, distribution, and volume are included in

these regressions as predictor variables. All other variables are included as control vari-

ables. This includes the variables regarding the design of the conjoint survey, variables

regarding market information, purchase frequency, and product category. As discussed

multiple times, it is likely that there are other variables not included in this model that

explain the variance in the difference between preference and market shares, leading to a

low R2. Even though there is not much variance explained, there is a significant influence

of the predictor variables on the differences. For Models 1 and 2, price and distribution

are significant; volume is only significant in Model 2.

Similar to the results of Sichtmann et al. (2011), price has a significant influence

in decreasing the difference between preference share and market share, resulting in the

acceptance of Hypothesis 5. This contradicts the results found in the meta-analysis con-

ducted by Murphy et al. (2005), where external validity in willingness-to-pay decreases

with the increase of monetary value. A higher price thus results in an overestimation of

the preference shares, whereas the greatest absolute errors are found for products with

relatively low prices.

It was expected that volume would increase the difference, as packages with a greater

volume are chosen more often in surveys than in the actual market. However, volume only
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gives a significant coefficient in estimating the magnitude of difference, which is not robust

enough to accept Hypothesis 6. The lack of significance could be a result of the small

sample size.

The results regarding Hypothesis 7 are in line with expectation and theory. Prod-

ucts that are not widely available, thus having a low distribution, are expected to be

over-represented in conjoint analysis results: preference shares are relatively higher than

market shares. Alternatively, products with high distribution are expected to be under-

represented (Chandukala et al., 2011; Natter and Feurstein, 2002). As can be seen in

the table, the coefficient for Model 1 is negative and positive for Model 2. An increase

in Distribution thus leads to a smaller positive or larger negative difference. This means

that the preference share is getting smaller, or the market share is increasing. As market

shares are not affected by conjoint analysis, preference shares are getting smaller than the

market share: an under-representation of this product in the eventual preference shares.

Alternatively, a decrease in Distribution leads to an increase in difference; hence an in-

crease in preference share compared to market share, meaning an over-representation of

this product. Hypothesis 7 is thereby accepted.

A recommendation for future research would be to investigate this phenomenon more

closely to find a pattern in this over-and under-representation. A deeper investigation

could lead to a better correction for the calculation of preference shares. Another recom-

mendation is to use the regression results from Model 1 to predict market shares.

Following the intuition of several academics, context-dependent behaviour has been

addressed in Hypothesis 8 (Allenby et al., 2005; Hainmueller et al., 2014; Sichtmann

et al., 2011). Reactions to variables are captured by the parameter of interaction effects

between price, distribution, and volume, and product categories. Only one category holds

significant effects on the difference for all interaction effects and its individual effect of

the seven product categories. The parameters of the interaction effect differ between

product categories; however, fourteen of the 24 parameters are not significant. Almost

all of the interaction effects with distributions are significantly decreasing difference, as

was also found in Table 4. Due to the lack of significant evidence, Hypothesis 8 cannot

be accepted. There appears to be an influence of product category which should be

investigated further, by looking at more studies.

As proposed before, performing a similar analysis should be performed using a bigger
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sample size. Also, looking into different categories could give insights. Products that fall

in the FMCG category might behave more similarly to each other than technological or

healthcare products.

Lastly, the black box predictors are used to estimate market shares given all other

variables. The Random Forest and Neural Network perform very well on the training and

validating set; however, they seem to overfit the new data. Predicting the market shares

of new data showed increased MSE, RMSE, MAD, and MAPE. This increase was minimal

for the Random Forest, while it was more remarkable for the Support Vector Machine

and Neural Network. This indicates that the Random Forest model is better suited to

predicting the market shares than the other models. Even though the Random Forest

works well, it is only slightly better compared to the baseline. This could result from the

fact that the Random Forest predicts the market share primarily using preference shares.

Including more control variables could help to improve the predictions.

Fitting the model on more data would be a recommendation for the future, as well

as including studies from different branches. However, the black-box models show sig-

nificant room for improvement when it comes to predicting actual market shares, as the

performance measures are similar to the baseline. Given the variable importance plot in

Figure 7, it can be seen that the preference shares do not give enough insides of the actual

market. Interestingly, frequency and the number of tasks, as addressed in Hypotheses 1

and 4, do not influence market share prediction when preference shares are included. This

might be the result of the decorrelation technique of the random forest.

An overall limitation in the previously addressed analyses is the sample size and

the studies’ original (sub)categories. It would be interesting for future research to focus

on different product categories, such as more hedonic products as televisions or mobile

phones, and assess the performance of conjoint analysis for these products. As found in

this study, relatively expensive products in a study result in smaller differences between

preference and market shares. Conducting research on the generalization of this founding

to product pricing, in general, would possibly make for compelling insights. It would also

be interesting to see if other findings could be generalized to other categories as well.

Another substantial limitation that needs to be addressed is the following: the data

set is randomly divided into two. However, this split should be reconsidered in future

research. The main objective of this study was to find the most influential predictors
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and investigate their impact. However, when a study has the main objective for training

the best predictor model, this split causes issues. The single observations all are part of

different simulators, where the market shares sum up to 100% and all differences sum up

to 0. The observations are thus dependent on the values of the predictor variables and the

other products in that study. By splitting randomly, this is neglected, and the training

and validation set are somewhat influenced by each other. It could very well happen that

half of a study is present in the training set, whereas the other half is present in the

validation set, while their predictions should sum up to 1.

Neural Networks can be created with the SoftMax activation function in the last layer.

This layer creates a distribution of the predictions, such that the sum of predictions results

in 1. However, ways for modelling this layer so that all observations of one study sum

up to 1 were not found. Future, more in-depth and econometric research should focus on

this problem, such that the different markets are to be mapped more accurately.
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A.1 Random Forests

Random Forests are computed by a machine-learning algorithm that builds on com-

bining decision trees. The resulting forest is an ensemble C of T1(X), T2(X), ..., TC(X)

trees (Ahmad et al., 2017). To understand a random forest, first, the basics of decision

trees are given. A decision tree is built by splitting the data into partitions or branches, by

making logical and binary decisions on features, looking similar to a flowchart. Starting

in the root node, data flows through the tree, following the branches that it is pushed into

by the decision nodes. Eventually, the branches end in leaf nodes, giving the classification

or value of the observation. The splits hold decisions on a feature and a certain level. The

split that is to be included in a tree is selected by trying to find the purest outcome after

splitting. This means that the algorithm looks for a split that has the least number of

classes per branch after the split; the smaller the number of classes in a branch, the purer

the branch (Lantz, 2013). This purity has different measures, from which the Gini index

is used often, and by default in scikit-learn (Pedregosa et al., 2011). The Gini index is a

measure of overall impurity after a split. It uses the probabilities of each class (pi) and

the probability of not being in that class (pj), then sums the product of the two for each

resulting partition. The general function for the Gini index is then

Gini =
∑∑

j 6=i

pipj = 1−
∑

p2
i . (17)

A higher Gini index means a higher level of impurity. A split resulting in a lower level of

impurity, thus lower Gini, is then preferred (Mingers, 1989).

A random forest is created such that there is as little correlation between the indi-

vidual trees, as possible. Using this decorrelating technique ensures a more reliable and

robust model compared to just combining multiple trees that use all variables (Breiman,

2001). To do so, a tree uses a subset m of all n explanatory variables. Often m = p/3 is

used in a regression, where m =
√
p is used by default for classification problems. Besides

using m, not all N training samples are to be used in every tree, to ensure no bias to

outlier data. Another hyperparameter to tune is the number of trees used for the growing

of the forest (James et al., 2013). Scikit-learn uses a hundred trees by default, which can

be altered manually. To have a broad number of trees, in this study 600 trees are created
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(Pedregosa et al., 2011).

The interpretation of a random forest is more difficult compared to a single decision

tree, as there is not just one tree used. The Gini index helps with a part of the interpre-

tation of the random forest, as it is possible to compute the variable importance, using

this index. As discussed, Gini shows how well a split performs. By looking at the Gini

index of splits, the importance of variables can be conducted. Variables that cause a lot

of purity in multiple trees are more important in prediction, compared to variables that

do not purify the partitions much. This way, variables can be ranked to determine which

variables have the most impact.

A.2 Support Vector Machines

Another method that is used is the Support Vector Machine (SVM). It can be used for

both classification and regression, where the second one behaves as a generalized version

of the classifier, meaning that a Support Vector Classifier (SVC) determines a finite set of

classes, while the Support Vector Regressor (SVR) uses the SVC technique, but estimates

a continuous-valued output. To give a better view of how the SVR works, the SVC is

explained shortly.

This method creates separating hyperplanes in a p-dimensional space, to divide ob-

servations into classes. In p dimensions, a hyperplane is a subspace of dimension p−1. In a

two-dimensional space, a hyperplane thus is a line. The optimal hyperplane is determined

by finding the Maximum Margin Hyperplane: a separating plane where the distance be-

tween observations of the different classes, called the margin, is as big as possible. When

this distance is at its maximum, the different classes are most distinct. The observations

that determine the margin are called the support vectors and these observations are used

for future prediction. Observations that lie between the support vectors while training,

are treated as outliers. To minimize this occurrence, a cost parameter is included that

penalizes these outliers (James et al., 2013, Lantz, 2013).

To go from SVC to SVR, an ε(error)-insensitive region around the found function is

introduced, called the ε-tube or error-tube. By doing so, the optimization problem has

slightly changed. While an SVC just splits the data into partitions, the SVR tries to

find the smallest tube possible with as many, preferably all, observations inside the tube.

Optimizing this indicates that many of the observations are as close to the found function
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as possible, making for a lower error. Observations that lie very far from the function,

result in a high error. A schematic of a SVR is given in Figure 8, where the ε-tube

is shown around the resulting function in a two-dimensional space. This results in the

following functions, where Equation 18 is used in a one-dimensional space and Equation

19 for multidimensional data:

f(x) = 〈w, x〉+ b =
M∑
j=1

wj, xj + b, (18)

f(x) =

w
b

T x
1

 = wTx+ b. (19)

Here w holds the weights given to observations x, and b equals a bias (Awad and Khanna,

2015).

Lastly, the SVM makes use of the so-called kernel-trick, which makes it possible to

split data when there seems no split possible in the number of dimensions used. This is

a trick that is applied when, for instance, the split between two groups is circular-shaped

in a flat space. The kernel K(xixi′), which can be defined using multiple functions, is a

generalization of the inner product that is used in the computation of the SVM, as seen in

Equation 18. The function holds similarities between observations. Using a linear kernel

is essentially the same as using the distance, described above. By using a non-linear

kernel, the SVM can be approached in an enlarged feature space, without having to do

Figure 8: Schematic of a Support Vector Regression

Note: This figure was created to show what a Support Vector Regression model looks like and what the error-tube and

support vector look like, surrounding the model. From Awad, M., & Khanna, R. (2015). Efficient learning machines:

Theories, concepts, and applications for engineers and system designers. Springer nature
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the computations explicitly in that space. The polynomial kernel is used often, which uses

the distance between observations to a pre-determined polynomial degree (James et al.,

2013).

A.3 Neural Networks

Lastly, Neural Networks (NN) are addressed. This black-box model works similar to

the working of neurons inside the body, imitating its networks. The basic working of a

neural network is that explanatory variables are injected in the input layer, pass through

(multiple) hidden layers, to eventually end up in the output layer, resulting in a value

for y. The different neurons that the information passes through, are all connected with

different weights, similar to dendrites. The neurons all have activation functions, which

make it possible for these neurons to process the input information and let it pass through

to the next neuron (Awad and Khanna, 2015).

Figure 10 shows a schematic of the working of a Neural Network with two hidden

layers. The top part of the figure shows the weighted connections and activation functions.

The lower part of the figure shows how the neurons are connected with the weighted

dendrites. For each of the layers, an activation function is set, as shown in yj, yk and yl.

Multiple activation functions can be used and all work slightly different in processing the

information. First, there is the unit step, which has an output of 1 if the input exceeds a

certain threshold, or 0 if it does not. Then there is the commonly used Sigmoid activation

function, which has an output of f(x) = 1/(1 + e−x). Further, there are also a linear,

saturated linear, (hyperbolic) tangent and Gaussian function (Lantz, 2013).

Creating the Neural Network is done using the Keras-package in Python, which works

using a sequential model and often uses the ReLU activation function; the Rectified

Linear Unit activation layer. The ReLU-function returns

f(x) =


z if x ≥ z;

x if threshold ≤ x < z;

r × (x− threshold) otherwise,

(20)

where z is a pre-determined maximum value to be returned, ‘threshold’ a pre-determined

threshold and r a pre-determined negative slope. By default, the first is set to no maximum

and the other two are set to 0 (Chollet et al., 2015).
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Figure 10: Schematic of an Artificial Neural Network

Note: This figure was created to show a schematic of the workings of an Neural Network. The top figure shows that

the weights and activation functions that are assigned to each neuron, before passing through to the next layer, either

hidden or output. From Vieira, S., Pinaya, W., & Mechelli, A. (2017). Using deep learning to investigate the neuroimaging

correlates of psychiatric and neurological disorders: Methods and applications. Neuroscience & Biobehavioral Reviews, 74.

https://doi.org/10.1016/j.neubiorev.2017.01.002.

Beforehand, there are two hyper parameters to be determined for the creation of the

NN. First, there is the number of epochs. This is the number of times all the observations

in the sample are passed through the Neural Network when training. The weights as

shown in Figure 10 are set randomly at first, and are adjusted during training. The

higher the number of epochs, the more the model will be trained and the less random

the weight will be. This process is done using Gradient Descent, where the weight slowly

changes until it has found a local optimum. This optimum is reached when the highest

accuracy or the lowest error is established. Here, MSE is used as loss-function, meaning

the model searches for the smallest MSE possible.

Secondly, the batch size is determined. Batch size holds a pre-determined value that

gives the number of observations used in one run through the Network. It uses smaller

subsets of the data to train the model, which has a faster computational time compared

to training with the total sample. Training a Neural Network with a sample of 1000
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observations, a batch size of 100 and 50 epochs, means that the first 100 observations are

passed through the Neural Network, then the second 100 observations pass through hand

so on. This process is then repeated 50 times over (Chollet et al., 2015).
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Figure 12: Relationship between number of tasks and magnitude - excluding outlier
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C Performance measure on new data - including out-

lier

Table 8: Performance measures on new data - including outlier

Baseline Random Forest SVM Neural Network

MSE 0.0006 0.0007 0.0036 0.0009

RMSE 0.0241 0.0268 0.0598 0.0303

MAD 0.0077 0.0126 0.0373 0.0180

MAPE (in %) 3.49 21.08 64.20 12.72
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Table 9: Neural Network Design

Layer Output No. parameters Activation

Dense 8 96 ReLu

Dense 2066 18594 ReLu

Dense 1200 2480400 Sigmoid

Dense 500 600500 ReLu

Dense 1 501 Linear
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