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Abstract

Forecast models for single-family mortgage loans are important to finan-
cial institutions for risk estimation. It has been shown that both loan defaults
and firm bankruptcy show clustering effects. Survival models are capable of
modelling these clustering effects for firm bankruptcy. Here we investigate
the performance of a survival model to forecast delinquency and default for
mortgage loans. We used the Fannie Mae single-family fixed rate mortgage
loan data set for training and validation. We find that survival models strug-
gle to correctly predict the delinquency and defaults of mortgage loans. We
studied the inclusion of a baseline hazard rate reflecting the changes in macro-
economic environment on forecasting performance in survival models forecast-
ing mortgage loan delinquency and default. We show that a baseline provides
benefit to the forecasting accuracy for performing loans, increasing the AUC
score from 0.500 to 0.6577. Despite this improvement, further refinement of
survival models for single-family mortgage loans remains necessary for their

practical use.
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1 Introduction

Quantitative prediction models have received attention as early as the 1997 Asian
economic crisis. Forecast models that precisely forecast delinquency and defaults of cur-
rent loans are of great interest to academics, practitioners, and regulators. Regulators
use these models to monitor the financial health of banks, lending agencies and other
institutions. Practitioners use this information and models to price the risks of mortgage
loans. And lastly, academics use the default forecast models to test hypotheses regarding
performance of mortgage loans and to predict housing crises. Given the broad application
of accurate forecasts, new forecasting tools are of major importance, also contributing to

the scientific field of forecasting research.

Empirical research by Das et al.(2002) shows that bankruptcy probabilities for U.S.
firms vary over time, and are positively correlated. These correlations between firms vary
in time in a manner related to an economy-wide level of default risk. They further show
that the joint bankruptcy risk increases as the bankruptcy risk in the economy increases.
The positive correlation between firm bankruptcies is known as the clustering effect. This
clustering effect is also present in mortgage loans as shown by Ma and Zhao (2018) and
Neumann(2018). This clustering effect plays an important role in the risk estimation of

both mortgage loans and firm bankruptcy.

Nam et al. (2008) demonstrate improvements in out-of-sample forecasting of firm
bankruptcy by using discrete time survival models. These models incorporate the varying
nature as well as the correlatedness of firm bankruptcy, the clustering effect. Traditional
models fail to reflect the properties of panel data and the influence that stems from the
varying macro economic conditions as those vary over time. The improvements in fore-
casting by these survival models indicate their ability to model clustering effects of firm
bankruptcy. As the same clustering is also observed for mortgage loans, it is hypothesized
that similar improvements for out-of-sample forecasting are possible when such survival

models are applied to mortgage loans.

The financial crisis of 2007-2008 was a severe worldwide economical crisis. An im-
portant contributor was the collapse in value of mortgage-backed securities linked to real
estate, and the mortgage loan defaults as consequence of predatory lending to low-income
home buyers. This global financial crisis highlighted the need for models forecasting mort-

gage performance, especially those that account for clustering effects.



One of the main characteristics of single-family mortgage loan data used for forecast-
ing is its class imbalance. Class imbalance occurs when the number of observations in
one of the classes, i.e. default, is far outnumbered by other classes, i.e. performing. The
majority class of loans that never exhibit any delinquency in payments or default vastly
outnumbers the class of loans that do display delinquency or default. Researchers address
the class imbalance problem through a combination of techniques, such as resampling or
synthetic data creation. If models were able to properly deal with class imbalance present

in mortgage loan data, that would be of great value.

Different performance measures evaluate various aspects of the forecasting accuracy
of prediction models. Some performance measures focus on evaluating the accuracy of
probabilistic predictions, such as the Brier Score. Other measures, such as the area under
the curve score (AUC) of the receiver operating characteristic curve (ROC) focus on the
evaluation of the minority class classification ability of the model. This evaluation of the
minority class classification ability is of particular importance for models that use data

with a class imbalance problem.

In this paper we investigate the value of using a longitudinal survival model for out-
of-sample forecasting of delinquency and default probability for single-family mortgage
loans. We use and adapt survival models developed in Shumway (2001) and Nam et al.
(2008) and use data from the Fannie Mae single-family fixed rate mortgage loan data
set. We test the survival model on single-family mortgage loans and tried to improve
the survival model by adding a baseline hazard rate estimated using macro-variables to

simulate variations in the macro-economic environment.

Our results find that the use of the Gross Domestic Product (GDP) Growth Rate and
the Interest Rate are appropriate macro-economic variables to model a baseline hazard
rate for the delinquency and default probabilities of the loans. Linear Regression of these
two variables on the average delinquency or default rate gives significant values for their

estimated parameters to model their relation to these transition rates.

Our findings give us a number of insights. Firstly, the results of the Brier Score display
high values for survival models with and without the baseline in the forecasting of the
transition of loans in the performing state. These scores decrease significantly for both

models for their forecasting of loans in the one or two month delinquent state. The high



values of Brier Scores indicate to us extremely weak performance for both survival models
for the out-of-sample forecasting power for loans in initial state performing. This is likely
a result of the extreme class imbalance that is present in this initial state. The mod-
els appear to be largely unable to predict the exact loans that will turn delinquent that
month as a large number of the loans are exposed to the same level of risk, but few loans
transition. The lower values of the Brier Scores for forecasting of loans in initial states 1
or 2 months delinquent indicate improved probabilistic predictive power for forecasts of

loans in those states.

The findings with the Brier Scores are supported by the findings of the receiver op-
erating characteristic (ROC) curves of the forecasts of both models. The area under the
curve (AUC) scores similarly indicate weak predictive power for both survival models as
well. For predictions of loans in the performing state see values for the AUC close to
0.5 for the survival model without the baseline, and a value of 0.6577 for the survival
model with the baseline. For the survival model without the baseline this increases to
0.5500 for loans starting in the 2 months delinquency state, where it decreases to 0.4287
for the model including the baseline. This similarly indicates overall poor performance of
the survival models, but the varying numbers result from the AUC accounting differently

than the Brier Score for the classification of the extreme minority class transitions.

Both these performance measures indicate weak predictive out-of-sample forecasting
power for the survival models. This resulting from the scores of the Brier Score and
the AUC scores that we find for both the model including and excluding the baseline.
However, the model that includes the baseline shows significantly higher AUC scores for
predicting loans with the initial state performing. These scores reach a maximum of
0.6577 for the AUC score as opposed to the value of 0.500 for the model excluding the
baseline. This does show significant increase in performance for the predictions of loans
that are in the performing state when including a baseline in the survival model. However,

the predictive power in isolation is poor.



Our findings indicate that estimation of a baseline hazard rate is possible for a discrete
time survival model through the use of a combination of macro-economic variables. The
improvement in performance with the inclusion of this extension indicates to us that for
further development of survival models this extension to the survival model should be
included. However, both of the survival models show weakness in predictive performance

and require further improvement.

The paper is organized as follows. Section 2 presents background and the discrete-
time survival model with time-varying covariates and a baseline hazard function reflecting
macro-economic condition effects and loan default correlations. In section 3 we present
the methods by which we measure the performance of the models and the added value of
the baseline. In section 4 we present the data used in the empirical analysis. In section
5 we empirically test the survival models and discuss the results. Section 6 contains the

conclusions and discussion.



2 Theoretical Background

Discrete time survival models improve on the out-of-sample forecasting performance
of static models for firm bankruptcy, as shown by Nam et al. (2008). We use the survival
model as opposed to a static model. Static models include only one risk estimation across
the lifetime of the loan, and a single binary outcome for their default or delinquency
along that period. The use of a static model results in both biased as well as inconsis-
tent probability estimates, whereas the survival model we use results in consistent and
unbiased estimations, as shown by Shumway (2001). The survival model that forms the
basis for our model outperforms the current benchmark models in terms of out-of-sample
forecasts for firm bankruptcy over a long time period. Using the survival model, we de-
velop a default or delinquency estimation model that uses idiosyncratic variables as well
as macro-economic variables to identify the probability of transitioning for the mortgage
loans. We test the survival model on the single-family mortgage loan data set to observe

if we achieve similar out-of-sample forecasting performance.

In our model the survival time is denoted by 7', the time where the loan reaches
delinquency status. 7' is a continuous random variable that follows from a probability
density function f(t), and a cumulative density function F'(¢). The survival function is
represented by S(t), which gives the survival probability over time span ¢. This survival

function is defined as follows:
St)=Pr(T>t)=1-F(t)=>_ f(u)du
t

The hazard function h(t) is measured as the conditional probability of default at time
t given survival to that time.
, Prit<T <t+ AT >t) f(t)
(1) = limaso At S(t)

This describes the instantaneous risk of default, and is used in continuous time survival

models. These survival models contain a hazard function. Widely used is the Cox(1972)

semi-parametric proportional survival model:

h(t|x;) = exp{x;S}ho(t)

In the formula the covariates for each loan are represented by z;. The firm specific
part is time-invariant and is represented by the first part of the equation. The second

part is the baseline hazard function and is time-dependent. In Cox (1972), the covariates
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vector proportionally influences the hazard function and as such is also time-dependent.
The parameters for this equation are estimated by maximization of the accompanying

partial likelihood function.

L(B) = ﬁ exp(r;f)
i=1 ZjeR(t) exp(x;ﬂ)

The maximum likelihood estimator here has a beneficial covariance matrix as shown

by Lawless (1982) and is asymptotically normally distributed. In recent years, with the
need for time varying covariates, the hazard formula has been adjusted into the following

form:

h(t|xis) = exp{x; ; Btho(t)

With parameters h(tx;,;) as the individual hazard rate of the loans, and the z;;s as
the covariate vectors with the idiosyncratic variables of each loan. Shumway (2001) de-
scribes that using the old hazard formula with multi-period data would lead to bias and

inconsistency as a result of the static nature of the model.

Beck et al. (1998) show that the continuous proportional hazard model, given by
the above equation, can be estimated via multi-period logit models, they also show the
discrete analogue of this continuous hazard rate. This is the discrete hazard rate we use

in our discrete-time survival model, represented by the following formula.

P(yiy = 1aiy) = h(t|xse) = 1 — exp{—exp(x;, B + k) }

In this formula the k; is a dummy variable that represents the length of non-failure that
have occurred prior to the default. Beck et al. (1998) show how the following equation

can be used when the probabilities of failure are sufficiently small as present in our data.

1
P(yz‘,t = 1|$i,t) = h(tlmi,t> = 1+ exp{—(:l?' B+ ,{t)}
it

Shumway (2001) defined a multi-period logit model as ‘a logit model that is estimated

with data on each firm in each year of its existence as if each firm-year were an indepen-
dent observation’ and show that a multi-period logit model is equivalent to a discrete-time
survival model because the likelihood functions of the two models are identical. As such
we can estimate the discrete-time survival model with time-varying covariates with tools

of analysis of binary dependent variables.



The discrete-time survival model still uses a discrete hazard rate, rather than a contin-
uous rate. In our discrete time-model we use a single month as our discrete time period.
Our discrete model uses the discrete hazard rate. The discrete hazard rate is defined as
the probability of a negative transition in a one month time period. The discrete hazard
rate transition probability is equal to the transition probability of a loan that is exposed

to the continuous hazard rate for the entire month.

The discrete hazard rate formula we use contains a baseline hazard rate term, the k;
term. In the work of Beck et al. (1998) this term represents the length of the sequence
of zeros of non-failure that occurred prior to the default. With that their baseline hazard
rate implies that the individual hazard rate is is determined by a firm’s survival period.
In our paper we use a term for our k; that is dependent on the macro-economic environ-
ment at that point in time. This baseline is represented in our model by globally varying
macro-economic variables that simultaneously shift for all loans. The globally shifting
macro-economic variables model the varying macro-economic environment and how this

environment affects the average delinquency and default rate the loans are exposed to.

The base line hazard rate term allows for various forms of survival models to be used
by varying the specification of this baseline. For example, a constant allows for duration-
independent hazard rate. However, use of this formula differs from Shumway (2001) and
Beck et al.(1998) as they use a dummy variable which marks the length of non-failure
prior to failure as their baseline hazard term. This implies an individual hazard rate that
is defined by each firm’s survival period. These indirect measures however do not allow
for capturing macro-economic effects as the historic survival data does not reflect the
overall macro-dependencies and correlations of loan failure. Recent economic crises have
brought the role of macro dependencies in loan failure to the forefront. To model the
correlation between macro-economic conditions and the high tendency of clustering for
loan failure, we propose using these same macro-economic variables as the determining
factors for our baseline hazard rate. Hillegeist et al. (2001) take a similar approach to
handling temporal dependencies by using two direct measures of the baseline hazard rate;
the rate of recent defaults and changes in interest rates (CIR). In our analysis we examine
other macro-economic factors as well. We do use the CIR as suggested by Hillegeist et al.
(2001), but also observe the Real Estate Prices and the GDP Growth.

For our empirical analysis we formulate two models to show the two conditions that

need to be satisfied for an efficient estimation. Firstly, idiosyncratic covariates must be



allowed to vary with time and allow for measurement of survival analysis. Secondly, the
necessity of a baseline hazard function calculated directly with macro-economic variables

to reflect the changes in the macroeconomic environment.

In the empirical analysis we make use of a survival model without baseline that uses
covariates that fluctuate over the lifetime, allowing for observations across the lifetime of
the loan and the estimation of the hazard across the lifetime. We also use the survival
model with added time dependent baseline hazard rate. This allows for temporal changes
in the covariates as well as in the baseline hazard rate at that time. By comparison
between the performance of these two models we address the question of the value of the

baseline hazard.



3 Data

For the empirical comparison of our study we use the Fannie Mae Single-Family Fixed
Rate Mortgage Data Set. This data set contains monthly acquisition and performance
data. From this data set we use the time period from 2000Q1 to 2018Q4. The data is
split into an Acquisition file and a Performance file. The Acquisition file contains the
data of the moment of inception for the loan, whereas the Performance file contains the
monthly performance data for each individual mortgage loan. The threshold Fannie Mae
set for loan default is three month payment delinquency. We also use this three month

delinquency as the default status.

The data set is of considerable size consisting of around 200 million monthly data
points for loans and loan performing status. One other defining feature of the data is
that the fraction of loans that defaults is extremely low, with a mean of only 1.2 per-
cent defaulting, showing clear class imbalance. Class imbalance impacts the forecasting
performance of the models that are compared. However, as we evaluate the relative
forecasting performance of the models, in the single-family mortgage loan space class im-
balance presents a prevalent feature. The prevalence of class imbalance in single-family
mortgage loan data makes superior forecasting performance of data with class imbalance
highly beneficial. To tackle the class imbalance problem we use performance measures

that focus on probabilistic predictive power and minority class classification power.

As a first step, we split the data set into three groups containing different loans in each
group. Each group contains the loans that have a single initial state for their period in
time. The groups are as follows: Performing, 1 Month Delinquent, 2 Months Delinquent.
These three groups cover all three initial states that a loan can have at one point in time
in our data set. We separate those groups for the purpose of estimating separate models
for each of these three initial states as they represent different transitions. We define four
classes for our loans, four separate states that the loans can be in. The performing state,
where loans are up-to-date on all their payments. The one month delinquent state, where
loans have entered delinquency in the last month. The two month delinquent state, where
loans have been delinquent for the past two months and the defaulted state, which loans

enter when they are 3 months delinquent or longer.



Our duration survival model including the baseline hazard makes use of idiosyncratic
explanatory variables to calculate the individual risk that is present in each of the loans
at each point in time. The Fannie Mae data set contains 108 variables for each loan. 26
of those variables pertain to information about those loans after they have been defaulted
on. This information is not available for those loans as they are being managed in the
portfolio, as such we dismiss those variables as possible idiosyncratic variables to use in
our models, secondly a group of 10 variables pertain to information that is lender sided,
such as the insurance firm the lender uses for this loan or the property valuation agency
used. These variables do not affect the loans themselves and as such we dismiss those
variables for use. Eight of the variables pertain to names of various aspects of the loan,
containing no information for the risk of the loans as they are either identical for all loans
or unique for each loan. We dismiss these variables for use as well. We find that for 29
variables, only 20 percent of the loans have data available. We choose to exclude these
variables from the model because their missing data does not allows us to properly evalu-
ate the effects of these variables. We have 10 groups of variables that contain equivalent
information. For each of these groups we select one variable to represent the information
while excluding the others. Seven variables all pertain to a variation of the age, origina-
tion, or time to maturity. These variables all contain equivalent information; we choose to
move forward with the Loan Age variable and exclude the other variables from use. We

start formal testing with eight numeric covariates and seven categorical covariates (Table

1).
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Table 1: Features we consider before selection with Information Value

Numeric Variables Categoric Variables

1: Original Interest Rate 9: Origination Channel

2: Original UPB 10: First time Home Buyer*

3: Original Loan Term 11: Loan Purpose

4: Original Loan-To-Value 12: Property Type

5: Number Of Borrowers 13: Occupancy Type

6: Original Debt-To-Income Ratio 14: Relocation Morgage Indicator
7: Borrower Credit Score at Origin 15: Loan Age**

8: Number of Units

*A value of 1 for this dummy corresponds to a mortgage given to a first time home buyer.
**The Loan Age dummy has a value of 0 for loans younger than 40 months old and a

value of 1 for loans exceeding 40 months in age.

Following this first selection we make use of the backwards selection technique for
further selection of risk drivers for the characteristics of the loan to be included in the
models. The technique fits a default vector ( a dummy with 1 for a defaulted loan and 0
for a non-defaulted loan) on all considered variables and uses stepwise elimination of the
covariates that is least significant. These steps are repeated until all the covariates still

included are significant in the logistic regression of the default vector.

Because of the size of the data set we include an additional variable selection method,
the information value criterion. This criterion indicates the strength of influence of the
covariates with respect to the default. We select the covariates with information val-
ues exceeding 0.1. Covariates that exceed this Information Value have a stronger than

medium predictive power. The IV is computed as

3 [(D@'stm _ Distroi) - log <D “”“)} (1)

- DiStT‘Oi
=1
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With the following guideline of Siddigi (2006), we can interpret the strength of a

covariate as:

1. Less than 0.02, then the predictor is not useful for modeling (separating the default-

ing loans from the non-defaulted loans)

2. From 0.02 to 0.1, then the predictor has only a weak relationship to the defaulted

loan /non-defaulted loan odds ratio

3. From 0.1 to 0.3, then the predictor has a medium strength relationship to the

defaulted loan /non-defaulted loan odds ratio

4. 0.3 or higher, then the predictor has a strong relationship to the defaulted loan /non-

defaulted loan odds ratio.

These two selection methods result in five idiosyncratic variables for the survival model;
Original Interest Rate, Original Loan-To-Value, Original Debt-To-Income, the First Time
Home Buyer Indicator, and the Loan Age.

The data is split into two parts; a training set and a test set with a seventy-thirty split
respectively. This split is applied after division of the loans into three separate groups on
the basis of their initial state at that point in time; Performing, One Month Delinquent
or Two Months Delinquent. This as all three initial states are trained separately and have
separate estimated models. As such we have a total of three training data sets and three
test data sets. We have 180.000.000 data points in the initial state "performing", 600.000
data points in the initial state "1 month delinquent", and 60.000 data points in the initial
state "2 months delinquent.

For the estimation of the baseline hazard macro-variables from the Federal Reserve
Bank of St. Louis are used. This macro-variable data is quarterly. As our loan data is
monthly, the quarterly data needs to be transformed for use in our model. The Federal
Reserve Bank provides quarterly data as an average over that period. We take their data
as the three month average across that quarter. With this quarterly data being the three
month average we take the monthly value of each of the three months in that quarter
to be equal to that three-month average. Although, this is not a complete accurate
representation of the monthly shifts in the variables it is the closest approximation we
can use. It does manage to capture the long term movements of the variables and with a

time span sufficiently large to model the effects of the variance in these variables.
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Variable Differences

Before testing we compare the values of the idiosyncratic explanatory variables for the

loans that transition into delinquency or default versus those that do not. Tables 2, 3,

and 4 list these values.

Table 2: Values of Explanatory Variables for Loans with the Initial State Performing

Explanatory Variable

No Transition

Transition to 1 Month Delinquent

Loan Age (Dummy) 0.34 (0.06) | 0.39 (0.06)
Original Interest Rate 3.87 (0.24) 4.03(0.24)
Original Loan-To-Value 78.4 (2.87) 78.98 (2.87)
Original Debt-To-Income 32.3 (0.87) 34.8 (0.87)
First Time Home Buyer Indicator (Dummy) | 0.175 (0.07) 0.200 (0.07)

Comparison of values for explanatory variables for loans starting in the Performing state

that transition to the 1 month Delinquent status, versus the loans that do not transition

Table 3: Values of Explanatory Variables for Loans with the Initial 1 Month Delinquent

Explanatory Variable

Transition to Performing

Transition to 2 Months Delinquent

Loan Age (Dummy) 0.405 (0.06) 0.490 (0.05)
Original Interest Rate 4.02 (0.27) 4.07 (0.26)

Original Loan-To-Value 78.8 (2.40) 79.77 (2.25)
Original Debt-To-Income 34.6 (0.74) 35.89 (0.46)
First Time Home Buyer Indicator (Dummy) | 0.195 (0.05) 0.241 (0.05)

Comparison of values for explanatory variables for loans starting in the 1 month Delin-

quent state that transition to the Performing status, versus the loans that transition to

the 2 months Delinquent state
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Table 4: Values of Explanatory Variables for Loans with the Initial 2 Months Delinquent

Explanatory Variable Transition to Performing | Transition to Default
Loan Age (Dummy) 0.508 (0.06) 0.513 (0.04)

Original Interest Rate 4.05 (0.25) 4.06 (0.26)

Original Loan-To-Value 79.4 (2.11) 80.0 (2.29)

Original Debt-To-Income 35.4 (0.25) 35.9 (0.28)

First Time Home Buyer Indicator (Dummy) | 0.245 (0.04) 0.227 (0.05)

Comparison of values for explanatory variables for loans starting in the 2 month Delin-
quent state that transition to the Performing status, versus the loans that transition to

the Defaulted State

Transition Rates

We note the initial transition rates and their variance over time. We observe the trend
of the probability of a transition increasing as the loans become more delinquent (Figure
1). Identical spikes in transition rate for all three initial states near the tail end of the
time period are observed. Interestingly, we observe low initial transition rates in the time
period for initial state performing and initial state 1 month delinquent. In contrast we
observe transition rates for the initial state 2 months delinquent close to the maximum

value across the full time period.

Figure 1: Transition Rate over Time for Loans with Initial State Performing, 1 Months

Delinquent, and 2 Months Delinquent
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4 Methods

We train and apply our models using empirical data. The training data is used to
estimate the parameters and the test data is used to create forecasts and evaluate the
out-of-sample forecasting performance. Consistent and robust performance measures are
essential to asses the forecasting performance of a model. We use two different measures
to compare the relative forecasting performance of the models and to evaluate their indi-
vidual forecasting performance. The performance measures we use to evaluate individual
and relative forecasting performance are the Brier Score and the area under the curve
(AUC) score of the receiver operating characteristic (ROC) curve. We consider the AUC
as most informative as it gauges the discriminatory ability of the models. We are particu-
larly interested in the discriminatory ability of the models. As mentioned above the data
associated with mortgage loan performance is subject to class imbalance. The class im-
balance and the impact of the minority class transition makes minority class classification

power particularly valuable for our model.

Area Under the ROC Curve

To create the ROC curve we classify the forecasts into four categories; True Posi-
tive, False Positive, True Negative, and False Negative. The True or False labels denote
whether a forecast is True or False. The Positive or Negative labels denote whether the
forecast predicted a Positive or Negative classification (performing versus delinquent, fur-
ther delinquent, or defaulted). For the ROC curve we plot the True Positive classification
AUC is defined as

the Area Under the ROC curve and reflects the discriminatory power of the classifier.

rate ( against the False Positive classification rate

ith) (rfEre)
The AUC score can also be interpreted as the probability that a randomly chosen loan
that defaulted, receives higher default probability than a randomly chosen loan that did
not default as mentioned in Lessmannn et al. (2015). The minimum score for a correct
model would be a score of 0.5000. A model the predicts exclusively positive transitions

achieves this score of 0.5000.
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Brier Score

The Brier Score(BS) is calculated as the mean-squared error of the probability estimate

p; and the binary dependent variable y; as seen in Hernandez-Orallo et al. (2011), that is

Ntcst
1
BS - Ai — Y; 2. 2
N ;:1 (Pi — vi) (2)

The Brier Score measures the accuracy of the probabilistic predictions. The Brier score

allows us to evaluate the general out-of-sample forecasting performance of the models.

Macro Variables

We specify a number of potential factors for use as the explanatory variables of the
baseline hazard rate for out survival models.

We specify the national Gross growth, the real estate price index growth rate, the
change in interest rate (CIR), and the interest rate (IR) itself. We apply a t-test to test
the explanatory power of the macro-economic factors against the baseline hazard rate one
period into the future. Results of the t-test indicate that GDP Growth and the Interest
Rate best model the baseline hazard rate. We use these two macro-economic variables as

the specification for the baseline hazard rate.

Before we continue with the chosen explanatory variables, we normalize variables that
benefit from normalization. The variables we normalize are both macro-variables, and the
Original Debt-To-Income ratio. Both of the macro-variables, and the Original Debt-To-
Income ratio exhibit the form of a normal distribution. To improve parameter estimates
we normalize these variables by transforming the values of the parameter vectors into

their z-scores with a mean of 0 and a standard deviation of 1.

Using the information of the explanatory variables and the macro-variables, we now
apply the survival model excluding baseline, and the survival model including baseline to
the training set. With this we obtain the estimation results for both models resulting in

six total estimation results, three for either model covering all three initial states.
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5 Results

Training the models using the empirical data results in the estimation results repre-

sented in tables 5, 6, and 7. These are the averaged results of the estimation done over 5

training sets. These parameters represent the effect the explanatory variables have on the

probability of a transition into a state of delinquency, further delinquency or default. The

probability of transition and consequently classification into the negative class increases

with increasing values of the parameters. The parameters coefficients represent the rate

of change in the logarithmic probability of negative transition as the explanatory variable

changes.

Table 5: Parameter Estimation Results for initial state Performing

Explanatory Variable

survival model excluding baseline

survival model including baseline

Intercept 7.5 (0.58) 7.6 (0.66)

Loan Age (Dummy) -0.15 (0.17) -0.16 (0.31)
Original Interest Rate (Normalized) -0.39 (0.04) -0.38 (0.04)
Original Loan-To-Value (Normalized) -0.01 (0.00) -0.01 (0.00)
Original Debt-To-Income (Normalized) -0.03 (0.00) -0.03 (0.00)
First Time Home Buyer Indicator (Dummy) | -0.11 (0.08) -0.11 (0.09)
GDP Growth Rate - 0.00 (0.09)
Interest Rate - 0.04 (0.03)

Table 6: Parameter Estimation Results for initial state 1 Month Delinquent

Explanatory Variable

survival model excluding baseline

survival model including baseline

Intercept 3.1 (0.42) 3.2 (0.51)

Loan Age (Dummy) -0.2 (0.17) -0.27 (0.33)
Original Interest Rate (Normalized) -0.16 (0.03) -0.15 (0.03)
Original Loan-To-Value (Normalized) -0.01 (0.00) -0.01 (0.00)
Original Debt-To-Income (Normalized) -0.02 (0.00) -0.02 (0.00)
First Time Home Buyer Indicator (Dummy) | -0.22 (0.04) -0.21 (0.05)

GDP Growth Rate

0.06 (0.01)

Interest Rate

0
0.04 (0.05)
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Table 7: Parameter Estimation Results for initial state 2 Months Delinquent

Explanatory Variable survival model excluding baseline | survival model including baseline
Intercept 0.66 (0.25) 0.68(0.24)

Loan Age (Dummy) 0.09 (0.13) -0.08 (0.14)

Original Interest Rate (Normalized) -0.04 (0.01) -0.03 (0.02)

Original Loan-To-Value (Normalized) -0.01 (0.00) -0.01 (0.00)

Original Debt-To-Income (Normalized) -0.01 (0.00) -0.01 (0.00)

First Time Home Buyer Indicator (Dummy) | 0.1 (0.07) 0.11 (0.07)

GDP Growth Rate - 0.13 (0.04)

Interest Rate - 0.06 (0.06)

In these estimation results we observe the value of the intercept at a maximum value
of 7.6 for loans in the initial state performing. The intercept decreases to a value of 3.2
for loans in the initial state 1 month delinquent, further decreasing to 0.66 for loans in the
initial state 2 months delinquent. Together this indicates the general risk of transitioning
into a negative state increases with loan delinquency status.

We also observe a large standard deviation for the parameter of the loan age explana-
tory variable. Parameter estimations for the explanatory variable range from a value of
—0.37 to 0.17, indicating differences in the effect of the loan age between training sets.
Loan Age increases the probability of negative transition for some training sets and de-

creases the probability of negative transition for others.

For both the initial state Performing class and the initial state 1 Month Delinquent
class we observe negative values for all the estimated parameters for the idiosyncratic
covariates. This indicates that all idiosyncratic covariates increase the probability of a
negative transition. All estimated parameter values are also negative for the initial state
2 months delinquent with the exception of the estimated value for the parameter of the
First Time Home Buyer indicator. We hypothesize this results from first time home buy-
ers near the edge of defaulting were not as prepared or aware of the debt they were taking

on and as such once they get into delinquency, their risk of default is higher.

We observe nearly identical estimated parameter values for the explanatory variables
in both the survival model including baseline and survival model excluding baseline. This
creates confidence in the estimated values for these parameters as well as their significance
and explanatory power against the baseline hazard rate estimated by the macro-economic
variables. We observe positive parameter values for all the estimated macro-variable
parameters, in contrast we observe smaller values for estimated parameter of the First

Time Home Buyer indicator than hypothesized. These values indicate that increases in
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our macro-variables correspond to less delinquencies and defaults across the board for all
loans, effectively decreasing the baseline delinquency and default rate with increases in

both macro variables.

We use the estimated survival model without the baseline to create an in-sample fore-
cast for a first estimate of the forecasting accuracy. These forecasts were used to calculate
the 1 month ahead forecast of each of the data points available. Forecasting results in-
dicate transitions from performing to 1 month delinquent or staying in performing; for 1
month delinquent back to performing or to 2 months delinquent and for 2 months delin-
quent back to performing or to fully defaulted. The prediction cut-off used here is a
probability value of 0.5. The results, presented in table 8, represented the results of our

first forecast in terms of true and false positives and negatives.

Table 8: In-Sample Forecasting Performance survival model excluding baseline

Simple Forecasting Performance | Forecasting Result

Initial State True Positive True Negative False Positive False Negative
Performing 0.996 0.001 0.999 0.004

1 Month Delinquent 0.859 0.230 0.770 0.141

2 Months Delinquent 0.350 0.604 0.396 0.650

In table 8 we observe the difficulty encountered by the model in the forecasting of the
transition of performing loans into delinquency. This is indicated by the low value for the
True Negative. The in-sample forecast struggles to forecast the exact moment for loans
to enter delinquency. The forecasting of the transition further into delinquency or into
default is improved, indicated by the increase in the value of the true negative from 0.001
to 0.230 , and to 0.604 respectively. We observe a decrease in accuracy of forecasting the
true positives for the loans that have an initial state of 1 month delinquent. The True
Positives decrease from 0.996 for the initial state performing to 0.859 for the initial state 1
month delinquent. Further decrease in accuracy of the True positives for the initial state
2 months delinquent is represented by the decrease in the True Positives from 0.859 to
0.350. Initial in-forecast analysis shows us that the model struggles to combine accuracy

for both positive and negative classifications.

With these initial results we now conduct the calculations and forecasting out-of-
sample for both the including and excluding baseline Hazard Rate survival model to

estimate and evaluate their predictive power. Using our Training set parameter estima-
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tion we forecast using the initial states from the test data set. This gives us the True
and False, Positive and Negatives rates for the Out-Of-Sample forecasting for the survival

model excluding baseline presented in Table 9.

Table 9: Out-Of-Sample Forecasting Performance survival model excluding baseline

Out-Of-Sample Forecasting Performance | Forecasting Result

Initial State True Positive True Negative False Positive False Negative
Performing 0.997 0.010 0.990 0.003

1 Month Delinquent 0.824 0.251 0.749 0.176

2 Months Delinquent 0.394 0.655 0.345 0.606

We observe similar results to the in-sample forecast for the out-of-sample forecast.
The True Positive rate shows a high value for initial state performing (0.997), decreasing
for initial state 1 month delinquent (0.824) and decreasing for the initial state 2 months
delinquent (0.394). We do observe an increase in the true negative value for all three
initial states, from 0.001, 0.230, and 0.604 to 0.010, 0.251 and 0.655. This indicates
improved forecasting accuracy for the minority class predictions. Table 10 presents the

out-of-sample forecasting results for the survival model including baseline.

Table 10: Out-Of-Sample Forecasting Performance Survival model including baseline

Out-Of-Sample Forecasting Performance | Forecasting Result

Initial State True Positive True Negative False Positive False Negative
Performing 0.994 0.010 0.990 0.006

1 Month Delinquent 0.827 0.264 0.736 0.173

2 Months Delinquent 0.322 0.614 0.386 0.678

We also observe similar results to the out-of-sample forecast of the survival model
excluding baseline for the out-of-sample forecast of the survival model including baseline.
There is an increase in the value for the True Negative rate for the initial state 1 month
delinquent versus the True Negative rate for that initial state in the model that does not
include the baseline. The value of the True Negative rate increases from 0.251 to 0.264,
indicating improved minority class predictive power for loans in initial state 1 month
delinquent. We also observe a decrease in the value of both the True Positives and True
Negatives for the initial state 2 months delinquent versus the results of the survival model

that does not include the baseline. The values decrease from 0.394 and 0.655 to 0.322
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and 0.614.

With these results from the first partition of the data set, we now repeat the model

estimation for both models using different parts of the data set to evaluate the AUC and

the Brier Score for the models under different out-of-sample forecast data sets. First, we

obtain the results for the survival model excluding baseline, and followed by those same

results for the survival model including baseline.

Table 11: Repeated Results for the survival model excluding baseline

Survival model excluding baseline | Data Set 1 Data Set 2 Data Set 3

Initial State AUC | Brier Score | AUC | Brier Score | AUC | Brier Score
Performing 0.5000 | 0.9909 0.5000 | 0.9867 0.5000 | 0.9886

1 Month Delinquent 0.5754 | 0.5431 0.5585 | 0.5062 0.5872 | 0.5183

2 Months Delinquent 0.5302 | 0.3086 0.5500 | 0.3384 0.5390 | 0.3454
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Figure 4: Area under the ROC Curve for survival model excluding baseline and initial

state 2 month delinquent

Table 11 shows the results of the Performance Measures and figures 2, 3, and 4 display
the ROC curves for the three initial states for the survival model excluding baseline. The
values of the AUC are identical for all three of the results (Table 11). The value of the
AUC is close to 0.5 indicating weak predictive power of the minority class. The AUC
scores increase for the initial state 1 month delinquent show a small increase in minority
class predictive power. The AUC scores for the initial state 2 months delinquent equals
the AUC score for the initial state 1 month delinquent for one of the results and is lower
for two of the results. This indicates a slight increase in minority class predictive power
versus the initial state performing. These findings are reflected in the ROC curves. Figure
3 shows that the curve for initial state performing is a straight line from (0,0) to (1, 1),

indicative of low minority class predictive power. The curve for initial state 1 month
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delinquent has a noticeable curve to it (Figure 3), indicating improvement over the curve
for initial state performing. The curve for initial state 2 months delinquent shows a wavy
curve(Figure 4), indicating performance in between those for the two other initial states.
For the Brier Score we observe extremely low probabilistic predictive power for loans with
initial state performing. The value of the Brier for initial performing is over 0.9867 for
all three sets. This value is close to 1, the minimum score possible for this performance
measure. For the initial state 1 month delinquent the Brier Scores decrease to values
around 0.52, indicating improved probabilistic predictive power. The Brier Score further
decreases to values around 0.33 for the initial state 2 months delinquent, indicating fur-
ther increase in probabilistic predictive power. We now represent the results of the AUC
and the Brier Score for the survival model including baseline in Table 12. Figures 5, 6,

and 7 represent the ROC curves calculated for the survival model including baseline.

Table 12: Repeated Results for the survival model including baseline

Survival model excluding baseline | Data Set 1 Data Set 2 Data Set 3

Initial State AUC | Brier Score | AUC | Brier Score | AUC | Brier Score
Performing 0.6438 | 0.9909 0.6348 | 0.9867 0.6577 | 0.9886

1 Month Delinquent 0.6022 | 0.5442 0.5814 | 0.5063 0.5910 | 0.5190

2 Months Delinquent 0.4605 | 0.3111 0.4526 | 0.3404 0.4287 | 0.3507
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Figure 5: Area under the ROC Curve for survival model including baseline and initial
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state 2 month delinquent

In table 12 we note that the initial state performing for the survival model including
baseline has the highest values for the AUC, 0.6577. The AUC values indicate an im-
provement for the minority class predictive power of the survival model when the baseline
is added to the survival model. We observe a slight improvement in the AUC score of
the initial state 1 month for the survival model including baseline compared to the AUC
score of the survival model excluding baseline. The AUC score increases from around
0.57 to around 0.59. This indicates a corresponding increase in minority class predictive
power. For the initial state 2 months delinquent we observe AUC scores of under 0.5, this
indicates classification power that is outperformed by simple forecasting, i.e. forecasting
the majority class to every loan. The ROC curve in figure 5 reflects the increase in AUC

score in the prominent curve present. The ROC curve in figure 6 displays a slight curve,
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similar to the ROC curve in figure 3. This mirrors the identical AUC scores for both
survival models for the initial state 1 month delinquent. The ROC curve for initial state
2 months delinquent, represented in figure 7 reflects the AUC scores of under 0.5 in the
convex curve we observe. The Brier Scores for the survival model including baseline are
nearly identical to those for the survival model excluding baseline. They indicate identical
low probabilistic predictive power for loans with initial state performing. they indicate
increase in probabilistic predictive power for loans with initial state 1 month delinquent,
versus initial state performing. They also indicate a further increase in probabilistic pre-

dictive power for loans with initial state 2 months delinquent.
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6 Discussion and Conclusions

In our research we evaluated the use of survival models for the forecasting of single-
family mortgage loan delinquency and default. We used and compared survival models
including and excluding a baseline hazard rate. For the explanatory variables idiosyncratic
covariates were selected through the use of the Information Criterion and the backwards
selection technique. We studied the effect of adding a baseline, estimated by macro-

variables, to the survival model.

To test the survival models we used an empirical data set from Fannie Mae to empiri-
cally estimate the parameter coefficients for the explanatory variables. We split the data
into three groups of loans based on the initial at that point in time; performing, 1 month
delinquent, or 2 months delinquent. All three initial states show class imbalance. The

class imbalance is most severe for the initial state performing.

In the results we see that the survival models face significant hardship in their fore-
casting of the transitions of the loans. This is present in both survival models, including
and excluding the baseline. This is reflected in the values of the AUC scores, none of
the models exceed an AUC score of 0.6577, which shows that both models struggle with
overall performance. This does show a weakness of the basic survival model we use in this
research as the AUC reflects specifically on the ability of the loans to classify the minority

class transitions, which are most important to us.

The lack of overall performance of both models is also supported by the value of the
Brier Scores. The Brier Scores did show near identical performance for survival including
and excluding baseline. Both models showed the poorest Brier Score performance in the
prediction of loans in the initial state performing. The Brier Score showed improved scores
for predictions of loans in states 1 and 2 months delinquent. One of our main interests
deals with the data set of loans in the performing state. The Brier Score also indicates a

poor probabilistic performance by the survival models for this group.

The AUC scores showed an increase in the performance for the survival models exclud-
ing baseline compared to the survival models including baseline for loans in initial state
performing. The AUC scores for the survival model including baseline were higher than
those of the survival model excluding baseline. However, the AUC scores for the initial

state 2 months delinquent are decreased for the survival model including baseline com-
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pared to the survival model excluding baseline. The performance of both models is poor
in regards to loans in initial state performing as indicated by their Brier Scores. Based
on the difference in AUC scores, we conclude there is value in the inclusion of a baseline
hazard rate, estimated by macro-economic variables, in survival models for single-family
mortgage loan data. Based on the Brier Scores and the AUC scores we also conclude
that overall predictive power of survival models for single-family mortgage loans is poor.
This poor performance is particularly present for the loans in the performing state, the
largest group of loans and the group with the largest possible impact. The performance
of the survival models for firm bankruptcy does not appear to extend to survival models

for single-family mortgage loans.

Further adjusting and extending of the basic survival model we use in this research pa-
per can be of value to practitioners and academics. The value of the baseline hazard rate,
estimated using macro-economic variables, provides support for its inclusion in survival
models. Although the inclusion of a baseline did improve the forecasting performance, it
still requires further improvement. Possible improvements on the model are estimating
the baseline with monthly macro-economic data as opposed to the quarterly average used

in this paper, or covariate selection unique for each initial state of the loans.
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