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1 Introduction

‘Big data’ is a term that is used to describe large volumes of structured and unstructured data sets
that are too large and too complex for traditional data processing applications. De Mauro et al. (2016)
define big data as “the information asset characterised by such a high volume, velocity and variety to
require specific technology and analytical methods for its transformation into value”. The information
that is captured in these large data sets can be of great value to organisations and companies. Proper
big data analysis provides insights that may lead to enhanced decision making with benefits such as cost
saving and time reduction. Today, these benefits are reaped by many industries, including the financial
sector. One of the applications is the prediction in the growth of the gross domestic product (GDP) of a
country. The GDP of a country is an accurate indicator of the size of the economy and its growth rate
gives in indication of a country’s economic growth. Knowing how the economy will develop could play
an important role in the optimisation of appropriate monetary policy by central banks. Therefore, this

paper looks into the prediction of the GDP of 34 European countries.

This article is focused around the work of Kim and Swanson (2018). In their paper, they analyse
whether big data is useful for modelling low frequency macroeconomic variables. To do so, diffusion indices
are constructed using three types of factor estimation methods: principal component analysis (PCA),
independent component analysis (ICA) and sparse principal component analysis (SPCA). On top of this,
they evaluate a set of machine learning methods: bagging, boosting, Bayesian model averaging, ridge
regression, least angle regression, the elastic net and non-negative garotte. When forecasting their target
variables, they consider a total of six specification types. Finally, they investigate both a recursive as
well as a rolling data window method to forecast. After having obtained all of their forecasts, Kim and
Swanson (2018) compare the different models by means of the Mean Square Forecast Error (MSFE) as
well as the test statistic of Diebold and Mariano (2002). In this article, most of these methods and
approaches are replicated. As for the estimation of the factors, this paper looks into PCA and ICA. The
machine learning methods that are considered are boosting, the ridge regression, least angle regression,
the elastic net and non-negative garotte. On top of this, there are three specification types included and
both the recursive and the rolling data window methods are analysed. However, in this paper forecasts

are obtained and evaluated for the GDP of European countries and thus a different data set is investigated.

The data set used by Kim and Swanson (2018) uses a total of 144 U.S. monthly macroeconomic time
series over the period from January 1960 up to May 2009. For each of these variables, this adds up to
a total of 593 observations. For 11 of the variables, there are forecasts constructed. It is noted that
the number of variables is of the same order of magnitude as the number of observations. Keeping in
mind these interesting properties of the data set of Kim and Swanson (2018), it is chosen in this paper
to investigate and predict the GDP of European countries. This paper attempts to answer the question
to what extent the growth of GDP can be predicted for European countries and what differences there
are among this predictability between these different countries. In this article, the GDP of each country
is forecasted using both past data of its own GDP, as well as the GDPs of the other European countries.
The results show that the factor estimation models can be used as a helpful dimensionality reduction
technique that generates predictions that are more accurate than those obtained using the benchmark
model. This improvement is especially seen for predictions applying recursive estimation. It appears
that the mean model is best in predicting the GDP for a rolling window forecasting method, whereas
the boosting and ridge models dominate for the recursive estimation. Finally, it is noteworthy that the
predictions seem to improve with the length of the forecast horizons. This, however, is not that surprising

since Kim and Swanson (2018) come to the same conclusion.



This paper now proceeds as follows. Section 2 contains a literature review. In section 3 more insight is
given into the gathering and transformation of the data. The fourth section starts with the introduction
of the general prediction model and then touches upon the different methods that were used to construct
and compare all forecasts. Then, section 5 presents and explains the findings. Finally, in section 6 we

come to a conclusion on the results and discuss the limitations of our research.

2 Literature

The importance of big data in research is made clear through its extensive use in contemporary literature
(Galicia et al., 2019; Hassani and Silva, 2015; Jeon et al., 2018; Shastri et al., 2019; Singh and Yassine,
2018; Torres et al., 2018). As is also addressed in the paper by Kim and Swanson (2018), it can be seen
that many studies try and predict certain variables through the use of big data in factor models (Bok
et al., 2018; Forni et al., 2000; Schiavoni et al., 2021; Waqar et al., 2017). The purpose of these factor
models is to reduce the dimensionality of the data that is used. The dimensionality refers to the number
of attributes in a data set, which for some data sets can easily become very large. Reducing the number
of dimensions in the data often involves the reduction of the number of input variables or columns in the
modelling data. The simplified data then produces a simpler regression model with fewer variables and
a possibly better performance when making predictions on new data. Factor model analysis is therefore

logically often applied to large high-dimensional data sets.

For the predictions of high frequency financial time series, it has already been proved that factor
models are successful (Ait-Sahalia and Xiu, 2017; Back and Weigend, 1997; Oja et al., 2000). What is
remarkable to note, however, is that Kim and Swanson (2018) analyse whether or not big data can also
be put into use for the prediction of variables with a lower frequency. To do so, they investigate U.S. time
series with monthly observations, including unemployment rates, inflation, and gross domestic product
(GDP). In their research, the number of observations and variables are of the same order of magnitude.
Usually, the suggested number of observations, when conducting factor analysis, equals between 3 and

20 times the number of variables (Mundfrom et al., 2005). This thus poses an interesting challenge.

A paper by Camba-Mendez et al. (2001) also applies a dynamic factor model to obtain forecasts for
the output growth of four large European countries. They thus too investigate macroeconomic time series
and apply factor analysis to deal with an excessive number of explanatory variables. However, in this
paper the GDP growth is forecasted rather than the output growth and the analysis is applied to a larger
set of European countries, also including smaller countries. Moreover, this paper uses only data on GDP
to obtain the predictions. Finally, we consider two ways of extracting the underlying latent factors and

combine these with several machine learning, variable selection and shrinkage methods.

3 Data

The data set that is used in this paper was obtained from AMECO (2021), which uses the database of
Eurostat (2021) as its main source. As was explained earlier in the introduction section, this paper will
investigate the predictability of the gross domestic product (GDP) of European countries. From this data
set a total of 34 countries is included in the research, as displayed in table 1. If we take a look at the
entire data set, it is noted that the earliest observations date from 1960 and the most recent observations

date from 2020. However, when analysing the data for the individual countries specifically, it is found



that the availability of the data differs per country. The sample periods and the corresponding number
of observations are also given in table 1. To account for the change in available data over time and to
construct predictions for the countries with less observations, the methodology is adjusted accordingly.

Section 4.1 elaborates on this.

Table 1

List of countries included in the research from the AMECO (2021) data set.

Country Code Sample Obsv. Country Code Sample Obsv.
Albania ALB 1996 - 2020 25 Lithuania LTU 1993 - 2020 28
Austria AUT 1960 - 2020 61 Luxembourg LUX 1960 - 2020 61
Belgium  BEL 1960 - 2020 61 Malta MLT 1991 - 2020 30
Bulgaria  BGR 1991 - 2020 30 Montenegro MNE 2000 - 2020 21
Croatia HRV 1995 - 2020 26 Netherlands NLD 1960 - 2020 61
Cyprus CYP 1990 - 2020 31 North Macedonia MKD 1995 - 2020 26
Czechia CZE 1990 - 2020 31 Norway NOR 1960 - 2020 61
Denmark DNK 1960 - 2020 61 Portugal PRT 1960 - 2020 61
Estonia EST 1993 - 2020 28 Romania ROM 1990 - 2020 31
Finland FIN 1960 - 2020 61 Serbia SRB 2000 - 2020 21
France FRA 1960 - 2020 61 Slovakia SVK 1993 - 2020 28
Germany DEU 1991 - 2020 30 Slovenia SVN 1990 - 2020 31
Greece GRC 1960 - 2020 61 Spain ESP 1960 - 2020 61
Hungary  HUN 1991 - 2020 30 Sweden SWE 1960 - 2020 61
Iceland ISL 1960 - 2020 61 Switzerland CHE 1960 - 2020 61
Ireland IRL 1960 - 2020 61 Turkey TUR 1960 - 2020 61
Ttaly ITA 1960 - 2020 61 United Kingdom GBR 1960 - 2020 61

Latvia LVA 1990 - 2020 31

In the paper by Kim and Swanson (2018) they find that it is important for time series to display

stationarity. To ensure this for the time series used in this article, the following transformation is applied:

Zit1
Y; =1 x 100.
t n Z,

Here, Z; corresponds to the observation of the GDP at time ¢. The transformed time series Y; is
used in the analysis. This transformation does not only ensure stationarity, but also allows for a fair
comparison of the GDP of the different countries. On top of the transformation that is applied, the article
by Kim and Swanson (2018) mentions that the assumption is made that the time series are standardised,
as is customary in its type of literature. Thus, in this paper, we make the same assumption about the

standardisation of the transformed time series.

4 Methodology

In this research, a similar methodology is used as the one as explained in the work of Kim and Swanson
(2018). We start by explaining the general model that is used for the data as well as the procedure to
obtain the forecasts. These forecasts are obtained by means of a two-step procedure. Initially, the data
is estimated using numerous dimensionality reduction techniques. These include principal component
analysis (PCA) and independent component analysis (ICA), but also boosting, ridge regression, least
angle regression, elastic net and non-negative garotte. These methods are explained in subsections 4.2
and 4.3. Secondly, several types of regressions are performed to obtain the forecasts and a set of benchmark

models is created. Finally, the forecasts are compared using the Mean Square Forecast Error (MSFE).



4.1 General

In the research conducted by Kim and Swanson (2018) the following model is considered for the observed
data:
th = A;Ft + etj, (1)

where X;; denotes the observation of the GDP for the j-th country at time ¢. In this paper, there
are a total of 34 investigated countries, such that j = 1,...,34. The number of observations ¢ differs
per country, as was explained earlier in the data section. Moving on, we have that F; is a vector with
r common factors, where » < 34. Then, A; is the corresponding vector of factor loadings and ey; is a
vector with uncorrelated zero-mean disturbances. This paper investigates two methods of finding these

underlying latent variables, as will be elaborated on in section 4.2.

Using this model, Kim and Swanson (2018) apply a two-step approach to obtain forecasts for the
target variables. First, the data X;; is used to obtain estimates for the factors F;. Note that in this
paper the countries all have different numbers of observations. These differences in availability of data
thus cause for a different number of variables j at each point in time. Take for example time period
t = 30, which corresponds to the year 1990. For 11 out of 34 countries there is no data available at this
time at all and for another 5 countries we have just one observations at ¢ = 30. These countries’ data is
thus not used to estimate the factors. The approach that is chosen to deal with the missing data values
is the following. First, it is checked whether there is any observation at all for the target variable at time
t. As will be explained later on in section 4.6, the so-called in-sample estimation period is chosen to have
a minimum fixed length of 20. This means that predictions are formed using the past 20 observations,
leading from ¢ — 1 to ¢ — 20. If there are no observations at all, no prediction is made for period ¢t + h
and it is moved on to the next period. However, as soon as the threshold of 5 available observations is
reached, the remaining 20 — 5 = 15 observations are ‘filled’ with the mean of those 5 observations. In the
next iteration, there are 14 observations missing, which are now filled with the mean of the 6 available
values. This approach is implemented to ensure that predictions can be made at an earlier stage, even
with a small amount of data available. Note that this measure is taken for the target variable Y;. The
other variables X;; are included in the prediction of Y; if they display no missing values at all in the sub
sample. The variables X;; that meet this condition, together with this newly formed Y%, are then used
to estimate the factors. Subsequently, these estimates Ft are used to obtain the estimators B r and BW

using the following formula:
Yien = WiBw + FiBr + €t4n- (2)

Here, Y; is the target variable to be predicted, which is the natural logarithm of the growth in GDP
for country j at time t. The forecast horizon h is chosen to be 1, 3, or 5 years such that three different
h-step ahead forecasts are made. The variable W; is a vector of “additional” explanatory variables and
F; is a vector with r factors, where r < 34 for dimensionality reduction. Then, by regressing Y; ;5 on F,

and W;, the estimates for the coefficients, B r and BW, are found.

In this paper, there are two methods applied to obtain the set of factors that is included in the
model. These dimensionality reduction techniques are principal component analysis (PCA) and inde-
pendent component analysis (ICA). Kim and Swanson (2018) evaluate several machine learning, variable
selection and shrinkage methods on top of this. The methods that are also included in this research
are boosting, ridge regression, least angle regression, the elastic net and non-negative garotte. Finally,
Kim and Swanson (2018) also analyse combinations of these methods with the earlier dimensionality

reduction techniques. All models are then used to construct forecasts for the target variables. To do so,



both a recursive as well as a rolling data window method are applied. The accuracy of these predictions
is then evaluated using the MSFE. These methods and measure will also be used in this paper to build

the models, create forecasts and compare the different countries with each other.

4.2 Diffusion Index Models

To predict the target variables and reduce the dimensionality of the data set, a dynamic factor model is
put into work. The factors are estimated using two types of analyses: principal component analysis and
independent component analysis. These estimated factors can be interpreted using diffusion indices. A
diffusion index is a cross-sectional method to analyse common movement in a set of multiple time series
(Vickrey, 2008). In sections 4.2.1 and 4.2.2 that follow it will be explained how these diffusion indices,

or factors, are constructed.

4.2.1 Principal Component Analysis

To obtain a set of factors that best explains the variance in the model, PCA computes so-called principal
components (PCs), which are linear combinations of the original variables as is shown in equation 1.
The goal of finding these principal components is to extract the most important important information
of the data set. These components are uncorrelated and sorted by the portion of variance they explain
(Abdi and Williams, 2010). Here, the first principal component explains the largest portion of variance.
This way the first few principal components account for a substantial amount of the variance explained
and thus contain most of the relevant information. Then, by only using these first factors one reduces
the dimensionality of the data. Although PCA is a very common approach to estimating latent factors,
Kim and Swanson (2018) also elaborate on the use of ICA and SPCA instead. They explain some of the

advantages and disadvantages that come along with each of the methods.

4.2.2 Independent Component Analysis

Another method that is used to reduce the dimensionality of the data is independent component analysis
(ICA). In this case, the assumption is made that all time series depend on several unobserved and
statistically independent diffusion indices. To find these independent components, we apply the FastICA
algorithm in MATLAB from Gévert et al. (2021). The algorithm first centers the data by subtracting
the mean. Then, the principal components are determined using PCA, which are then used to whiten
the data. The whitening of data is the process of creating a new set of uncorrelated components that
each have unit variance (Hossain, 2014). This centering and whitening of the data is called preprocessing.
In general, ICA tries to find a unit weight vector w; such that the projection matrix w;-X maximises
nongaussianity. Nongaussianity - a measure of independence - is in turn measured using an approximation
of its optimal estimator: negentropy (Hyvérinen, 2004). To approximate negentropy as a function of the
estimated factors, denoted by N (F), the formula by (Oja et al., 2000) is used:
N(F) ~ (E[G(F)] - EIGW)))". 3)
Here, v is a standardised Gaussian variable and G(.) is a non-quadratic function. To approximate
negentropy correctly, it is important that the appropriate function for G is chosen. Oja et al. (2000)
provide two suggestions, of which the following is used: G(ﬁ' ) = iln cosh(alﬁ' ) with a3 = 1. The

approximation of negentropy thus becomes:

N(F) ~ (Eln cosh(F)] — E[In cosh(v)])2. (4)



The FastICA algorithm by Gévert et al. (2021) enables you to specify this non-quadratic function G.
It then uses this to find the independent components. An important difference between PCA and ICA is
that the principal components obtained from PCA are ordered based on the variance that is explained
by them. ICA, on the other hand, returns statistically independent factors for which it is not able to

determine the explained portion of variance.

4.2.3 Number of Factors

In the research conducted by Kim and Swanson (2018) the number of factors that are included in the
models is selected by means of a selection criterion from Bai and Ng (2002). However, when applying this
criterion to the principal components of the data used in this paper, only the first factor was included in
the analysis. This was true for each of the countries and at each point in time. Due to the outcome of this
criterion, it was decided to use a different approach. In their paper, Kim and Swanson (2018) state that
there are several other methods that can be considered for selecting the number of factors. This article
therefore makes use of another more straightforward approach using the cumulative percentages of the
total variance explained by the principal components. To do so, the change in cumulative percentage is

calculated and the following formula is used:
S P — >y P
1 .
2:21 Di

Here, >°'_; p; denotes the cumulative percentage of the variance explained for the first r factors with

(5)

r=1,...,34. Evidently, the first factor is always included in the research. Then, the change in cumulative
percentage is calculated for the consecutive factors. If this change is larger than a certain threshold, the
factor is included in the models. The last factor r, for which the change in cumulative percentage is larger
than this threshold, is included in the analysis. In this paper, the threshold is chosen to equal 0.05. The
addition of factor 7 + 1 thus does not improve the explained variance with more than 5% such factor r is
the final factor that is included in the model. Note that the number of factors is reselected at each point
in time and that the selection is done through the examination of the principal components. Then, ICA

is applied using the same number of factors.

4.3 Machine Learning, Variable Selection and Shrinkage Methods
4.3.1 Boosting

‘Boosting’ is a machine learning based algorithm that is used to improve the accuracy of forecasts by
decreasing a model’s bias. The exact algorithm utilised in this paper is explained and elaborated on by
Kim and Swanson in the working version of their paper (Kim and Swanson, 2013). What the boosting
algorithm does, is that in each iteration it calculates the T-dimensional vector of ‘current’ residuals u. To
initialise the algorithm, fio is taken to equal Z, where Z; = Y; — YtW. Here, YtW is obtained by regressing
Y; on its lag Y; 1 and regressors W;. In each iteration, the boosting algorithm calculates the elements of
the vector of current residuals as: u; = Z; — ﬂifl. This vector is then regressed on each of the estimated
factors Fj (for j = 1,...,7) to obtain the coefficients Bj. For each of the r factors the sum of squared
residuals SSR; = (u — Fjﬁj)’(u - Fjﬁj) are compared. The factor that corresponds to the lowest sum of
squared residuals, denoted by j*, is then used to update the estimator as follows: fi; = 1,1 + ij*Bj*,
where v is the step length chosen to equal 0.800 in this paper. Note that this value is selected through
a process of trial-and-error. To prevent over-fitting of the model, there should be a limit to the number
of iterations performed by the boosting algorithm. Therefore, a stopping criterion is added, as described

by Kim and Swanson (2013). The number of iterations M of the algorithm is selected such that:



- ,
InT x df*
M = arg min lnE (Y}fﬂi)2+%, (6)
i t=1

where df’ = trace(B') with B' = Bi='wP® (Ip — B=1) and PO = Fj. (Fl.Fj.) ™

given by a (T x 1)-dimensional vector of ones.

F;.. Here, BY is

Boost

After having run M iterations, the final estimator [ is given by the boosting algorithm and the

prediction of the target variable becomes:
YtEL’)Lost _ Wt/BW + ﬂBoost. (7)

4.3.2 Ridge Regression

One of the shrinkage methods that is discussed in this paper is the ridge regression. This is a penalised
regression that is used to estimate the coefficients in multiple linear regression models. The method is
used specifically to address any collinearity problems that might arise when explanatory variables are
correlated to each other. The ridge regression estimates the coefficients in the model in equation 1 by
minimising a penalised residual sum of squares. The following penalty function is used: n Zfil %, where

7 is the penalty term. Solving this problem yields the following formula for the ridge coefficients:

B — (PP 4 Iy) FY. ®

Here, F denotes the matrix of estimated factors. Also, a penalty term of n = 2 is used in this paper,
which is again chosen through trial-and-error. Note that an increasing n shrinks the coefficient estimates,
but none are actually set to zero. To apply the ridge regression to the data, the ridge function from the
Statistics and Machine Learning Toolbox from MATLAB is used (MATLAB, 2021). The final estimator

BRidge is then used to calculate the prediction of the target variable:
VIR = Wibw + F ", (9)

4.3.3 Least Angle Regression

The least angle regression (LARS) is a variable selection method that finds the least absolute shrinkage
and selection operator (lasso) (Tibshirani, 1996). Similar to the ridge regression, the lasso minimises a
penalised residual sum of squares. The penalty function that is used by the lasso, however, is described
as follows: n Zfil |Bi|. The LARS algorithm that is used to find the lasso, applies a so-called ‘forward-
selection’ approach and is described by Kim and Swanson (2013) in the working version of their paper. In
principal, the algorithm creates a set of predictors by adding one explanatory variable at a time. In each

step i, the previous estimator !

is regressed onto the predictors that have not yet been added. In this
paper, the total set of predictor variables consists of the estimated factors F j (for j =1,...,r) obtained
through the use of either PCA or ICA. Then, the adjusted coefficients of determination (adjusted R?) of
these regressions are compared and the factor j* corresponding to the regression with the highest adjusted
R? is added to the current active set. The estimator is then updated using this new set of explanatory
variables. For the exact way of updating the estimator it is referred to the work of Kim and Swanson

(2013). This process is continued until all variables have been added to the set of predictors.



The final LARS estimator is denoted by %A% and the prediction of the target variable is constructed
as follows:

YERRS = Wipw + pHAR + Y, (10)

where Y} is the mean of Y;. Note that in the LARS method the target variable is standardised before
the algorithm is applied. Therefore, the mean has to be added back to obtain the final prediction. It is
noted that, although the variables were standardised beforehand (see section 3), a sub-sample has been
taken to construct out-of-sample forecasts. Thus, it is still important to standardise the variables when

applying LARS for the algorithm to work properly.

4.3.4 Elastic Net

Another method is the ‘elastic net’, which is both a variable selection method as well as a shrinkage
method. The elastic net also minimises a penalised residual sum of squares and it uses two penalty
functions to do so. These penalty functions are the ones used in the lasso and ridge regression methods.
To apply the elastic net, the lasso function from the Statistics and Machine Learning Toolbox from MAT-
LAB is used (MATLAB, 2021). In their documentation of the lasso function, the penalty function of the
elastic net is described as: Zf;l (15282 + «|B;|). Given that a combination of the penalty functions
of the lasso and ridge regression is applied, it is noted that the elastic net equals the lasso for a = 1.

Similarly, for « close to 0, the elastic net approaches the ridge regression.

Built into the lasso function from MATLAB (2021) is a possible K-fold cross-validation. In this paper,
this builtin option is used and it is chosen to apply tenfold cross-validation, since this was also done by
Zou and Hastie (2005). Finally, the estimated elastic net coefficients 35V are used to construct Y, in

the same way as was done for the ridge coefficients in equation 9.

4.3.5 Non-Negative Garotte

The non-negative garotte (NNG) estimator by Breiman (1995) is both a shrinkage as well as a variable
selection method. Similar to the ridge regression, NNG shrinks coeflicients of certain variables. However,
the coefficients obtained from the ridge regression can only become very close to zero, whereas NNG has
the ability to produce strictly zero coefficients. These variables are thus not taken into account in the

regression, making NNG also a variable selection method.

The goal of NNG is to find the shrinkage factors ¢(¢) by solving:

q(¢) =1

1 I N ) N
q(C):argmin{QTZ(Yi—ZquO +Cqu} s.t.g; >0 (11)
j=1 j=1

for a given ¢ > 0 (Gijbels and Vrinssen, 2015). To do so, the algorithm of Kim and Swanson (2013)
is applied. Similar to LARS, the non-negative garotte algorithm creates a current ‘active’ subset of
regressors from the entire set of variables. In each iteration, the estimator is then updated until the final
NNG estimator 4VNE is found. To construct the corresponding predictions, the same method is used as

was done for the LARS estimator (equation 10).



4.3.6 Arithmetic Mean

Finally, a prediction model is formed by taking the arithmetic mean of the predictions obtained from the
other models. The mean model is defined differently for each of the three specification types. These will
be explained in section 4.5. The mean prediction always takes the mean of all benchmark models and
the models that can be specified for that specification in particular. An overview of all models and their

specifications is given in table 2.

4.4 Benchmark Models

In addition to the machine learning, variable selection and shrinkage methods, this paper also investigates
a total of four benchmark models. These benchmark models are defined using either the data itself or
the estimated factors from PCA or ICA.

4.4.1 Univariate Autoregression

The model that is used as the main benchmark in this paper is a univariate autoregressive model with
p lags of the target variable as explanatory variables. To select the number of lags included in the
AR(p) model, the Schwarz Information Criterion (SIC) is used. This criterion is specified as: SIC(p) =

In 512, + ph}VN , where p denotes the number of lags that are included in the model and .912, the maximum

likelihood estimator of the error variance in the model with p regressors. The SIC is a measure of fit of
the model, containing a penalty term for the number of variables. The model with the smallest value of
the SIC corresponds to the model with the best fit. After having specified the number of lags included
in the model, the predictions for the target variable are constructed using least squares and the following
formula:

VAR =4+ 1Yot + o+ BpYiep (12)

4.4.2 Multivariate Autoregression

The second benchmark model is the multivariate autoregressive model, ARX(p), which uses both lags of
the target variable (Y;) as well as lags of the other variables (X;;) in the data set. To select the number
of lags, we use the following procedure. First, the number of lags of the target variable is chosen to equal
p as selected using the SIC for the univariate autoregressive model. Then, for j = 1,...,r the first lag
Xi—1,; is added to the model and the corresponding adjusted R? is calculated. If the addition of the
variable increases the adjusted R? with more than 0.01, the variable X¢—1,; is included in the model.
Next, the second lag X;_o ; for each of the j variables individually. Again, the variable is retained if
the adjusted R? increases with more than 0.01. This procedure is repeated for the first six lags of the
variables, as was also done by Kim and Swanson (2018). Finally, the model is again estimated using least

squares and the forecasts are computed as:

VA =64 B1Yior + .+ BpYiop + 520, (13)

where Z; contains the lags of X;; that should included according to the previously explained procedure.

4.4.3 Principal Component Regression

The principal component regression (PCR) uses the estimated forecasts F} obtained from PCA or ICA

to calculate the prediction for the target variable. The forecasts are then formed through:

YiigR =a+A4E. (14)



4.4.4 Factor Augmented Autoregression

The factor augmented autoregression (FAAR) applies a combination of the AR(p) model and the PCR
by including lags of the target variable and the estimated factors as regressors. The predictions are given
by:

VEMAR = 64 31Vt + oo+ BpYiep + A E3, (15)

where the coefficients are estimated using least squares and the factors are estimated using either
PCA or ICA.

4.5 Specification Types

As shown in equation 1, the target variable Y;,p at time ¢+ h is predicted using data up to and including
time ¢. In this paper, we specify three types of model specifications. These specifications differ in the

data that is used to perform the regressions and make predictions for the target variable.

In their article Kim and Swanson (2018) discuss a total of six specification types for the construction
of the forecasts. The first specification type is also investigated in this paper and is denoted by SP1.
This specification type first estimates the underlying latent factors through PCA or ICA using the entire
data set. Thus, the GDP data of all 34 countries are used to estimate the factors. Then, the number of
factors that is included in the regressions is determined using the criterion as described earlier in section
4.2.3 of the methodology. These r factors are then used to create the prediction models. This article
also looks into specification type SP1L for the machine learning methods in section 4.3. The difference
between SP1 and SP1L is the addition of the lag of the estimated factors in the latter.

The third and final type of specification that is looked into in our research is denoted by SP3 and
also obtained from the article by Kim and Swanson (2018). This specification type constructs predictions
for the target variable without the estimation of the underlying latent factors. When taking a look at
all of the methods and models described earlier, it is noted that there are three models that do not use
the estimated factors and thus are specified according to SP3. These are the univariate autoregression,

multivariate autoregression and arithmetic mean model.

Table 2

All models used to obtain predictions and the corresponding
specification types for which they can be defined.

Abbrev. Methods Specification
AR Univariate autoregression SP3

ARX Multivariate autoregression SP3

PCR Principal component regression SP1

FAAR Factor augmented autoregression SP1

Boosting  Component boosting SP1, SP1L
Ridge Ridge regression SP1, SP1L
LARS Least angle regression SP1, SP1L
EN Elastic net SP1, SP1L
NNG Non-negative garotte SP1, SP1L
Mean Arithmetic mean SP1, SP1L, SP3
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4.6 Forecasting Methods

To construct these predictions, this paper applies two methods of forecasting: a rolling window and a
recursive estimation method. These methods apply different approaches to choosing the observations
that are used in the regression. A rolling window approach utilises a so-called ‘rolling window’ with fixed
length. At each point in time the same number of past observations is used to construct a prediction
for the target variable. In this paper, the length of this window is chosen to equal 20 observations. The

recursive estimation method, on the contrary, uses all of the available past data to make predictions.

To compare the different forecasting methods with each other, it is chosen to lock the length of the
prediction sample such that the number of predictions is equal for each of the different methods and
forecast horizons. This length is chosen to equal 35 predictions. The in-sample estimation period is
chosen to have a minimum fixed length of 20, also regardless of the length of the forecast horizon. This
means that the first predictions can be made after ¢ = 20. For the forecast horizon h = 1 a prediction is
then made for time period ¢t = 21, whereas an horizon of h = 5 means that a prediction is made for time
t = 25.

4.7 Forecast Comparison

After having obtained the predictions from all of the different models (see table 2 for an overview), these
should be compared in order to find the model with the best predictive performance. The measure that
is used in this paper to compare the forecasts is the Mean Square Forecast Error (MSFE). The formula
for the MSFE is given as follows (Kim and Swanson, 2018):

T—h+1 A
MSFE= > (Yign —Yien)*, (16)
t=R—h+2
where f@rh is the forecast for horizon h. From this definition of the MSFE it can easily be seen that

a lower computed value of the MSFE corresponds to more accurate predictions.

5 Results

As is explained in the methodology section, the predictions are made for the target variable Y; using a
set of different models displayed in table 2. On top of these methods, there are three type of specification
types considered in this paper: SP1, SP1L and SP3. Here, SP1 first estimates the factors and uses these
to construct the predictions, whereas SP3 uses only data on GDP to make its predictions. Specification
SP1L is similar to SP1, but also includes the first lag of the factors in the prediction models. Now,
four of the benchmark models are defined for only one type of specification, being either SP3 or SP1.
Then, the five machine learning methods are defined for both SP1 and SP1L. Finally, the arithmetic
mean model can be specified for all three specifications. Given that there are 34 countries, three forecast
horizons, two factor estimation methods and two methods of forecasting included in the research, this
adds up to a total of (4 x 1 +5x2+1x3)x3x34x2x2= 6936 models being investigated in
this paper. To easily compare the results, relative MSFEs are calculated. This is done by dividing a
model’s MSFE by the MSFE for the corresponding AR model. For example, take the predictions obtained
from a ridge regression using components from PCA and a rolling window forecast with h = 3. Then,
to calculate the relative MSFE, we divide its MSFE by the MSFE that corresponds to the AR model
that also uses a rolling window forecast with h = 3. After calculating the relative MSFEs, these are used

to determine what model generates the best predictions. This is the model with the lowest relative MSFE.
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Tables 7 and 9 in the appendix display the results for the relative MSFEs using the rolling window
and the recursive estimation methods respectively. The columns of the tables correspond to the different
methods that are used to predict the target variable and the rows to the specific target variables. The
table entries show the lowest relative MSFE that was obtained for the prediction models. The results
are shown for each of the forecast horizons, specification types and factor estimation methods. One finds
the method corresponding to the lowest relative MSFE in tables 8 and 10 for the rolling window and
recursive estimation methods, respectively. For instance, if one takes a look at the first entry in the tables
using a rolling window. This entry corresponds to the predictions of Albania’s GDP using SP1, PCA
and h = 1. In table 7 a value of 0.990 is found, which belongs to the MSFE of the predictions that were
made using the arithmetic mean model (in table 8). Note that entries given in bold type denote the best

relative MSFE per forecast horizon and country.

To get a clear overview of the performance of each of the different models for the different forecasting
methods and specification types, the findings are summarised in tables 3 and 4. These differences will
be discussed in subsections 5.1. On top of this, it is interesting to analyse whether there the predictive
performance is higher for models using PCA than those using ICA. These dissimilarities are reviewed
in section 5.2. Finally, it remains of interest to compare the individual countries to each other. To do
so, table 6 summarises the results for the different countries and the different forecast horizons. These

results are interpreted in section 5.3 and section 5.4, respectively.

5.1 Forecasting Methods
5.1.1 Rolling Window

To start off, we take a closer look at the results for the rolling window predictions (see appendix table
7). First of all, the portion of entries strictly lower than 1.000 can be calculated. If we do this, it is
found that approximately 71.4% of the entries are below unity. Thus, for 71.4% of the models countries,
the models generate better predictions than the univariate AR model that was used as a benchmark.
Then, when observing the results for a forecast horizon of h = 1 in particular, it can be seen from table
3 below that most countries have a best MSFEs using specification SP1L. We start by looking at the
values that are not within brackets. These values denote the number of times a model performs better
than the other prediction models for that specific forecast horizon and specification. When focusing on
the first specification type (SP1), it is seen that the results are quite consistent across the three forecast
horizons. The mean model most often performs best, followed by the ridge and boosting models. The
same is found for specification SP1L. Of all prediction models it thus appears to be the arithmetic mean

model that produces the most favourable predictions.

It is also worth noting that of the machine learning, variable selection and shrinkage methods the
LARS, EN and NNG models all perform very poorly. This holds for both specification types SP1 and
SP1L. A possible explanation for the poor performance of the LARS and EN methods is that both are
specifically effective in cases where the number of predictors is much larger than the number of obser-
vations (Efron et al., 2004; Zou and Hastie, 2005). In this paper, 34 countries with a maximum of 61
observations are considered, thus not meeting these requirements. About the non-negative garotte esti-
mator it is stated by Kim and Swanson (2013) that: “The disadvantage of the NNG is its dependence on
the ordinary least squares estimator, which can be especially problematic in small samples.” If one takes
a look at the size of the sub samples used in this paper, it is found that the total number of observations

used to make predictions is indeed quite small. Kim and Swanson (2018) use a data set with a total
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of 593 monthly observations, whereas this paper has a maximum of 61 annual observations. Also, our
rolling window contains 20 observations, as opposed to the 156 observations in the work of Kim and
Swanson. This thus seems like a plausible explanation for the worse performance of the NNG estimator.
These findings regarding LARS, EN and NNG partially contradict those of Kim and Swanson (2018),
who conclude that the methods combining factor estimation and machine learning methods dominate the

ones that do not. In this research, however, this only appears to be true for boosting and ridge.

For the final specification type, it can be seen that the predictions using the AR model perform better
than those using the mean model. Again, the results are consistent across the forecast horizons. It is
notable that the ARX model never returns the lowest relative MSFE. However, it is not the case that this
model never outperforms the AR model. This does happen sporadically, but apparently the mean model
generates even better results in these cases. On top of this, it must be noted that the run time of the
ARX model is much longer than that of the AR model. Obviously, the ARX model adds up to six lags
of each variable and investigates whether it improves the adjusted R? enough. It is now found, however,

that this time consuming process only improves the predictions sporadically and is thus not very beneficial.

Moving on, the values between brackets as given in table 3 count the number of times a model gives
the best predictions amongst all specification types. By looking at these values, one can investigate which
of the three specifications can best be used to obtain the forecasts. Specifications SP1 and SP1L seem
to perform best with a total of 53 and 51 times, respectively. This confirms what Kim and Swanson
(2018) say about the use of factors in prediction models, being that factor estimation methods can very
well be used to obtain more accurate predictions. In their paper, Kim and Swanson conclude that the
lags added in specification type SP1L are not useful for h = 1. When examining our results, it is also
found that both the boosting model as well as the ridge regression decrease in performance when using
SP1L compared to SP1. This thus supports the result of Kim and Swanson (2018). However, these differ-

ences are fairly small and this does not hold for the mean model, which actually increases in performance.

Table 3

Number of times each method gives the lowest relative MSFE for a country using a rolling
window forecasting method. This is determined for each specification type and forecast horizon.

Specification SP1 SP1L

Horizon h=1 h=3 h=5 all h=1 h=3 h=5 all
FAAR 10 (1)  7(1) 6 (2) 23 (4) - - - -

PCR 1(0) 1(1) 0 (0) 2 (1) - - - -
Boosting 14 (6) 12(3) 18 (5) 44 (14) 8(2) 9(4) 13(1) 17(7)
Ridge 12(5) 19(4) 22(8) 53(17) 12(2) 19 (7) 23 (6) 31 (15)
LARS 0 (0) 3 (0) 1 (0) 4 (0) 2 (0) 4 (0) 5 (0) 6 (0)
EN 2 (0) 1 (0) 0 (0) 3 (0) 3 (1) 0 (0) 0 (0) 3 (1)
NNG 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 1(1) 0 (1)
Mean 31(0) 27(9) 23(8) 81 (17) 45(12) 38 (11) 28 (6) 83 (29)
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Specification SP3

Horizon h=1 h=3 h=5 all
AR 18 (7) 19(2) 27 (4) 64 (13)
ARX 0 (0) 0 (0) 0 (0) 0 (0)
Mean 17 () 16(2) 8(1) 41 (8)

Note. The values in brackets correspond to the number of times each method gives the best relative
MSFE for a country, but now determined for each forecast horizon. A count between brackets thus
correspond to a method giving the best prediction amongst all specification types (bold entries in
appendix table 8), whereas a count outside brackets corresponds to a method giving the best
prediction for that specification in particular (regular entries in appendix table 8).

5.1.2 Recursive Estimation

Now, if we compare these findings for the rolling window forecasting method with those for the recursive
estimation, it is noted that the latter produces more prediction models with entries below unity. In table
9 about 82.4% of all entries are strictly lower than 1.000. It is thus noted that the recursive estimation
method outperform the rolling window forecasting method. A possible reason for this could again be the
size of the sub samples used in the rolling window method, as was discussed in the previous section. The
rolling window contains 20 observations and might thus be too small for the models to perform properly.
Since the recursive estimation method uses all available past observations, this perhaps is what causes

the more desired results for the recursive estimation method.

The first thing that catches the eye when examining table 4 and comparing it to table 3, is that for
specification SP1 the arithmetic mean model no longer performs best most often. This now clearly is
the boosting model, again followed by the ridge regression. As opposed to the results for the rolling
window method, this means that for the recursive estimation method a combination of factor estimation
and machine learning methods does provide better predictions than those of a simple time series model.
This finding is in line with the one of Kim and Swanson (2018). It could very well be the case that
the increased number of observations with the recursive estimation method is again the reason behind
this. It appears that the factor estimation and machine learning methods benefit more from these extra

observations than the AR model does.

Similar to the results for the rolling data window method, there still are several machine learning,
variable selection and shrinkage methods that perform poorly. However, now it is noted that for speci-
fication SP1L the least angle regression and the elastic net show an increased performance. As opposed
to the findings for the rolling window method, it is now seen that the LARS and EN models give the
best predictions 11 and 18 times, respectively. This increased performance may again be explained by
the increased number of observations with the recursive estimation. The models appear to improve as
the number of observations increases. Finally, we again observe the values within brackets to compare
the different specification types to each other. These show that SP1 clearly outperforms the other speci-
fications. Comparing this to the findings of Kim and Swanson (2018), it is confirmed once more that the
factor estimation methods can be used to obtain more accurate predictions. Also, the inclusion of lags

as is done in specification SP1L does not produce favorable results.
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Table 4

Number of times each method gives the lowest relative MSFE for a country using a recursive
estimation forecasting method. These are determined for each specification type and forecast

horizon.
Specific. SP1 SP1L
Horizon h =1 h=3 h= all h=1 h=3 h=5 all
FAAR 15 (5) 7(2) 7 (4) 29 (11) - - - -
PCR 2 (1) 1 (0) 1 (0) 4 (1) - - - -
Boosting 18 (11) 28 (16) 29 (15) 75 (42) 10 (0) 13 (1) 15(3) 23 (4)
Ridge 15 (7) 16 (5) 23 (7) 54 (19) 15(2) 25 (6) 38 (6) 40 (14)
LARS 1 (0) 2 (0) 1 (0) 4 (0) 6 (0) 5 (0) 2 (0) 11 (0)
EN 4 (0) 0 (0) 0 (0) 4 (0) 11(1) 7(2) 1 (0) 18 (3)
NNG 0 (0) 0 (0) 2 (0) 2 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Mean 15(4) 16 (0) 7(0) 38(4) 28(2) 20(2) 14(0) 48 (4)
Specific. SP3
Horizon h = h=3 h=5 all
AR 9(2) 12 (0) 19(0) 40 (2)
ARX 0 (0) 0 (0) 0 (0) 0 (0)
Mean 26 (3) 23(2) 16 (0) 65 (5)

Note. The values in brackets correspond to the number of times each method gives the best relative
MSFE for a country, but now determined for each forecast horizon. A count between brackets thus
correspond to a method giving the best prediction amongst all specification types (bold entries in
appendix table 10), whereas a count outside brackets corresponds to a method giving the best
prediction for that specification in particular (regular entries in appendix table 10).

5.2 Factor Estimation Methods

In section 4.2 the diffusion index models have been explained. To estimate the factors in such models,
there are two methods used: principal component analysis (PCA) and independent component analy-
sis (ICA). The theoretical differences between PCA and ICA have been made clear, but the empirical
differences are yet to be investigated. To do so, the number of times is counted that either PCA or
ICA is the preferred method of factor estimation by checking which of the two generates lower MSFEs.
This is done for the two specification types (SP1 and SP1L) separately and the counts are given in table 5.

In their paper, Kim and Swanson (2018) find that ICA and SPCA provide more accurate predictions
for a forecast horizon of h = 1. However, for the longer forecast horizons PCA is the preferred factor
estimation method. This is due to the nature of PCA, being more robust to structural breaks at a shorter
forecast horizon. Similar results are obtained in this paper. By looking at the results for specification
SP1L, it is found that the performance of PCA increases with the length of the forecast horizon. Also,
for the shortest forecast horizon h = 1 our results confirm that ICA is the preferred method, whereas the
PCA is preferred for the longest forecast horizon. However, the results for specification type SP1 appear
to be less consistent. If we zoom in on the rolling window method, the differences between PCA and
ICA are fairly small. If anything, ICA is the preferred method. This is also true for the longer forecast
horizons. But, due to the larger number of observations, it may again be more valuable to focus on the

recursive estimation method. Here, PCA is preferred to ICA.
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Table 5

Number of times PCA performs better than ICA (or vice versa) by producing a lower best
relative MSFE. This is determined for each forecasting method, specification type and forecast
horizon.

Specific. SP1 SP1L

Horizon h =1 h=3 h=5 all h=1 h=3 h=5 all
Rolling PCA 16 17 15 48 11 14 19 44

ICA 18 17 19 54 23 20 15 58
Recursive PCA 21 29 22 72 14 23 25 62

ICA 13 5 12 30 20 11 9 40

5.3 Countries

Having examined the differences between the rolling data window method and the recursive estimation
method, it is also interesting to gain insight into possible differences between countries. Therefore, table
6 displays the averages of the relative MSFEs for each of the countries and forecast horizons. This enables

us to quickly detect for which of the countries the models perform better.

When investigating the averages for all forecast horizons combined, there seems to be quite some vari-
ation between the countries. The average relative MSFE for Latvia is only 0.536, whereas Austria has
an average of 1.139. We start by looking at this low value for Latvia, which can be caused by one of the
following two things. Either the univariate AR model for Latvia performs poorly, leading to exceptionally
high relative MSFEs for the other prediction models, or the other prediction models simply perform very
well. This could for example be caused by the characteristics of the data for Latvia. Perhaps the principal
components do a really good job explaining data due to high correlations between the PCs and the data.
The opposite reasoning can be applied to the higher value of the average MSFE for Austria: either the
AR model produces accurate predictions or the other models perform poorly. Moving on, it is also noted
that for 27 out of 34 countries the average is below 1.000, meaning that for most countries the prediction
models provide more accurate forecasts than the AR model. For the other countries, however, it is more

beneficial to just obtain the forecasts using a simple AR model.

If these results are set against the ones by Kim and Swanson (2018), it is especially striking that their
findings show less values above unity. Again, this may be due to the limited number of observations used
to make the predictions in this paper. Using a larger data set allows the machine learning methods to

extract more information from the data and with this improve the accuracy of the forecasts.

Moving on, it is of interest to gain insight into the effect of the availability of the data on the results.
As was explained earlier in the data section, there are some countries for which the available data does
not reach from 1960 until 2020 (see table 1). In section 4.1 it is explained how these missing values are
approached so that forecasts can still be generated for these countries. The question now remains whether
or not this influences the accuracy of the predictions. The countries with missing data observations are
denoted with an asterisk in table 6. This creates two groups for which the total average can be calculated
from the averages per country (in column ‘all’). Starting with the rolling window method, these averages
are 0.721 and 0.963 for the countries with and without asterisks, respectively. For the recursive estima-
tion, these averages are 0.732 and 0.897. The relative MSFEs are thus lower in the group of countries
with an asterisk, suggesting that the predictions are more accurate for the countries with less available

data. The most obvious reason would again be poor performance of the AR model for these countries.
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Table 6

The averages of the best relative MSFFEs for both forecasting methods, given for each
country and forecasting horizon.

Rolling Recursive
Horizon h =1 h=3 h=5 all h=1 h=3 h=5 all
ALB* 0.997 0.832 0.747 0.859 0.823 0.839 0.667 0.776
AUT 1.224 1.006 1.187 1.139 1.013 0.939 1.026 0.993
BEL 1.222 0.980 0.979 1.060 1.008 0.897 0.925 0.943

BGR* 0.803 0.687  0.512  0.667 0.760  0.700  0.489  0.650
HRV* 0.750 0.862  0.750  0.787 0.806  0.791 0.811 0.803
CYP* 0.793 0.680  0.744  0.739 0.819  0.769  0.711 0.766

CZE* 0.658 0.705 0.796 0.720 0.725 0.771 0.792 0.762
DNK 0.967 1.053 0.986 1.002 1.101 1.026 1.044 1.057
EST* 0.667 0.804 0.784  0.751 0.642 0.690  0.757  0.697
FIN 0.865 0.896 0.922 0.894 0.763 0.895 0.781 0.813
FRA 1.103 0.995 1.009 1.036 0.997 0906  0.985 0.963
DEU* 0.700 0.618 0.717  0.678 0.780  0.708  0.824 0.771
GRC 0.852 0.921 0.906 0.893 0.943 0.821 0.809 0.858
HUN* 0.980 0.667  0.653 0.767 0.940 0.794  0.765 0.833
ISL 1.074 0.974 1.065 1.038 0.721 0.736  0.680 0.712
IRL 0.824 0.881 0.748 0.818 0.878 0.842 0.771 0.831
ITA 1.071 1.063 1.004 1.046 0.978 0.937  0.898 0.938
LVA* 0.599 0.564 0.445 0.536 0.586 0.584  0.452 0.541
LTU* 0.863 0.527  0.463 0.617 0.731 0.526 0.453 0.570
LUX 0.882 0.861 0.962 0.902 0.857  0.810  0.908 0.859

MLT* 0.732 0.778  0.967  0.826 0.804  0.916 1.005 0.908
MNE* 0.542 0.541 0.702  0.595 0.581 0.496  0.688  0.588

NLD 0.980 0.982 1.137 1.033 0.886 0.919 1.004 0.936
MKD* 0.744 0.562 0.404 0.570 0.775 0.640  0.440 0.619
NOR 0.926 0.778 0.766 0.823 0.883 0.911 0.942 0.912
PRT 1.221 0.852 0.857  0.977 1.066 0.856  0.728 0.883
ROM* 0.707 0.712 0.742 0.720 0.769 0.762 0.784 0.772
SRB* 0.936 0.728 0.581 0.749 0.763 0.876  0.601 0.747
SVK* 0.845 0.842 0.822 0.836 0.751 0.784  0.742 0.759
SVN 0.778 0.898 0.857  0.844 0.794 1.008  0.837  0.880
ESP 0.978 0.977  0.972 0.976 1.001 0.862 0.897  0.920
SWE 1.087 0.918 0.950 0.985 0.782 1.010  0.779 0.857
CHE 0.813 1.003 0.889 0.902 0.780  0.853  0.807  0.813
TUR 0.738 0.782 0.719 0.746 0.746 0.886  0.769 0.801
GBR 1.090 1.045 1.034 1.056 1.202 0.981 1.008 1.064

Average  0.886 0.828  0.822  0.845 0.842  0.821 0.788  0.817

Note. The countries with asterisks denote the countries in the data set for which not all
observations were available. These countries thus have a lower number of total observations
than those without an asterisk.

5.4 Forecast Horizons

The last row of table 6 displays the average relative MSFE for each of the three forecast horizons. It is
noted that the averages corresponding to the rolling window method are higher than those of the recursive
estimation method. With the definition of the MSFE in mind, this thus suggests that recursive estimation
can be used to make better predictions. Again note that this may be caused by the limited data that

is used in this paper. In their paper, Kim and Swanson (2018) conclude that the recursive estimation
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method is best for the shorter forecast horizons, whereas the rolling data window method appears to
produce the most favorable outcomes for the longer forecast horizons. In this paper it has already been
established that the recursive estimation dominates the rolling window method for all results. The rolling

window method is thus not the preferred method, not even for the longer forecast horizons.

When investigating the averages for the different forecast horizons, the following is found. For both
the rolling window as well as the recursive estimation method, the average MSFE corresponding to the
forecasts using h = 1 is higher than that of the longer forecast horizons. This is surprising, since one
would expect it to be more difficult to make predictions further in the future rather than just one time
period ahead. However, Kim and Swanson (2018) also note in their paper that the machine learning and
shrinkage methods perform better for the longer forecast horizons. Possible structural breaks in the data
seem to have a relatively bigger negative effect on the predictions obtained through the simple AR model
than it has on the predictions using the machine learning methods. This thus provides an explanation

for the smaller relative MSFEs for the longer forecast horizons.

6 Conclusion

This paper partially replicates the work of Kim and Swanson (2018). Several dimensionality reduction
techniques have been put into use to investigate the predictability of the growth in GDP of 34 Euro-
pean countries. Both principal component analysis and independent component analysis were applied as
well as a number of machine learning, variable selection and shrinkage methods. These methods included
boosting, ridge regression, least angle regression, elastic net and non-negative garotte. These models were
compared to a set of benchmark models: univariate autoregression, multivariate autoregression, principal
component regression and factor augmented autoregression. In total there are 6936 models investigated.
To evaluate the results of these models, the Mean Square Forecast Error is used. In addition to the
replication of the work that is done by Kim and Swanson (2018), a solution is found for applying the

methodology to a data set with missing observations.

When analysing the results, it is found that the factor estimation methods in general dominate the
univariate autoregressive model that is used as a benchmark. This supports the findings of Kim and
Swanson (2018) on the usefulness of factor estimation. Respectively 71.4% and 82.4% of the predictions
for the rolling data window method and the recursive estimation method are more accurate than the
predictions obtained using the AR model. The difference between these two models may be explained
by the length that was used for the rolling window. The window was chosen to be too small and thus
contains too little information. An increase in the number of observations, as is done with the recursive

estimation, generates more accurate predictions.

Evaluation of the results for the different prediction models and specification types allows us to find
the model that is most successful in predicting the growth in GDP. For the rolling data window method
it appears to be the mean model that performs best. This partially supports the usefulness of factor
estimation, but contradicts the statement of Kim and Swanson (2018) on the benefits of model averaging
methods. Fortunately, more favorable results are found for the recursive estimation method. Here, the
boosting algorithm and ridge regression turn out to be the best in predicting the GDP growth. These
methods make use of factor estimation, but are not model averaging models. Therefore, these results are
in line with the work of Kim and Swanson (2018).
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Although these results are in agreement with the work of Kim and Swanson, it is notable that some
of the machine learning, variable selection and shrinkage methods outperform the benchmark AR model
only occasionally. These methods are LARS, EN and NNG. Possibly due to the number of predictor
variables being smaller than the number of observations in our data set, the LARS and EN method are
not effective. Also, the NNG model depends on the ordinary least squares estimator, causing problems in
small samples, thus providing a plausible explanation for the lack of performance of the NNG estimator.
Despite these unfavorable results regarding the performance of some models, it noteworthy that both
LARS and EN clearly show increased performance for SP1L and recursive estimation. Although not

further analysed, it could be that an even larger number of observations improves the results even more.

When comparing the results for the countries with each other, the differences are somewhat difficult
to interpret. For some of the countries, the methods do a really good job in predicting the GDP, whereas
for others one can better stick to a simple AR model. In the end, there are 27 out of 34 countries for which
the predictions are improved when compared to the AR model. As for the differences in results for the
three forecast horizons, it is noted that the predictions improve with the length of the forecast horizon.
Although this seems counter-intuitive, it actually is in line with the work of Kim and Swanson (2018).
It appears that possible structural breaks in the data set have a bigger negative effect on the predictions
obtained using a simple AR model than it has on those obtained using machine learning methods. This

explains why the relative MSFEs are smaller for longer forecast horizons.

Overall, it can be concluded that the investigated models can often be used to successfully predict
the GDP of European countries. The results are thus consistent with the findings of Kim and Swanson
(2018). Nonetheless, this paper does know some limitations. The first limitation involves the selection
of the number of factors. The method that was proposed by Kim and Swanson (2018) resulted in the
inclusion of only the first factor in the analysis. Therefore, an other simple approach was applied leading to
a higher number of factors being selected. This method, however, has not been investigated extensively in
literature. On top of this, the penalty terms in both the boosting algorithm as well as the ridge regression
are selected by means of trial-and-error. Although the boosting and ridge models do end up to perform
well, this approach is not an efficient nor sophisticated one. It could have been useful to gain more insight
into the selection of these penalty parameters and set criteria with which these parameters are chosen.
Finally, the biggest limitation in this research lies with the selection and processing of the data set. A
solution for the low number of observations that was used to make the predictions, could be to select a
larger in-sample estimation period. However, this would probably only increase the performance slightly.
It is even more beneficial to utilise a larger data set with more observations. For instance, a data set that

contains monthly data on the GDP of European countries over the same period from 1960 until 2020.
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