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Abstract 

This paper attempts to uncover the relationship between an individual’s 

knowledge of the EU’s General Data Protection Regulation (GDPR) and 

their resulting trust for data-collecting organisations and concern for 

digital privacy. This is interesting in the context of the composition of 

the regulation as anti-paternalistic and necessitating agency from the 

individual. Using an experimental survey from Germany, and building 

on prior research, I find weakly significant evidence that providing 

information regarding the GDPR can increase trust in specifically 

Google and not Facebook. Additionally I find robust evidence that the 

same provision of information regarding the GDPR increases digital 

privacy concern specifically for Facebook’s commercially-purposed 

data collection practices. Finally, I find that awareness of the GDPR does 

not influence user account creation or deletion for either Google or 

Facebook.  
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Introduction 
The inability of regulation to keep up with advancements in technology has been an ever-present reality 

throughout history. The relatively recent rise of so called “Big Data” collection in both the private and 

public sector is no different. This logical progression of the information age has heralded significant 

increases in efficiency in the digital landscape. However, it is becoming clear that these benefits are 

coupled with a steadily increasing non-monetary cost of our individual privacy (Puaschunder, 2020). 

Worldwide debate surrounding the issue of data privacy has increased amongst academics, concerned 

users and regulators themselves. However, as of yet little has been done by way of policy 

implementation intended to curb the increasingly pervasive invasions of privacy by companies relying 

most significantly on a business model of data collection.  

Whilst exorbitant data collection is the future for almost all sectors of the economy, the most significant  

concern for individual privacy lies within companies and institutions that interact most frequently with 

their targets for data collection: their users. Thus, the current state of infancy of the information age has 

necessitated that the spotlight of data privacy concern shines most brightly on a few technology 

companies; specifically those that have been the first to adopt these practices en masse. The most salient 

of these companies are Google and Facebook (Zuboff, 2019). These tech giants, amongst others, have 

found themselves increasingly scrutinized by the public and regulating bodies in recent years, with the 

CEO’s of both companies appearing in front of the US Congress to discuss both matters of user privacy 

as well as anti-competitive business practises; issues that appear to be inexorably tangled in a causal 

loop (Chiou & Tucker, 2017).  

This perpetual circuit of data collection and unabated market conquering is facilitated by the emergence 

of an entirely new economic framework; one in which services such as Google Search and Facebook 

Newsfeed are free to use and revenues are sourced almost entirely from highly targeted and personalised 

advertising. In the case of Facebook for example, advertising made up 97% of revenue from the first 

quarter of 2021 (Facebook, 2021). This has led to the infamous internet axiom: if something is free, you 

are the product. Whilst this simplification is not entirely accurate1, it correctly suggests that participation 

in the digital milieu does not come without a cost. Our demographic, preferential and behavioural data, 

constantly manifesting from our internet activities, serves as raw material only accessible by a handful 

of companies who wield the sprawling capital infrastructure, economies of scale and network effects 

that are required to create complex user profiles for targeted advertising. This new market structure, in 

which buyers and sellers operate in a multi-billion dollar exchange of “behavioural futures”, entirely 

 
1 Whilst our own bodies or minds are not the products of the market, increasingly accurate psychographic 
profiles of our personalities and interests are (Zuboff, 2019).  
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removed from the users of the mentioned internet services, has been named “Surveillance Capitalism” 

(Zuboff, 2019).  

The European Union’s General Data Protection Regulation or GDPR of May 2018 marked the first 

meaningful government-level push back against this practice of unbounded mass personal data 

collection. Amongst numerous other protections, the regulation ensures the right to knowing who is 

processing your data, what data is being processed and why it is being processed. It also requires that 

organisations ask for consent to collect personal data; therefore giving the individual the agency to opt 

in or out. This is why websites operating on European IP addresses must now ask for permission before 

collecting non-essential digital cookies (Dabrowski et al, 2019). The introduction of the GDPR appears 

to have caught the attention of regulators across the Atlantic with the California Consumer Privacy Act 

(CCPA) coming into effect on January 1st 2020 and the Consumer Data Protection Act (CDPA) of 

Virginia coming into effect in 2023. This is welcome news for concerned internet users in the United 

States; a country that has famously lagged behind the EU in the matter of broadly scoped data privacy 

regulation2.     

Although the promise of data privacy appears to be comprehensively outlined in the GDPR, the jury is 

still out regarding its practical efficacy. This is due to the largely unfamiliar  and entirely unprecedented 

nature of the problem it is attempting to manage. This idea is supported by a large strand of literature 

which has attempted to uncover the vast informational asymmetries that exist between internet users 

and data collecting surveillance capitalists (Bashir et al, 2015; Bartsch and Dienlinn, 2016; Epstein 

and Quinn, 2020; Livingstone et al, 2020; Pingo and Narayan, 2019). The relevance of this 

informational asymmetry becomes apparent when compared to the underlying mechanism through 

which an important part of the GDPR operates: informed consent (Van Ooijen and Vrabec, 2018). 

Instead of a paternalistic data privacy protection policy - which would prohibit the collection and 

monetisation of personal data altogether  - the GDPR represents a framework in which individuals must 

actively pursue their right to privacy by way of informed consent, an action that is significantly distorted 

by this asymmetry of information (Van Ooijen and Vrabec, 2018). 

Thus, the efficacy of the policy relies heavily on both the public’s knowledge and hence concern of 

issues surrounding data privacy as well as the detailed rights guaranteed by the policy itself. The latter 

is of particular significance as it can be communicated completely and impartially. A 2019 Special 

Eurobaromoter conducted by the EU surveying over 27,000 randomly sampled Europeans found that 

only 36% had heard of the GDPR and understood what it was (European Commission, 2019). Thus 

follows the central purpose of this paper: to investigate whether the provision of detailed information 

 
2 US data privacy law tends to be highly specific depending on the economic sector with for example separate 
regulations for the protection of health care data, consumer financial services data and the data of children. 
This segregated regulatory structure is in direct contrast to the encompassing nature of the GDPR (Rustad and 
Koenig, 2019). 
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regarding the GDPR influences individuals trust and data privacy concern with regard to specific data-

driven organisations and specific data-collection purposes. Subsequent additional questions of interest 

include whether GDPR awareness effects trends in user account creation and deletion for big tech 

platforms such as Google and Facebook. 

To answer these questions I build on a recently published paper about whether knowledge of the GDPR 

increased trust in data-collecting organisations (Bauer et al, 2021)3. This paper made use of multiple 

waves of a non-probability online survey of over 2000 observations from Germany. The three waves, 

conducted in April, July and October 2018 respectively, allow empirical analysis regarding public 

opinion of data privacy in the context of the implementation of the GDPR (May 2018). The third wave 

consists of an experiment in which detailed information regarding the GDPR and its most important 

guarantees is provided randomly to the survey participants. This is followed by numerous questions 

regarding trust in Google and Facebook, as well as concern for research or commercially purposed data 

collection specific to Google, Facebook and the Federal Statistical Office (FSO). Further, questions 

regarding the ownership of accounts with various internet companies over time provide insight into 

whether the GDPR has had influence on actual behaviour (through account creation or deletion) rather 

than simply digital privacy concern. This is interesting in the context of the “privacy paradox” which 

describes the pervasive phenomenon in which individuals report high concern for digital privacy but 

paradoxically do very little to protect it (Kokolakis, 2017).  

I conceptualise concern in the realm of data privacy as the process of increasing vigilance towards a 

potential danger that is not fully understood. This increased vigilance in the form of concern is 

particularly important in the context of ensuring the maximum efficacy of the GDPR. As will be 

explained in further detail, the regulation relies on the user taking affirmative action, something that 

must be set in motion by concern for the danger of losing digital privacy. This concept of concern is 

operationalised by asking the respondents about their levels of comfort in various data collecting 

organisations sharing their personal data for first research and then for commercial purposes. It is 

assumed that an increase (decrease) in comfort reflects a decrease (increase) in concern and therefore a 

decreased likelihood of enacting the rights guaranteed by the GDPR. I hypothesise that showing an 

individual comprehensive information about the GDPR will increase their concern for data-privacy on 

average. This is because the regulation represents a blueprint for individuals to take back control of 

their personal data and no longer leave the issue of data-privacy in the hands of the data collectors 

 
3 Originally, this thesis was to be an original examination of the effect of GDPR knowledge on trust however 
this related paper was published during the writing process (23/05/2021). For the purposes of originality I will 
attempt to replicate the authors’ results whilst also providing an original method regarding trust, as well as 
additional empirical analysis regarding data-privacy concern. This paper was not initially intended to be 
building off existing work however due to the unfortunate timing of the publication of this paper I decided to 
incorporate it into this thesis. 
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themselves. When individuals understand the risks and the accompanying rights they are entitled to to 

protect from those risks, they are more likely to be concerned about the issue and act on that concern. 

I find that the provision of information regarding the GDPR increases trust in Google not to share data 

to third-parties, however these results are weakly significant. No effect is found for trust in Facebook. 

Additionally, I find that the same provision of GDPR information increases concern only for 

commercially-purposed data sharing specifically by Facebook to the magnitude of 7.6%. No effects are 

found in the case of Google or the Federal Statistics Office, or in the case of research-purposed data 

collection for all three data-collecting organisations. Finally, becoming aware of the GDPR was found 

to have no effects on account creation or deletion for either Google or Facebook.     

Data privacy regulation is currently in its infancy, however, these issues will only increase in scope and 

complexity as the information age progresses. For this reason it is essential for regulators and academics 

to understand the importance of effectively communicating the GDPR to the European public to 

improve its effectiveness; thus cementing the social relevance of this paper. Simultaneously, the 

scientific relevance of this study arises from the originality of the experiment in the context of data-

privacy concern. As mentioned previously a paper has been recently released concerning the outcome 

of trust (Bauer et al, 2021) however this paper will build on these results with a nuanced methodology. 

This will feature the use of lagged dependant variables as controls in order to account for possible 

omitted variable bias due to the unbalanced assignment of the experimental treatment. The only other 

publication to use the data from this survey makes use of experiments in waves 1 and 2 (Bauer et al, 

2019). Hence, this original empirical analysis into trust in data-collecting organisations and data-privacy 

concern is adding to strands of literature relating to both data-privacy concern in general (Wirtz et al, 

2007; Youn, 2009; Wu et al, 2012; Xie & Karan, 2019) and the efficacy of the GDPR in the context of 

its anti-paternalistic composition (Van Ooijen and Vrabec, 2018; Škrinjarić, 2019).  

This paper will proceed with an overview of data privacy and the GDPR designed to protect it as well 

as a description of the data and setting. This will be followed by a brief review of the paper my research 

builds on, a revised method and critique of the original paper for the question of trust, and my own 

empirical analysis for the question of concern featuring a multiple linear regression. Finally I will make 

use of panel data to determine trends in account creation and deletion with regard to GDPR awareness. 

Each claim will be supported by robustness checks followed by a discussion of the results as well as 

policy implications and suggestions for further research. 
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Background 
 

A New Marketplace  

Before evaluating the efficacy of a government regulation, it is important to understand the issue at 

hand. Personal data-privacy in its modern form is an entirely unique societal concern thanks to its 

history being fairly recent. Unsurprisingly, the rise of this issue has coincided with the emergence of 

the internet as the platform through which our world connects. 

Internet companies such as Facebook and Google primarily rely on a business model characterised by 

selling user data to advertising companies who are subsequently able to systematically segment their 

desired audiences with increasing precision. This market dynamic can be traced back to October 2000 

when an emerging Google Inc. introduced personalised ads in the form of AdWords. This was following 

immense pressure from early investors to set up a revenue stream for the company amidst the chaotic 

dotcom bubble (Zuboff, 2019). In this initial case, Google Search was the supply line of personal data 

in the form of keywords, phrasing, dwell times and click patterns. However, the introduction of Gmail 

in 2004 allowed Google to access the content of personal emails for the same purpose of targeted 

advertising (Anandam et al, 2005). Similarly, Facebook extracts personal data explicitly through user-

provided information such as demographics and the identities of friends. Newsfeed, the now 

recognisable home screen of an individual’s Facebook experience since 2006, allowed Facebook to 

create complex personal profiling regarding implicitly provided information such as likes, posts, 

comments and ad clicks (Andreou et al, 2018).  

Additionally, in the case of Facebook, a controversial initiative launched in 2007 called Beacon was 

introduced as a feature of the company’s advertising infrastructure. The program shared the behaviour 

and purchases of Facebook users on certain third-party websites with their friends without their consent 

(Fletcher, 2010).  It was thereafter scrapped in its original form due to a class-action lawsuit, however, 

it appeared to resurface under the name Facebook Connect only the year after (Kane, 2010). This is the 

familiar program which allows users to log-in via Facebook on third-party websites giving Facebook 

the ability to track users across the internet,.  

These revolutionary data-collection supply chains have only increased in both scale and scope, largely 

unchecked by regulators and supported by swift technical adjustments to quell public dissatisfaction 

when feathers are ruffled. Aside from the creation of an external market of user-prediction products 

traded between internet companies and advertisers, the immense data-collection allows the companies 

to personalize the digital experience to increase overall engagement. This combination of a highly 

personalized experience as well as significant network effects is considered to be the driving force 

behind the monopolistic market shares that these companies enjoy (von Briel and Davidson, 2019). 
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Increased market share allows increased investment into data-mining infrastructure which leads to more 

market share, ever concentrating informational power in the hands of the few. This fundamental 

feedback loop in part forms the basis for modern data-privacy concern. Individuals are not economically 

compensated for the exchange in value between tech companies and advertisers, made possible only by 

their personal information (Zuboff, 2019). Data-collection and privacy, in relation to targeted 

advertising, has typically raised concerns ranging from reducing consumer autonomy to predatory 

manipulation of psychological weaknesses and insecurities. These concerns are not new for advertising 

in general, however, the depth of access to our personal information has amplified these issues (Susser 

et al, 2019).  

Mainstream data-privacy concern shifted to the realm of democracy with the Cambridge Analytica 

scandal of 2016 that threatened to bring Facebook to its knees. Through the previously mentioned 

Facebook Connect feature, a political consultancy firm hired by the Trump campaign was able to create 

psychographic profiling of over 50 million Americans. This information was then used to deliver 

targeted, inflammatory campaigning to swing-voters in order to potentially influence the 2016 

presidential election (Issak & Hanna, 2018). The resulting major public backlash elevated concern 

regarding data-privacy to new heights, as once futuristic dangers, such as manipulation of democracy, 

began to crystalize.  

Debate about the future of data privacy is primarily inhabited by concern for a growing tech phenomena 

labelled the “Internet of Things” (IoT). The IoT refers to a network of physical objects that constantly 

share data in the form of internet-connected “smart” devices. This has serious implications for digital-

privacy as information will potentially be trawled not only from our internet activity, but also from our 

bodies in the form of wearable technology, and our immediate environments in the form of “smart” 

homes and cities (Wachter, 2018). Despite such technology being in its early stages, major IoT 

programs such as the “smart” city Google Sidewalk Labs have already been rejected due to privacy 

concerns amongst other difficulties (Peel and Tretter, 2019). 

As such, data privacy is an emerging social issue that is difficult to comprehend due to informational 

asymmetry by design. Whilst mass data collection has brought significant increases in efficiency, 

manipulation of both consumers and democracy ensure that it remains unclear that sacrificing personal 

privacy is the price we should be willing to pay.  
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The General Data Protection Regulation 

The progression of data-privacy over the past few decades as an existential threat to human autonomy 

has spawned multiple regulation efforts, the most comprehensive of which is the EU’s General Data 

Protection Regulation (GDPR). Completed in 2016 and fully implemented in 2018, it replaced the by-

then outdated EU Data Protection Directive of 1995. Some coverage changes included increasing the 

geographical scope so that the data of individuals who reside in European Union member states are 

protected regardless of where the company operates. The change also increased the minimum age of 

person subject to data collection from 13 to 16. Structural changes include each nation having a single 

office responsible for receiving complaints and large data-controllers requiring to appoint a data-

protection officer. Fines can be up to 20 million euros or 4% of global annual turnover from the most 

recent financial year (European Union, 2016).   

The main changes regarding data-collection itself revolve around increased transparency and 

communication between data-collectors and users of internet services. Firstly, detailed information 

must be readily available about the type of data that is collected and what it is used for. Additionally, 

individuals must give consent for data-processing through so-called affirmative action also known as 

“opt-in” consent (Maldoff, 2016). This is why most websites feature banners with the option to either 

accept or reject cookies4. Finally, the regulation ensures the “right to be forgotten”, by having your data 

deleted upon request or if the data is not being used as it was originally purposed (European Union, 

2016). 

Whilst this introduction of “opt-in” consent gives individuals the personal agency to protect their data 

in theory, many argue that in practice, informational asymmetry between data-collectors and data-

subjects as well as a lack of knowledge about the GDPR discredits the validity of this consent. Article 

4 of the GDPR defines consent as ‘freely given, specific, informed and unambiguous’ (European, 

Union, 2016), however several experimental studies have shown that patterns of consent regarding data-

collection on websites are substantially influenced by convenience (Utz et al, 2019; Nouwens et al, 

2020). It can thus be argued that consent is an inappropriate mechanism to protect data-privacy due to 

the malleability and ignorance of data-subjects. To increase the protection of the personal data of 

individuals in the information age, many have argued for a more paternalistic regulation in order to 

compensate for the informational gap (Reviglio, 2019; Shahizam, 2021).  

 

 
4 Cookies refer to files used to store information about a user’s activity on a website. 
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Data and Setting 

To provide insight into my research question I have made use of an online panel survey operated by the 

market research company Respondi. The survey featured individuals living in Germany and over the 

age of 18. It consists of three waves all from the year 2018, with the first wave being conducted between 

the 14th and 22nd of April, the second between July 24th and August 2nd and the third between October 

29th and November11th. Thus, the GDPR was officially enacted in between waves 1 and 2 on May 25th 

of the same year. Although the sampling was non-probabilistic as completion of the survey is both 

voluntary and monetarily incentivised, each sample was trimmed to fit known national quotas of gender, 

age and smart-phone ownership in order to replicate random sampling. Each wave was open to new 

respondents and as such the sample did not remain constant over the three waves. The resulting sample 

sizes were 2095, 2046 and 2117 for each wave respectively with a total of 1269 respondents 

participating in all three waves.  

Whilst this sample has been trimmed to fit various aggregate characteristics of the German population, 

it must be noted that attitudes towards digital-privacy are generally stronger in Germany compared to 

other parts of the world. This has been shown by comparing the average willingness to pay for privacy 

in separate categories of data, from health and credit card information to web browsing behaviour. 

Germany was found to have a significantly higher average willingness to pay than the UK, US, China 

and India for most categories (Morey et al, 2015). This is supported by Germany’s historically harsh 

stance towards Google Street View, which was suspended in 2011 due to privacy concerns (Geissler, 

2011). Thus, findings from this sample cannot be generalised to the global population in which digital-

privacy concern differs greatly from country to country.  
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GDPR on Trust in Facebook and Google: 
Building on Prior Research 
A paper, published on the 23rd of May 2021 by researchers from the University of Mannheim, University 

of Maryland and University of California investigated the effect of awareness of the GDPR on  

individuals trust in data collectors using both observational and experimental data (Bauer et al, 2021). 

Using the same survey as mentioned above and amongst other empirical objectives, the researchers 

attempted to find a causal relationship between providing detailed information regarding the GDPR and 

an individual’s self-reported trust in specifically Google and Facebook.   

The observational portion of the empirical analysis utilised waves 1 and 2 of the survey and found no 

evidence that trust in data-collecting organisations is higher among those who are or became aware of 

the GDPR over the course of the survey. This was the result of first a cross-sectional linear regression 

model of wave 1 that used a dummy for GDPR awareness as independent variable and multiple 

questions relating to trust in specific organisations as outcome variables. This was followed by a cross-

sectional linear regression constructed with both waves 1 and 2. It used a dummy for whether an 

individual became aware of the GDPR in between the waves or not as independent variable and the 

difference in reported trust in the same outcome questions as the dependent variable. Each model 

included controls for socio-demographics (age, sex and education) as well as Google and Facebook 

account ownership, general trust, general privacy concern and device ownership (Smart-phone, non-

smartphone, PC, tablet and Ebook) which has been shown to be a reliable predictor of digital literacy 

(Hargittai et al, 2019). Balance tests performed on the mentioned controls revealed unbalanced 

assignment of treatment with regards to both sex and PC ownership (Appendix C & D). These controls 

are therefore included in later sections. Ultimately, the results of these regressions revealed no 

significant effect of GDPR awareness on trust in the aforementioned data collecting organisations. 

Using the same data and replicating the same method, I found the same results.   

The experiment used to uncover this relationship was featured in the third wave of the survey for which 

data was collected in October and November of 2018. The experiment divided the sample randomly 

into three groups with 50% in the treatment group and 25% each in separate control groups. In the 

second half of the survey, the treatment group received a half-page of information regarding the main 

rights afforded to citizens by the GDPR (Appendix A). Briefly, this included the right to information 

on who processes your data, what data is processed and for what purpose is it processed, as well as the 

right to have your data moved between organisations or “forgotten” at your discretion. The information 

also included a description of the “opt-in” consent mechanism through which data processing must 

occur under the GDPR, as explained previously. Finally, the text included a stipulation of the 

responsibility data-collecting organisations have to their users in the event of security breaches. The 



Jimmy Farrell 

10 
 

first control group received a similar length text about airline passenger rights. This was chosen as a 

placebo control that had no relation to the outcome variables. The final 25% of the respondents received 

no treatment.  

The outcome variable for the linear regression model that followed was the difference between 

responses to identical questions regarding trust in Google and Facebook that were asked before and 

after the experiment. These questions appeared as follows:  

• On a scale from 0 “not at all” to 10 “completely”, how much do you trust that Google uses your 

personal data only internally, so does not share them with third parties?  

• On a scale from 0 “not at all” to 10 “completely”, how much do you trust that Facebook uses 

your personal data only internally, so does not share them with third parties? 

 

These linear regressions featured the same controls as the observational empirical analysis with the 

addition of controlling for GDPR awareness and reducing the sample to only those who reported the 

information they were provided as comprehensible. In accordance with the experimental results, the 

authors found no evidence that providing additional information about the GDPR effected individual 

trust in data-collecting organisations. I also replicated this experiment and found the same results. 

However, I believe this method could be improved by removing the potential for experimenter demand 

effects. This refers to a situation in which respondents subject to an experiment change their behaviour 

towards what they perceive to be appropriate based on cues from the experiment itself (Zizzo, 2010). In 

this case, an identical question appearing twice in the same wave of a survey, before and after the 

experiment, may bias the response. This could happen either through the respondent being less willing 

to change his previous answer in order to not seem indecisive, or more willing to change his previous 

answer to conform to the perceived purpose of the repeated question. Thus, the methodology may cause 

bias in the results.  

A solution to this problem could be to only ask the questions regarding trust in Google and Facebook 

after the experiment so that the answers are not prone to experimenter demand effects. Instead of 

recording the difference in trust pre and post-experiment, the outcome variable of this regression would 

simply be the raw answer to the question post-experiment. In this scenario the questions appear for the 

first time already having been influenced by the experiment for the treatment group and not for the 

control group. This would ensure unbiased random assignment of the treatment and would potentially 

result in a causal effect as the treatment and control groups would only differ on aggregate by exposure 

to the experiment itself, mitigating the potential for omitted variable bias. Thus, simply using the second 

responses would not remove the potential for experimenter demand effects, as the second responses are 

already biased.  
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Additionally, a second problem with this method arises due to the unbalanced nature of the questions 

regarding trust pre-experiment. Balance tests for these lagged dependant variables reveal that random 

assignment of treatment was not achieved in the case of individuals trust for Facebook pre-experiment, 

with a significant coefficient at the 10% level. This was not found for trust in Google. This unbalance 

in the assignment of treatment through the variable of pre-treatment trust could cause omitted variable 

bias. This could erroneously influence the results of the linear regression model that uses the difference 

between pre and post experiment trust as outcome. The results of these balance tests can be found in 

appendix B.  

In order to account for this,  an alternative method is proposed.  This will use the lagged pre-treatment 

dependant variable as a control in a linear regression model that uses the post-treatment response as the 

outcome variable. As mentioned previously, this does not solve the problem of experimenter demand 

effects, however it corrects for the potential omitted variable bias caused by the imbalance in treatment 

assignment.  Thus, I construct a linear regression with the following properties:  

𝑦𝑖,𝑡 = 𝛽0 + 𝛽1𝑇𝑖 + 𝛽2𝑦𝑖,𝑡−1 + 𝜀𝑖 

In this case, 𝑦𝑖,𝑡 represents the outcome variable of trust in either Google or Facebook, measured after 

the experiment at time 𝑡. The questions are answered on an 11 point scale with 10 representing 

“completely” and 0 representing “not at all”. 𝑇𝑖 represents a dummy for treatment which takes the value 

of 1 if the individual received the GDPR information and a 0 if they did not. 𝛽1 represents the coefficient 

of the effect of treatment on the outcome variable. In other words, by how much will trust change on 

average if an individual receives information about the GDPR. 𝑦𝑖,𝑡−1 represents the relevant lagged 

dependant variable and thus the responses to the trust questions regarding Google and Facebook 

respectively, at time 𝑡 − 1 (pre-treatment). A quadratic of the lagged dependant variable is also used as 

a control to establish the possibility of a non-linear relationship. 𝛽2 represents the coefficient of the 

effect of the lagged dependant variable on the outcome variable. 𝛽0 represents the constant and hence 

the average value of the outcome if treatment equals 0. Finally, 𝜀𝑖 represents the error term and as such 

the distance between the observed outcome and the predicted outcome.  
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Table 1 – TRUST IN GOOGLE AND FACEBOOK 

 Trust in Google 𝑡 Trust in Facebook 𝑡 

 
1 2 3 1 2 3 

GDPR Treatment 0.114   

(0.122) 

0.083* 

(0.048) 

0.081*   

(0.048) 

0.257** 

(0.118) 

0.069   

(0.046) 

0.066   

(0.046) 

Trust in 

Google/Facebook 𝒕 − 𝟏 

 0.923***   

(0.009) 

1.014***   

(0.026) 

 0.916***   

(0.011) 

1.066***   

(0.029) 

(Trust in 

Google/Facebook)^2 

𝒕 − 𝟏 

  -0.011***    

(0.003) 

  -0.020***   

(0.005) 

Constant 3.681   

(0.086) 

0.277   

(0.043) 

0.183   

(0.047) 

2.573   

(0.082) 

0.188   

(0.034) 

0.083   

(0.030) 

Observations 2110 2101 2101 2110 2107 2107 

Notes: This table displays results from six linear regression models featuring the experimental treatment and the outcome 

variables of trust in Google and Facebook to not share data with third-parties. Model 1 of each organisations features the 

treatment coefficient without controls, model 2 includes the control of the lagged dependant variable (Trust in Google or 

Facebook pre-experiment), and model 3 includes both the lagged dependant variable and the quadratic lagged dependant 

variable. Robust standard errors for the coefficients appear in parentheses. * represents significance of the coefficient at 10%, 

** significance at 5% and *** significance at 1%.  

 

Table 1 displays the results of the mentioned regression models. The only result significant at a 5% 

level is that of Facebook without controlling for the lagged dependant variable. As explained previously, 

this significance is caused by an unbalance in treatment assignment and can therefore not be interpreted. 

Other than this, significant effects at the 10% level are found for Google in both models that include 

the lagged dependant variable. Thus it can be argued that providing an individual with detailed 

information about the GDPR can possibly increase an individual’s trust in the case of Google however 

the weak significance renders these inferences inconclusive. No such results are found for Facebook. 

Unsurprisingly, the coefficients for the linear lagged dependant variables for both data-collecting 

organisations are significant at 1% and relatively close to 1 indicating that previous measures of this 

outcome variable are predictive of future measures. Additionally, the coefficients are smaller than 1,  

indicating slight mean reversion in which relatively low values of the lagged dependant move upwards 

towards the mean on average and relatively high values move down on average. This is reflected by the 

spread of the variable which decreases slightly from lagged dependant to dependant. In the case of 

Facebook, the large decrease in the coefficient for the variable of interest from 0.257 in model 1 to 

0.069 in model 2 indicates that the inclusion of the lagged dependant variable somewhat accounted for 

the imbalance in treatment assignment and hence potentially removed confounding unobserved effects.  
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GDPR on Digital Privacy Concern 

Descriptive Statistics  

An important feature of the GDPR is the anti-paternalistic mechanism through which individuals must 

take steps themselves to protect their personal data, rather than this being automatically done. Thus, the 

regulation can only be put into effect if an individual’s digital privacy concern is significant enough to 

produce the aforementioned agency that is required. For this reason, descriptive statistics are useful for 

gaining an understanding of how digital privacy concerns differ between certain data collecting 

organisations and between different data collecting purposes. 

In order to measure this data privacy concern specific to organisation and data collecting purpose, I use 

responses to six different questions regarding comfort for data collecting practices. Comfort is then 

operationalised as the opposite of concern as justified previously. Each respondent is only asked one of 

the six questions resulting in a sample size of approximately 350 respondents per model. This is called 

random selection and is used for the purpose of minimising the length of the survey. The six questions 

are as follows: 

• How comfortable or uncomfortable would you feel if Google would share your data for 

research purposes (e.g., with university researchers)? 

• How comfortable or uncomfortable would you feel if Facebook would share your data for 

research purposes (e.g., with university researchers)? 

• How comfortable or uncomfortable would you feel if the Federal Statistical Office would 

share your data for research purposes (e.g., with university researchers) 

• How comfortable or uncomfortable would you feel if Google would share your data for 

commercial purposes (e.g., with advertising or marketing companies)? 

• How comfortable or uncomfortable would you feel if Facebook would share your data for 

commercial purposes (e.g., with advertising or marketing companies)? 

• How comfortable or uncomfortable would you feel if the Federal Statistical Office would 

share your data for commercial purposes (e.g., with advertising or marketing companies)? 

Each question is answered on a 5 point scale where 1 represents “very uncomfortable” and 5 represents 

“very comfortable”. Table 2 displays the descriptive statistics for responses to each of the six questions. 

 

 

 



Jimmy Farrell 

14 
 

Table 2 – DESCRIPTIVE STATISTICS 

 Research-Purposed Commercially-Purposed 

 
Google Facebook Federal 

Statistics Office 
Google Facebook Federal 

Statistics Office 

Mean 2.34       2.1 2.57 1.97 1.82 1.88 

Std. Dev. 1.02 0.98 1.03 0.96 0.95 1.03 

Observations 370 382 322 343 355 341 

Notes: This table displays descriptive statistics for responses relating to how comfortable an individual would be with personal 

data being shared about them on a 5 point scale with 5 representing total comfort. This question is divided into the three 

different data-collecting organisations of Google, Facebook and the Federal Statistics Office and two different data-collecting 

purposes: research and commercial. For each category the means, standard deviations and sample number are shown.   

 

The most obvious trend from this descriptive analysis is that individuals appear to be more concerned 

about data collection for commercial purposes than for research purposes. This is reflected by the higher 

mean levels of comfort in research-purposed data collection for all three data-collecting organisations. 

The level of comfort for research-purposed data sharing is highest for the Federal Statistics Office 

(FSO). This could reflect a status quo bias where traditionally researchers and universities are more 

closely connected to the public sector making this a more comforting source of personal data sharing. 

This could also be explained by individuals believing that data held by the FSO, such as demographics 

or marital-status, may be less personal and therefore less privacy-violating than information held by 

Google or Facebook in the form of specific searches or personality traits. This higher comfort in the 

public sector is not mirrored in the case of commercially-purposed data sharing however. In this case, 

the idea of a Government authority pursuing commercial interests is clearly sub-optimal. Finally, in 

both research and commercial cases, concern for digital privacy seems to be higher in the case of 

Facebook compared to Google. This could be explained by a recently higher negative media portrayal 

of Facebook in the realm of data privacy, most saliently in the context of the 2016 US presidential 

election through the Cambridge Analytica scandal and alleged Russian interference (Zuboff, 2019). The 

spread of the outcome variables are fairly uniform across all three organisation and both data collection 

purposes.  

 

Effect of GDPR knowledge on concern 

As mentioned previously, the efficacy of the GDPR depends on whether individuals are sufficiently 

concerned about their data privacy enough to actively make use of the rights that are anti-

paternalistically at their discretion. This would most frequently manifest in the form of optimising 

cookie settings on websites rather than simply consenting to default settings. This leads to the question 
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of whether providing additional information regarding the GDPR increases concern in data-collecting 

organisations, in turn potentially increasing the efficacy of the policy.  

Using the same experiment as discussed previously as treatment, the outcome variable will now be 

digital privacy concern (operationalised through comfort) rather than trust. This outcome variable takes 

the form of six different questions with two for each data-collecting organisation (Google, Facebook 

and the FSO). One of the two regards data-collection for research purposes and the other for commercial 

purposes, as explained previously. 

A linear regression model will be used as follows:      

𝑦𝑖 = 𝛽0 + 𝛽1𝑇𝑖 + 𝜀𝑖 

Here the outcome variable 𝑦𝑖 represents the answer to one of the questions out of the six, on a 5 point 

scale from “very uncomfortable” taking the value of 0, to “very comfortable” taking the value of 4. 

Unlike the questions for trust, these outcome variables were only asked once (post-experiment), hence 

removing the possibility to take differences and also reducing the potential for experimenter demand 

effects. The term 𝑇𝑖 represents a dummy variable for the experiment which takes the value 1 if the 

individual received the passage of information regarding the GDPR and 0 if the respondent did not. 

Accordingly, the term 𝛽1 represents the estimated coefficient of the effect of treatment on the outcome 

variable 𝑦𝑖 , in this case the effect of providing detailed information regarding GDPR on digital privacy 

concern.  The term 𝛽0 represents the constant of the binary linear model and hence the predicted value 

of 𝑦𝑖 if the respondent did not receive treatment (𝑇𝑖 = 0). Finally, 𝜀𝑖 represents the error term of the 

linear regression; the distance between the observed value and the predicted value for the given 

treatment. Controls for sex and PC ownership were added to ensure that random differences between 

control and treatment group were controlled for. Additionally, controls for general privacy concern and 

general trust as well as age were added to further increase the accuracy of the estimates.  

Table 3 displays the results of six separate linear regression models regarding the effect of the 

experiment on an individual’s concern for their personal data being collected for research purposes. 

Each data collecting organisation features two models; one without and one with controls. As none of 

the coefficients for the variable of interest are significant it can be said that on average, giving an 

individual in this sample extra information regarding the GDPR has no effect on their level of concern 

for data privacy with regard to research purposed data-collection. All point estimates are insignificant 

even at a level of 10%. This is indicated by the large robust standard errors that necessitate confidence 

intervals stretching over the threshold of zero and thus resulting in significant estimates.  The effect of 

general privacy concern is significant at a 1% level for all three organisations, with the coefficient being 

negative due to the operationalisation of concern via comfort. This displays the unsurprising possibility 
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that general concern for privacy is positively related to and a good predictor of digital privacy concern 

specific to each organisation. Additionally, general trust seems to be a good predictor of digital privacy 

concern only in the context of the FSO, possibly due to self-reported general trust being more tied to 

opinions regarding government rather than the private sector.  

 

Table 3 – RESEARCH-PURPOSED DATA COLLECTION 

Notes: This table displays results from six linear regression models featuring the experimental treatment and the outcome 

variables of comfort for research-purposed data collection for specific data collecting organisations. This table features three 

of the six outcome variables used in this section of the empirical analysis with each respondent only being giving one, hence 

the sample size for each model is roughly the total sample (2117) divided by six. The models with controls feature less as 

some respondents left no answer to PC ownership. Each data collecting organisation has a model with and without control 

variables. Robust standard errors for the coefficients appear in parentheses. * represents significance of the coefficient at 10%, 

** significance at 5% and *** significance at 1%.  

 

Table 4 displays the same format as table 3, however this time referring to concern for commercially-

purposed data collection. In contrast to table 3, the coefficient of interest is significant in the case of 

Facebook for both the model without controls and the model with controls. Without controls the effect 

is significant at a 10% level whilst with controls the effect is significant at a 5% level. The latter can be 

interpreted as a decrease of 0.2 points on a 5 point scale of comfort regarding commercially-purposed 

data collection on average when an individual is shown detailed information about the GDPR, all else 

being equal. This 0.2 decrease translates to a 7.6% increase in concern for Facebook’s data-collecting 

practices specifically dedicated towards increasing ad revenue. This is relative to the case in which 

GDPR information is not given, represented by the constant. Significant effects were not found for the 

same question regarding Google or the FSO.  

 Comfort 

Google 

Comfort 

Google 

Comfort 

Facebook 

Comfort 

Facebook 

Comfort 

FSO 

Comfort 

FSO 

GDPR Treatment -0.031 

(0.106) 

-0.047   

(0.101) 

-0.025  

(0.100) 

-0.018   

(0.098) 

0.035   

(0.115) 

0.001   

(0.112) 

Sex  -0.164   

(0.104) 

 -0.034   

(0.101) 

 -0.026   

(.104) 

PC Ownership  0.033   

(0.301) 

 0.456   

0.250 

 -0.296   

0.339 

Age  -0.005 

(0.004) 

 0.001   

(0.004) 

 -0.008   

0.004 

General Privacy 

Concern 

 -0.400***   

(0.083) 

 -0.265***   

(0.076) 

 -0.318***   

0.086 

General Trust   0.026   

(0.023) 

 0.032   

(.021) 

 0.049**   

(0.023) 

Constant 2.353   

(0.079) 

3.569   

(0.473) 

2.109   

(0.066) 

2.141   

(0.405) 

2.553   

(0.088) 

3.898   

(0.490) 

Observations 370 363 381 379 320 319 
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Similar results are found regarding general privacy concern as a good predictor for digital privacy 

concern, this time in the context of commercially-purposed data collection. All three coefficients are 

significant and negative indicating a positive relationship between general privacy concern and 

organisation-specific digital privacy concern. Additionally, general trust is found to have a significant 

effect in the case of Google. The general trust effect for the FSO is weakened to being significant at 

only 10%, possibly due to individuals associating commercially-purposed data collection less with the 

public sector. Finally, an interesting finding is that in the context of commercially-purposed data 

collection, age emerges as an important predictor of digital privacy concern. For all three organisations 

the coefficient is negative and significant at 1%, implying that as age increases, comfort decreases and 

hence concern increases. This reveals that older generations are on average more adverse to the central 

mechanism on which so called ‘surveillance capitalism’ is built. This is possibly due to younger 

generations having been raised closer to the information age and hence having more relative life 

exposure to this new market reality. Another potential explanation could be that younger generations 

purchase more consumer goods online and therefore enjoy the benefits from increased ad 

personalisation more so than their older counterparts.   

 

Table 4 – COMMERCIALLY-PURPOSED DATA COLLECTION 

Notes: This table displays results from six linear regression models featuring the experimental treatment and the outcome 

variables of comfort for commercially-purposed data collection for specific data collecting organisations. This table features 

the remaining three of the six outcome variables used in this section of the empirical analysis with each respondent only being 

giving one, hence the sample size for each model is roughly the total sample (2,117) divided by six. The models with controls 

feature less as some respondents left no answer to PC ownership. Each data collecting organisation has a model with and 

without control variables. Robust standard errors for the coefficients appear in parentheses. * represents significance of the 

coefficient at 10%, ** significance at 5% and *** significance at 1%.  

 Comfort 

Google 

Comfort 

Google 

Comfort 

Facebook 

Comfort 

Facebook 

Comfort 

FSO 

Comfort 

FSO 

GDPR Treatment 0.068   

(0.106) 

0.075   

(0.105) 

-0.176*   

(0.102) 

-0.200**   

(0.098) 

0.002   

(0.112) 

-0.049   

(0.106) 

Sex  -0.163   

(0.111) 

 -0.120   

(0.097) 

 -0.129   

(0.107) 

PC Ownership  0.098   

(0.381) 

 0.210   

(0.279) 

 0.147   

(0.357) 

Age  -0.012***  

(0.004) 

 -0.015***   

(0.004) 

 -0.012***  

(0.004) 

General Privacy 

Concern 

 -0.192**  

(0.087) 

 -0.160**   

(0.065) 

 -0.402***   

(0.079) 

General Trust  -0.005 

(0.022) 

 0.047**   

(0.022) 

 -0.040*   

(0.022) 

Constant 1.939   

(0.070) 

3.015   

(0.526) 

1.915   

(0.078) 

2.641   

(0.396) 

1.879   

(0.078) 

3.624   

(0.467) 

Observations 343 339 355 354 341 339 
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Account Creation and Deletion  
A reoccurring concept in the growing academic field of digital privacy and ethical adaptations to the 

information age is that of the privacy paradox. This describes a general trend of inconsistency between 

the intentions of internet users to protect their personal data and their actual behaviour when it comes 

to privacy. A vast catalogue of empirical  academic research has documented this phenomenon through 

both observational and experimental studies (Brown 2001; Norberg et al, 2007; Young & Quan-Haase, 

2013) whilst more recent papers observe that this paradox is becoming less common as digital decisions 

are becoming more informed (Dienlin & Trepte, 2015; Solove, 2021). Thus, in tandem with 

investigating the effect of GDPR awareness on trust in data-collecting organisations and digital privacy 

concern, an investigation into the effect of GDPR awareness on actual behaviour is justified.  
This will be achieved through investigating whether there is an effect between becoming aware of the 

GDPR during a certain period of time and creating or deleting either Google or Facebook accounts 

during the same period. Social media and internet account deletion has been shown to primarily reflect 

privacy concerns as the services are usually free and thus keeping an account does not decrease utility 

through subscription fees or other monetary mechanisms (Baumer et al, 2013; Stieger et al, 2013). 

Thus, account deletion can be operationalised as digital privacy concern reflected in actual behaviour. 

Account creation on the other hand does not directly reflect an absence of digital privacy concern as 

internet accounts can provide many benefits such as email in the case of Google’s Gmail and a social 

media presence in the case of Facebook.  

The same survey is used to investigate this question with all three waves (April, July and October of 

2018)  together resulting in a final total sample size of 931. A dummy variable for GDPR awareness 

during the time of the survey takes the value of 1 if an individual became aware of the regulation over 

the course of the survey. The variable takes the value of 0 if the individual was either already aware of 

the GDPR in wave 1 or still not aware of the GDPR by wave 3. Contradictory observations were 

removed for example if an individual reported being aware of the GDPR in wave 2 but not in wave 3.  

Dummy variables are also constructed for those who reported to have deleted Google or Facebook 

accounts over the course of the survey, and those who reported to have created Google or Facebook 

accounts over the survey. Each wave of the survey contained a question of whether an account with a 

particular data collecting organisation was owned, with 1 representing that an account was owned, 2 

representing that an account has never been owned and 3 representing that an account was once owned 

but is now no longer. For both Google and Facebook, separate  account creation dummies were created 

where 1 represented an individual who reported not having an account in wave 1 and having an account 

in wave 3, and 0 represented any other case. In a similar way separate account deletion dummies were 

created where 1 represented an individual who reported having an account in wave 1 and not having an 
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account in wave 3. Similarly to the GDPR awareness variable, the observations were screened for any 

contradictory outcomes; such as an individual reporting to have never had an account after they had 

reported to have had an account in a previous wave. These observations were removed resulting in a 

sample size of 931 from an original merged sample of 1269. 

The following linear regression model was used:   

𝑦𝑖 = 𝛽0 + 𝛽1𝑇𝑖 + 𝜀𝑖 

In the same structure as the preceding empirical analysis, 𝑦𝑖 represents the outcome dummy variable of 

whether an account was created or deleted during the timeframe of the survey. 𝑇𝑖 represents the 

independent variable of interest which in this case is whether an individual became aware of the GDPR 

during the course of the survey.  𝛽1 represents the coefficient of the effect of this treatment on the 

outcome variable; in other words how much does becoming aware of the GDPR during this survey 

increase the likelihood of creating or deleting an account with Google or Facebook also during the 

survey. 𝛽0 represents the constant of the linear regression model and hence the likelihood of creating or 

deleting an account over the course of the survey if an individual does not become aware of the GDPR 

during the survey. 𝜀𝑖 represents the error of the model or the distance between the observed outcome 

and the predicted outcome. Controls are added for sex, age, and averages for general privacy concern 

and general trust over all three waves of the survey.  

Tables 5 and 6 show the results of the linear regression models. The insignificant coefficients for both 

account creation and account deletion indicate no relationship between becoming aware of the GDPR 

and creating or deleting accounts with either Google or Facebook. The only significant coefficient is 

age at a 10% level for both account creation and deletion only in the case of Google, however these 

values are miniscule and thus economically insignificant. Given the results of the empirical 

investigation into the effect of GDPR information on concern, it can be argued that these results reflect 

the privacy paradox in action. In that case, GDPR information was shown to effect digital privacy 

concern with regard to Facebook, thus GDPR awareness should effect privacy protection related 

behaviour such as Facebook account deletion through increased privacy concern. This final link 

however is missing as individuals do not always reflect their privacy concerns in their behaviour, as the 

paradox suggests. This argumentation has many problems however, as in the two examples the 

conceptualisation of GDPR awareness was significantly different. This difference being an 

experimental design with detailed GDPR information in the first case, and simply a measure of whether 

an individual became aware of the GDPR during the survey in this case. The measure for GDPR 

awareness in these regressions regarding account creation and deletion does not take into account the 

type of information the individual received regarding the GDPR or the context in which they received 

it. Additionally, if a result was to have been found in this section of the analysis, causality would be 
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difficult to prove. This is because the treatment variable is not randomly selected leaving the potential 

for cofounders that influence both treatment and outcome, absent of a causal link between the two.  

Table 5 – ACCOUNT CREATION  

Notes: This table displays results from four linear regression models featuring the dummy treatment of whether an individual 

became aware of the GDPR during the survey and the outcome dummy variable of whether an individual created an account 

in either Google or Facebook also over the time of the survey. Two models are presented for each organisation; one with and 

one without controls. Robust standard errors for the coefficients appear in parentheses. * represents significance of the 

coefficient at 10%, ** significance at 5% and *** significance at 1%.  

Table 6 – ACCOUNT DELETION  

Notes: This table displays results from four linear regression models featuring the dummy treatment of whether an individual 

became aware of the GDPR during the survey and the outcome dummy variable of whether an individual deleted an account 

in either Google or Facebook also over the time of the survey. Two models are presented for each organisation; one with and 

one without controls. Robust standard errors for the coefficients appear in parentheses. * represents significance of the 

coefficient at 10%, ** significance at 5% and *** significance at 1%.  

 

Google Account Creation Facebook Account Creation 

Became aware of GDPR 

during survey 

0.008    

(0.019) 

0.008    

(0.020) 

0.003    

(0.008) 

0.003     

(0.009) 

Sex  0.001    

(0.020) 

 -0.009    

(0.009) 

Age  0.001*    

(0.001) 

 0.000    

(0.000) 

General Privacy Concern  0.005     

(0.016) 

 -0.013    

(0.008) 

General Trust  0.004    

(0.004) 

 0.001     

(0.002) 

Constant 0.088   

(0.013) 

-0.019    

(0.075) 

0.015    

(0.006) 

0.048    

(0.035) 

Observations 928 920 928 920 

 

Google Account Deletion Facebook Account Deletion 

Became aware of GDPR 

during survey 

-0.006   (0.008) -0.006    

(0.008) 

0.005    

(0.007) 

0.005    

(0.007) 

Sex  0.005    

(0.008) 

 -0.004    

(0.008) 

Age  0.000*    

(0.000) 

 0.000    

(0.000) 

General Privacy Concern  0.001    

(0.007) 

 -0.009    

(0.009) 

General Trust  -0.001    

(0.002) 

 0.000    

(0.002) 

Constant -0.006    

(0.008) 

-0.010    

(0.028) 

0.010    

(0.005) 

0.037    

(0.035) 

Observations 928 920 928 920 
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Discussion  

The results of the preceding empirical analyses raise many additional questions and reasons for further 

discussion. It is essential for governments and regulatory bodies to understand the effect that new 

regulations have on the populous, both in terms of their attitudes and their behaviours. In the case of 

anti-paternalistic policies such as the GDPR, the regulations’ efficacy relies on the ability of individuals 

not only to understand the problem it intends to improve but to transform that understanding into action; 

by actively refusing cookies or requesting transparent information from data-collecting organisations.  

The first section of the empirical analysis built on a recent paper which used the same survey to 

investigate whether the GDPR has had an impact on individuals trust with data-collecting organisations 

(Bauer et al, 2021). This paper used an experiment which provided a random half of the survey with 

detailed information about the GDPR, and then used linear regression models to measure the effect on 

differences between trust for Google and Facebook before and after the experiment. Whilst the resulting 

coefficients were insignificant, further investigation of the data in my analysis revealed that a modified 

method controlling for the lagged dependant variable revealed weakly significant results. This method 

was performed in order to mitigate the chance of omitted variable bias through controlling for 

unbalances in the assignment of the treatment with regard to pre-experiment trust in Facebook. These 

weakly significant results suggested that providing individuals with information about the GDPR may 

increase trust in Google but not Facebook.  

The mechanism through which knowledge of a new regulation should increase trust in the agents it 

serves to hold responsible is fairly straight forward. In this case, the regulation itself, and consequently 

the information about it, could serve as a potential diffuser of growing tension between surveillance 

capitalist technology companies and their concerned users. The regulation provides necessary 

reassurance that digital privacy is a concern the EU governing institutions are aware of and are taking 

action to protect. This reassurance could raise trust in Google as they now must abide by this new law. 

The reason as to why knowledge of the GDPR could increase trust in Google and not Facebook possible 

rises from differences in public perception of the two companies, an idea explored further in this 

discussion. 

Even though the results were relatively week it must be restated that the repetition of the question 

regarding trust pre and post-experiment makes this method susceptible to experimenter demand effects. 

This same problem was observed in the original paper and thus can only be solved by a future 

restructuring of the survey in which the question regarding trust is asked only after the experiment and 

therefore is not influenced by the respondents awareness of the experiment or by an attempt to remain 

consistent throughout the survey. 
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Part two of the empirical analysis revealed an on average 7.6% increase in concern for Facebook 

collecting data for commercial purposes when an individual was shown information about the GDPR. 

This particular significance in the case of Facebook, rather than Google and Federal Statistics Office, 

raises the question of why information regarding the GDPR effected concern for only Facebook. 

Descriptive statistics of responses to the comfortability questions post-experiment reveal that mean 

concern with Facebook sharing data for both research and commercial purposes is higher than that of 

Google (Table 2). Despite this difference, it is well understood by academics that this mechanism of 

selling user data to third-parties is a major part of both companies’ business models (Zuboff, 2019) and 

is only preventable through specifically “opting-out” under the GDPR (Sanchez-Rola et al, 2019).  This 

trend is backed up by multiple surveys which find similar results regarding public perception of the two 

tech giants. A 2017 survey of 1,520 US citizens by the The Verge, balanced according to US census 

estimates, recorded that 69% of respondents trusted Google with their information whilst only 41% 

trusted their information with Facebook (Newton et al, 2017). A similar survey from 2020 by SEO 

Clarity, of a representative US sample of 1057 participants, revealed that 66% of respondents trusted 

Google whilst only 38% trusted Facebook (Gandhi, 2021). This discrepancy in trust can in part be 

explained by Facebook being responsible for more salient privacy scandals and data breaches such as 

that of Cambridge Analytica, directly resulting from Facebook’s mishandling of its users personal data. 

Although these survey responses stem from questions of trust, it can be assumed that trust differences 

are mirrored by concern differences between Google and Facebook. This assumption is supported by 

descriptive statistics of the survey responses to the trust questions investigated in this paper which reveal 

that trust in Facebook is on average a whole point lower than that of Google on an 11 point scale; a 

similar difference to that of concern.   

Another reason for this difference in concern could be differences in the services that each company 

provide. Facebook provides a social media platform – a highly personal portrayal of one’s digital self 

– therefore collecting more personal and sensitive information leading to increased concern, compared 

to the provider of a search engine amongst other services in Google. This difference between the 

companies is reflected in their revenues, with Facebook receiving 97% of revenue from personalised 

advertising (Facebook, 2021) and Google only 80% (Alphabet, 2020). Thus, Google’s reliance on 

sharing personal data with third parties is marginally diluted compared to Facebook, possibly resulting 

in lower public concern for their operating activities.  This could explain why informing individuals 

about the GDPR impacts only concern for Facebook. If the GDPR further increases public knowledge 

regarding privacy-violating practices of technology companies, the costs may fall more heavily on 

Facebook as they are already in the spotlight for the same issue.  

Unsurprisingly, the effect was only observed for commercially-purposed data collection, indicating that 

users not only care about what information is known about them, but also what said information is used 

for. The difference between concern for research-purposed and commercially-purposed data collection 
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likely stems from a traditional mistrust of corporations in which ethics are often eroded by profit 

motivation (Adams et al, 2010). If this causal finding is genuine it is worrying news for Facebook. The 

company will now potentially suffer both the GDPR itself cracking down heavily on the business model 

of personalised advertising through data collection, as well as increased user concern from individuals 

becoming aware of the GDPR.  

Whilst economically fairly miniscule, this causal effect of GDPR knowledge increasing concern with 

Facebook’s commercially-purposed data collecting practices is a meaningful finding. As explained 

previously, the efficacy of the GDPR relies heavily on the individual agency of internet users to protect 

their own data by making use of the rights guaranteed by the regulation through various mechanisms of 

action, the most important being informed consent. In this way the regulation can be described as anti-

paternalistic as it does not operate automatically5. Thus, for the regulation to be effective individuals 

must take action, a process which undoubtedly stems from concern for the issue at hand. As such, it is 

in the best interests of data-privacy regulators, most importantly the EU, for individuals to be concerned 

about their data privacy as this forms the foundation for the efficacy of the GDPR. If providing 

individuals with detailed information regarding the GDPR contributes towards increasing digital 

privacy concern, a case can be made for implementing this on an EU-wide level. Increased 

communication between a countries’ populous and its government has always been a feature of 

functional democracies (Heise, 1985), and in this case the communication would also result in increased 

efficacy of the policy. This communication could certainly be implemented through the education 

system however the rapid development of the industry surrounding data privacy necessitates informing 

the entire EU populous as a priority. As such, various communication channels such as EU social media 

channels and direct contact centres, as well as new infrastructures such as the European Citizens 

Initiative could be used to increase knowledge regarding the GDPR, in turn improving its effectiveness. 

However, the relatively economically insignificant effect may be negligible in the context of a cost 

benefit analysis of increasing communication of the regulation.  

Finally, part three of the empirical analysis investigated whether becoming aware of the GDPR had any 

effect on either Google or Facebook account deletion. This was measured through a linear regression 

model with a dummy treatment of whether an individual became aware of the GDPR over the course 

of the survey, and outcome variables of whether an individual created or deleted their Google or 

Facebook accounts, also over the course of the survey. Various relevant controls were added including 

general privacy concern and general trust.  

As mentioned previously, multiple studies have shown that deletion of social media or other internet 

accounts is most commonly explained by digital privacy concerns (Baumer et al, 2013; Stieger et al, 

 
5 Except with regard to organisations being obliged to notify supervising authorities within 72 hours of a data 

breach (European Union, 2016). 
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2013). Thus, a significant effect between those who became aware of the GDPR and those who deleted 

their accounts could suggest that GDPR awareness penetrates through the privacy paradox and 

influences individuals to reflect their privacy concerns in their actual behaviour. Conversely, a negative 

relationship between GDPR awareness and account deletion could also be conceivable as individuals 

have more faith that their data is being protected. This could be explained by the results of part one of 

the empirical analysis that showed trust with Google to marginally increase. Account creation on the 

other hand has not been shown to reflect low privacy concerns meaning this hypothetical effect does 

not run contrarily to account deletion. Thus, it is unsurprising that no effect was found for account 

creation. In fact, no effect was found for either, indicating that GDPR awareness most likely does not 

have an effect on behaviour with regard to account deletion and creation.  

The findings were tested for robustness using balance tests to determine whether the random assignment 

of the experimental treatment was successful. The results (displayed in the appendix), revealed that 

binary variables for both sex and PC ownership were both significantly correlated to treatment. This 

can only have been random variation and hence can be controlled for. These variables were added as 

controls along with controls for age, general privacy concern and general trust, to further increase the 

accuracy of the estimates. Thus, it can be argued that the results are internally valid. This is excluding 

the possibility that the results for the regressions regarding trust are influenced by experimenter demand 

effects.  

Part three represented an observational, rather than an experimental methodology, as assignment of the 

treatment variable could not have been randomised. The same appropriate control variables were 

included however there is always potential for omitted variable bias as additional possible unobserved 

confounders may be present. As such, the internal validity is not perfect but certainly maximised under 

the circumstances.  In any case no significance was found and as such no causal effect can be claimed.  

As mentioned previously, the study focuses on a German sample and is thus not necessarily externally 

valid. On average, the German population is particularly sensitive to matters of information privacy 

(Morey et al, 2015). This could possibly indicate that in countries where this concern is less present, 

the effect of GDPR information on trust and digital privacy concern could differ greatly. This could be 

in either direction as less concerned countries may be more sensitive to such an experiment as 

preferences are less firm, or less sensitive as the importance of the GDPR may not come across as 

strongly. In the same vein, account deletion or creation trends may differ greatly internationally 

according to the presence of each organisation in the country.  
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Conclusion  

This paper attempted to investigate whether the provision of detailed information regarding the GDPR 

influences individuals trust and data privacy concern with regard to specific data-driven organisations 

and specific data-collection purposes. This is emerging as an increasingly relevant topic in the wake of 

a new economic framework in which large technology companies such as Google and Facebook rely 

on a business model of data-collection that inevitably intrudes on user privacy. The GDPR represents 

an EU level initiative to restore balance to the growing informational inequality between  internet 

companies and their users. However, its composition as an anti-paternalistic policy necessitates that its 

efficacy relies on the agency of the society it is designed to protect, thus motivating the importance of 

understanding the effects of communication of the regulation. 

Using experimental survey results from a German sample, I have found relatively weak evidence that 

providing individuals in this sample with detailed information regarding the GDPR increased trust in 

both Google not to share user-data with third parties. No effect was found for Facebook. This was found 

using linear regression models which featured responses to a question regarding trust following the 

experiment and using lagged dependant variables as controls. The results however were statistically 

weak leading to inconclusive results that mirrored a study published in May 2021 which used the 

difference between results to the same question asked both before and after the experiment (Bauer et 

al, 2021). Both studies are potentially erroneous if the survey structure was subject to experimenter 

demand effects. 

The same survey experiment featured questions regarding comfort with specific data-collecting 

organisations sharing data for specific purposes. Operationalising comfort as an appropriate inverse 

measure for data privacy concern, I found that providing information regarding the GDPR increased 

concern for Facebook sharing data for commercial purposes by 7.6%. No significant effects were found 

in the context of research-purposed data sharing or other data-collecting organisations. Having 

controlled for unbalanced factors, this findings can also be seen as causal as treatment was randomly 

assigned.  

Finally, using multiple waves of the same survey, an analysis was conducted to see whether becoming 

aware of the GDPR had an effect on whether an individual created or deleted an account with Google 

or Facebook. This was motivated by a growing body of literature investigating the discrepancy between 

digital privacy preferences and digital privacy behaviour, also known as the privacy paradox. No 

significant effects were found leading to the conclusion that account creation or deletion is not 

influenced by awareness of the GDPR.  
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Suggestions for further research would include expanding the sample to other European countries to 

see how these effects differ within the EU. Additionally, similar research could be conducted in 

locations where similar regulation has been introduced such as the California Consumer Privacy Act 

(CCPA) or the  Consumer Data Protection Act (CDPA), soon to be introduced in Virginia. As 

insignificant results were found for account creation or deletion, future studies could incorporate more 

subtle indicators of privacy concern reflected in behaviour. This could be in the form of a survey which 

would test whether GDPR awareness effects the likelihood of a user to accept or reject cookies when 

browsing on the internet.  
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Appendix 
 

Appendix A – GDPR Experiment  

 

 

 

 

 
 

 

Notes: This text was randomly presented to roughly half of the survey respondents. It details the most important rights 

guaranteed by the GDPR.   

 

 

Appendix B – BALANCE TESTS FOR TRUST 

Notes: This table displays the results of balance tests for the variables listed in the top row. These balance tests are linear 

regression models with the GDPR experiment as the dummy treatment variable and the mentioned outcome variables of trust 

in Google Pre-Experiment and trust in Facebook Pre-Experiment. * represents significance of the coefficient at 10%, ** 

significance at 5% and *** significance at 1%. 

 

 

 

 Trust in Google Pre-Experiment  Trust in Facebook Pre-Experiment 

GDPR 

Treatment 

0.032    

(0.122) 

0.214*    

(0.119) 

Constant 3.690    

(0.087) 

2.598    

(0.083) 

Observations 2,108 2,114 
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Appendix C – BALANCE TESTS  

Notes: This table displays the results of balance tests for the variables listed in the top row. These balance tests are linear 

regression models with the GDPR experiment as the dummy treatment variable and the mentioned outcome variables of age, 

sex, general privacy concern, general trust and GDPR awareness. * represents significance of the coefficient at 10%, ** 

significance at 5% and *** significance at 1%.  

 

Appendix D – BALANCE TESTS FOR DEVICE OWNERSHIP 

Notes: This table displays the results of balance tests for variables relating to device ownership. These balance tests are linear 

regression models with the GDPR experiment as the dummy treatment variable and the mentioned outcome variables of 

smartphone ownership, non-smartphone ownership, PC ownership, tablet ownership and Ebook ownership. * represents 

significance of the coefficient at 10%, ** significance at 5% and *** significance at 1%.  

 

 

 

Appendix E – BALANCE TESTS FOR ACCOUNT OWNERSHIP 

Notes: This table displays the results of balance tests for variables relating to internet platform account ownership. These 

balance tests are linear regression models with the GDPR experiment as the dummy treatment variable and the mentioned 

outcome variables of Google account ownership, Facebook account ownership, Twitter account ownership, LinkedIn account 

ownership and Xing account ownership.  Xing is a career-oriented social media platform similar to LinkedIn and popular in 

Germany. * represents significance of the coefficient at 10%, ** significance at 5% and *** significance at 1%. 

 Age Sex General Privacy 

Concern  

General Trust GDPR 

Awareness 

GDPR 

Treatment 

0.386   

(0.598) 

0.046**   

(0.022) 

-0.049 

(0.031) 

0.088 

(0.109) 

0.001   

(0.019) 

Constant 45.464   

(0.422) 

0.476    

(0.015) 

2.722 

(0.023) 

4.979 

(0.078) 

0.739    

(0.014) 

Observations 2117 2117 2112 2112 2110 

 Smartphone Non-Smartphone PC Tablet Ebook 

GDPR 

Treatment 

-0.008   

(0.016) 

-0.005     

(0.021) 

-0.0156**   

(0.008) 

-0.006   

(0.022) 

0.001   

(0.019) 

Constant 1.159   

(0.011) 

1.669    

(0.015) 

1.041    

(0.006) 

1.464   

(0.0154) 

1.748   

(0.014) 

Observations 2115 2060 2106 2090 2076 

 Google 

Account 

Facebook 

Account 

Twitter 

Account 

LinkedIn 

Account 

Xing 

Account 

GDPR 

Treatment 

0.006   

(0.026) 

0.050   

(0.033) 

-0.005   

(0.041) 

0.025   

(0.038) 

0.026   

(0.042) 

Constant 0.857  

(0.019) 

0.924    

(0.023) 

0.508   

(0.029) 

0.385   

(0.026) 

0.519   

(0.029) 

Observations 2112 2111 2105 2107 2109 


