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Abstract

The goal of this research was to construct a model that forecasts monthly airline revenue for
the upcoming 12 months. The airline’s current forecast is not yet able to do so, and it is based
on a naive model that depends on a lot of subjectivity. An automated forecast that makes use
of statistical forecasting models should take away the subjectivity. It will also allow the airline
to control monthly revenue in a better way, as marketing campaigns can be adjusted to the
forecasted progress of monthly revenue.

The construction of a new forecast is done by using both a short- and long-term model. The
short-term model will predict the first 4 months, and the long-term model will extend this model
to forecast up to 12 months. These models make use of a combination of time series models such
as Exponential Smoothing and SARIMA (X) models, as well as a Dynamic Factor model. These
models can also be combined with the aim of increasing forecast accuracy. The data of the
airline can be disaggregated by applying the attributes Point of Sale, Booking Channel, Cabin
Class, Carrier, and Line Group. By doing so, the airline is able to trace back more precisely
how revenue is earned. The most important data that is used in this thesis are revenue curves,
which are curves that show the progress of the earned revenue for a specific flight month, and
monthly revenues.

From the results it can be concluded that the combination of a short-term model for the
first 4 months and a long-term model for months 5-12 had a positive outcome. The forecast
accuracy of the short-term model for the first 4 months is higher than when the long-term model
is applied to the first 4 months. Hence, the two models complement each other. Moreover, it is
found that the attributes that are used to disaggregate the data are Point of Sale dependent; the
so-called large Point of Sales do not require the same attributes as the small Point of Sales. For
the short-term model, a combination of the SARIMA and SARIMAX models shows good results
for large Point of Sales, whereas for small ones the best results are obtained when Exponential
Smoothing, SARIMA, and SARIMAX models are combined. For the long-term model, two out
of four tested Point of Sales showed the best results when a combination of the Exponential
Smoothing method and the Dynamic Factor model was used, whereas for the other two the
naive model performed best. A combination of the Exponential Smoothing method and the
Dynamic Factor model performed second-best for these two Points of Sales.

The airline is advised to replace the current forecast that is based on a naive model by
the model combinations found in this research, since the forecast accuracy increases and the
influence of subjectivity decreases. However, the long-term model needs some improvement as

it does not always outperform the naive model.
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Chapter 1

Introduction

Forecasting techniques have proved to be valuable for revenue management (RM) over the years.
For the airline industry, a well-performing revenue forecast can lead to an increase in revenue as
the forecast could positively influence tactics and decision-making. Lee (1990) has shown that if
the forecast accuracy increases by 10 percent, the revenue on high demand flights can increase
by 0.5-3.0 percent. The increase in revenue is, amongst others, an important factor that could

lead to the investigation of such forecasting models.

Currently, the airline for which this research is being done is in need of a new advanced
method to correctly predict the revenue per line group, booking channel, cabin, carrier, and
flight month, based on historic data. Each month, the airline wants to know what their PaxKM,
Revenue and Yield will be, while costs do not have to be taken into consideration. The PaxKM
is defined as the number of kilometers all passengers together will fly. The Revenue is equal to
the total earnings and the Yield is determined to be the number of earnings per flown kilometer,
which is the Revenue divided by the PaxKM. By forecasting the PaxKM and the Yield, the
Revenue can be predicted by multiplying these two values. Currently, a factor model is used for
the prediction of the PaxKM. However, the airline has not been able to find a working model
for the Yield or the Revenue yet.

Since the airline does not have an official automated and advanced forecasting model, it
is possible for the different establishments of the airline all over the world to apply their own
techniques and ideas. As a result, the current forecast is handmade every month by each es-
tablishment, requiring a lot of man-hours and being subjected to subjectivity. Thus, there is
a great need for an automated model that provides a well-performing forecast, which can be

implemented by all establishments.

In this research it will be investigated whether a model can be created that can forecast the
monthly revenue for an airline. A forecast is needed that predicts the upcoming 12 months,
as the current one only predicts up to December of the current year, no matter if the current
month is January or November. The new forecast will be called a rolling forecast, and it will be
a combination of a short-term and a long-term model. The short-term model will predict the
first 4 months, and the long-term model extends this forecast to 12 months.

During this research, the data will be disaggregated using the attributes: point of sale, line
group, booking channel, cabin class and carrier. The purpose of this disaggregation is that fore-
casts will be made for specific sets of attributes instead of for the airline as a whole, in order to

find more precisely how revenue is obtained. These individual forecasts can then be aggregated



to form a forecast for the entire airline. By splitting the data into different attributes, the models
will provide a clear picture of where the revenue is coming from. During this research, it will
become clear which variables are of the most importance for the revenue forecast. The data that
will be used is real airline data, consisting of e.g., revenue curves, monthly revenues and PaxKM
data. Revenue curves show the progress of how much revenue has been obtained by selling tick-
ets for a specific month. Tickets for the flights in this month can be bought approximately a year
before the flight, which allows the airline to create a curve of the progress throughout the year.

Given the data, models that are able to deal with time series, trends and seasonality will be used.

The most important reason the airline is in need of the outcome of this research is that a
well-performing revenue forecast can inform the management regarding the position in the mar-
ket, and it can keep the management up to date regarding developments in the monthly revenue.
Also, it is necessary to decrease subjectivity and to see whether targets that are set are still
achievable. Thus, when the forecast shows results that might or might not be satisfactory, fares
and marketing tactics can be optimized to the situation. The shortcomings that come with not
having a high-performing forecast are the motivation to investigate new models. For researchers
outside of this airline, the research of this thesis can still be of importance, as it investigates the
use of known models with new data from a different point of view. This research could function

as a new inspiration to improve the future research of forecasting in revenue management.

L. Weatherford (2016) provides an overview of forecasting methods that have been used in the
airline industry for RM. By using forecasting methods, issues as overbooking, seat availability
and pricing can be solved and optimized. Some of the techniques that have been used are
Exponential Smoothing (ES) models, linear regressions and Moving Average (MA) models.
Also, the research of L. R. Weatherford et al. (2003) is mentioned, in which neural networks
slightly outperform the aforementioned methods.

However, in collaboration with Lufthansa Airlines, Lemke et al. (2013) looked into forecasting
the revenue with real airline data. It became clear that models that are simple and based on
robust time series show a significant increase in performance compared to sophisticated methods.
Such simple methods are regression, ES, or simple average models. The reason why these simple
models outperform the sophisticated ones lies in the adaptability of the simple models. This is
a different result than the one that was given in L. Weatherford (2016), where a neural network
model was preferred. As the current research will also be done in collaboration with an airline,
which allows the use of real airline data, the conclusion of Lemke et al. (2013) is of importance
for this thesis.

Subsequently, Lemke et al. (2013) mention diversification procedures in which different mod-
els or models with diverse data are combined. By using different models, a diverse method pool
can be used that considers a trade-off between individual accuracy and diversity in the pool. It
is encouraged to combine complex (non-linear) and less complex (linear) models. Within these
models, a diversification in data is also possible. For example, by using data with different
levels of aggregation. By using a diverse method pool and combining these different methods,

the combinations could lead to better forecasts. The use of such forecast combinations will be



applied to the current research as well.

The literature on revenue management leads to the investigation of time series models. Mod-
els used in RM research show that Structural Time Series Models (STSMs) are interesting models
to investigate. These models, also known as Unobserved Component Models, have already suc-
cessfully been used in time series forecasts. The elements of the STSMs can be separated into
different components, describing for example trends, seasonal patterns, and cycles. Proietti
(2002) describes the STSMs and their application for the aforementioned components, which
will be present in the data that is used for the current research. Models that are fundamental
for the STSMs are the State Space Models (SSMs).

With enough historical data, important patterns and components can be captured to create
accurate forecasts. Examples of SSMs are Autoregressive Integrated Moving Average (ARIMA)
models and ES methods, which were also mentioned in the literature on RM. These models
are well known and often used for time series research. When using linear models that have
normally distributed errors, these models can be called Linear Gaussian State Space Models.
A. C. Harvey & Shephard (1993) already called these methods exceedingly useful time series
methods.

Among others, the research of Jackman & Greenidge (2010), Song et al. (2011) and Athana-
sopoulos & Hyndman (2008) has shown that STSMs and SSMs can be successfully applied to
forecasting economic time series. Therefore some representations of the SSMs, the ES method
and the Seasonal ARIMA (SARIMA) method, will be described in more detail. Moreover, some
literature of the Dynamic Factor Model (DFM) will be given, as the airline has previously used
a factor model for the forecast of the PaxKM.

The first application of the SSMs that will be discussed is the ES method, given in Hyndman
et al. (2002). Here the authors go into detail about the SSMs using multiple different ES methods.
For the current research, the ES method that uses an additive trend and seasonal component will
be of importance. The method that uses these additive components is called the Holt-Winter’s
Exponential Smoothing Method (HWESM).

Gardner Jr (2006) provides an overview of the research that has been done using ES methods
up to the year 2005. A table with 65 different papers is presented, and from these 65 papers, 58
obtained a successful result in the form of forecast accuracy. Hence, since this is a large portion
of the 65 papers, the ES methods have often proved to be valuable. Using data from Makridakis
et al. (1982), forecasts were performed in Hyndman et al. (2002) that indicate that the use of
ES models contributes to good results, especially on the short-term where a forecast is made
for up to 6 periods. Both Gardner Jr (2006) and Hyndman et al. (2002) mention that the ES
methods can no longer be seen as ad hoc forecasting approaches, and that these models are on
the same level as ARIMA models.

Other representations of the SSMs that are often used, are the well-known ARIMA models.
These models allow one to forecast time series by looking at autoregressive and moving average
factors. In the research of Goh & Law (2002), a variant of the ARIMA model is tested to forecast



the demand of tourism where the data contained seasonality. The model that was used was the
SARIMA model. The SARIMA models were used to forecast tourism demand and consistently
outperformed naive, ARIMA, MA, and ES models.

A specific framework of ARIMA that has worked well for the airline industry is the so-called
airline model. This model is described in Box et al. (2015), which is a fifth version from the
original book of 1970. The optimal framework of the airline model is already determined, and
therefore optimization of the number of parameters is no longer necessary. The framework was
later modified for SARIMA as well. Since this study researches the revenue of an airline, this
model will be interesting to investigate.

There are not many papers available in which SARIMA or SARIMAX (SARIMA with ex-
ogenous variables) models are used for (airline) revenue management. This is where the current
research will contribute to the literature. Nonetheless, applying SARIMA (X) models to time se-
ries data with seasonal patterns has proved to lead to good results. This is for example the case
in Goh & Law (2002), but Faraway & Chatfield (1998) also showed promising results. Here the
SARIMA airline model outperforms neural networks when forecasting the number of monthly

passengers for an airline.

Since the airline already uses a factor model for the PaxKM forecast, a DFM will also be
considered in order to see what the impact of another type of model could be. The DFM was
first discussed in Geweke (1977), where the DFMs were used as a time-series variant of the factor
models. These models are not necessarily used in airline revenue management, but Breitung &
Eickmeier (2006) and Stock & Watson (2011) have reviewed the use of DFMs in other papers.
In the first paper, existing applications for macroeconomic problems are mentioned. The use
of DFMs led to encouraging results and good performances. Stock & Watson (2011) describe
applications of the DFM and review empirical findings, and thereby show the versatility of these

models.

Combining models, as earlier mentioned by Lemke et al. (2013), has proved to lead to more
accurate results. Among others, in Makridakis et al. (2018), Timmermann (2006) and Bates &
Granger (1969) it is shown that combining models can increase forecast accuracy. Hence, dur-
ing this research, the models will be combined using a simple average method with the aim of
increasing the performance of the models. The use of a simple average method has been proved
to be hard to beat (Timmermann, 2006). The effectiveness of combining models is shown in
the M4 research of Makridakis et al. (2018), which continues on Makridakis et al. (1982). The
authors asked forecasting experts to improve the forecast accuracy of time series methods. The
results show that out of the 17 methods that had the highest accuracy, 12 consisted of a combi-
nation of methods. These combinations could consist of only statistical approaches such as the
aforementioned ES or SARIMA models, but also machine learning methods. The best results
were obtained when both machine learning and statistical approaches were combined. These

models also resulted in the most accurate 95% prediction intervals (Pls).

As mentioned earlier, little research has been done for revenue management in the airline



industry using the models specified in the previous paragraphs. This makes this research more
relevant and interesting, not only for this particular airline but also for other researchers and cor-
porations who deal with the issues addressed in this thesis. This thesis will therefore contribute
to the current research on revenue management, which makes it scientifically relevant.

Next to the fact that there are not many studies regarding this topic, this thesis has access
to a large amount of real airline data. In competitive businesses such as the airline industry,
companies do not necessarily share their data and findings. This research will therefore not only
look at the right models to use, but also the data that is used is revealed. Since the accessibility
to the results of such research is not common, new insights could be provided that can be helpful

in future research.

The airline earns its revenue by selling tickets in countries all over the world. Each of these
countries is called a Point of Sale (PoS). Based on the earned revenue per country, the airline
divides these PoS’s into two groups, small and large PoS’s. It is believed that these two groups
might need different models. By combining forecasting methods for both the short- and the
long-term model and the two types of PoS’s, the model combinations with the best performance
must be found.

Besides the forecasting methods, it will also be important to choose the right attributes to
disaggregate the data with. Because the airline wants to pinpoint the origin of the earned rev-
enue, besides the Point of Sales, attributes such as the line group, cabin class, booking channel,
and carrier can be used. The airline prefers the use of the line group, booking channel, and
carrier attribute for large PoS’s, and cabin class and carrier for small PoS’s. These preferences
will be tested.

Since booking curves and their corresponding revenue curves can hold a lot of information
on what the revenue in a certain month will turn out to be, this data will be used in the short-
term model. The curves of multiple years will form a time series with a sawtooth pattern, and
modeling techniques will be applied that predict future values based on these curves. For the
short-term forecast, the ES models, a SARIMA model with and without exogenous variables
and a DFM will be used to forecast the first 4 months. This boundary of 4 months is chosen by
the company, as this is the forecast horizon for which they actively react on the current state of
bookings. The models will also be combined to increase forecast accuracy.

For the long-term forecast, the same ES model, SARIMA without exogenous variables, and
the DFM will be used and combined. However, there is a difference in the data. The revenue
curves 12 months before departure will contain too little information as too few tickets have

been sold yet. Therefore, for this model, the time series of the monthly revenues will be used.

This research has shown that there is indeed a difference between large and small PoS’s.
Firstly, they both require different attributes to optimize forecast accuracy. For the large as well
as the small PoS’s, the attributes that result in the best performance are the ones that were
preferred by the airline. Besides that, the results of the short- and long-term models show that
the combination of the two models and their different forecast horizons outperforms the single

use of the long-term model for the entire 12-month forecast.



For the short-term model, a combination of HWESM, SARIMA, and SARIMAX shows the
best results for small PoS’s, whereas a combination of SARIMA and SARIMAX has the best
forecast accuracy for large PoS’s. For both types of PoS’s, a naive model is outperformed. Out
of the tested models for the long-term model, the combination of HWESM and DFM shows
the best results for one small and one large PoS, and for the other two PoS’s the naive model

outperforms all other models.

In the next chapter, the data of this research will be presented with the help of figures. In
Chapter 3, the methods used in this research are described. Chapter 4 will consist of the results

and a discussion of these results, followed by a conclusion in Chapter 5.



Chapter 2

Data

In this chapter the different types of data are discussed. As can be expected, airlines have a lot
of data which can be disaggregated into various levels of detail. For example, data can be given
for an entire country or for a specific flight. In order to obtain this detailed data, attributes
must be selected. Depending on the level of detail of the data, the number of observations
can vary. In the upcoming sections there will be focused on the visualization of the data using
attributes that are of importance for the data disaggregation, as well as variables that can be
used to predict the revenue. The data that will be used is monthly data, and depending on the
variable this is available since January 2015 or January 2016. Besides that, the last data is from
December 2019 and is not effected by the Covid-19 pandemic. Since the data is real airline data,

for confidentiality reasons some attributes are anonymized and indicated by capital letters.

2.1 Attributes

All the data that the airline possesses can be categorized by using multiple attributes. This
collection of data could consist of e.g., the number of bookings, yield, revenue, ticket prices, and
any other (flight specific) information. By using these attributes, the data can be disaggregated,
which could increase the interpretability of the data as it is divided into subgroups. Due to this
increased interpretability, the airline is able to see more clearly where, when and how revenue

is obtained. The attributes that are of most importance are:

- Point of Sale, countries denoted by W, X, Y and Z;

- Line group, destination areas;

- Cabin classes: Business, Economy, First and Premium Class;

- Booking channels: Direct Online, Direct Offline, Indirect Online, Indirect Offline and
Unknown;

- Carrier, airline company;

- Ticketing date, date at which a ticket was bought.

Almost all data of the airline can be split up in different PoS’s. The PoS filters the data
on a specific country or subareas where tickets are sold, so the PoS is not necessarily the same
as the location a plane departures from. Hence if you are in Berlin and you buy a ticket from
London to New York City, the PoS will be Germany (Berlin) even though the flight departures
from London. As airlines have establishments all over the world, PoS specific data can show

how each establishment performs and if sales strategies should be altered.



Each PoS sells tickets to different parts in the world. The line group attribute divides the
world in a number of groups that indicate what the destination will be. For the most part these
line groups are large groups of countries, for example a whole continent. In the example given
above the line group would be the United States of America.

When you buy a ticket from an airline, there is some variety in tickets you can choose from.
The most well-known tickets are Economy and Business class tickets. Depending on the carrier,
the cabin attribute divides the plane into two (Economy & Business) or all four different classes,
each with their own fares and customer characteristics. The Economy and Premium class are
also called the low revenue classes, whereas the Business and First class are known as the high
revenue classes due to the average ticket prices in each cabin class. Within these low and high
revenue classes, the tickets show some similar characteristics.

The booking channels show how tickets were purchased. These purchases can be done on
the internet (online) or in person (offline), but also at the airline itself (direct) or through a
travel agent (indirect). All channels show different behaviour when it comes to the prices and
the moment when tickets are purchased.

The carrier attribute disaggregates the data into different airline carriers that are part of
the airline. Lastly, in the airline industry people can buy their tickets months in advance. This
means that an airline can already make an estimation on how many revenue they will make or
how many passengers will travel in a certain period of time. Since people can still cancel their
flights, revenue is only booked after a flight has departed. By using the ticketing date attribute,
data such as the revenue earned in a certain month can be traced back to the moment a ticket
was bought. This allows one to create a graph that shows how the revenue is distributed over
the periods of time prior to the departure date. The ticketing date can be daily, weekly or
monthly.

All these attributes can contribute to specifying the data. Note that the data is not on an
individual flight level, as the aim of this research was to look at a more aggregate level of the
revenue. This has consequences for the data that is available and methods that can be used.
The figures that will be presented in this chapter will help in showing the importance of the
data disaggregation.

2.2 Dependent variable

In this section the dependent variable, the monthly revenue, of the past years will be displayed
in various ways in order to show the necessity of data disaggregation. This monthly revenue
itself is available as of January 2005, however some important attributes were introduced later
which causes the data to be sufficient since 2015. The sample frequency can be chosen to be
daily, weekly, monthly, seasonally or yearly and the observations can be broken down into several
attributes. Nonetheless, in this section the data is presented as the monthly data of all flights
combined. In order to limit the amount of data that is presented here, only the data of PoS W
is used in this section. This is the main PoS for this research and this data will provide enough
information to understand the data of other PoS’s as well. In case data of other PoS’s needs to

be visualized, this will be provided in Appendix A.



The total monthly revenue of PoS W from January 2015 - December 2019 is given in Figure
2.1. There can be seen a clear seasonal pattern as the revenue in the summer (July and August)
is evidently higher than during the winter months (November-February). Also, there is an un-

mistakable trend over the years.
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Figure 2.1: Total monthly revenue in millions of euros of PoS W from January 2015 - December 2019.

In Figure 2.2 the monthly revenue of PoS W in the period January 2015 - December 2019
is disaggregated using the cabin attribute, thereby showing how the revenue differs in both the
amplitude and the seasonal pattern per cabin class.

It can be seen that not all classes show the same type of seasonality. For example, the
revenue of the Economy class in Figure 2.2a shows obvious peaks during the summer months,
as this is the moment where many people go on holiday, whereas the revenue drops during the
winter. The seasonal pattern of the Premium class is very inconsistent, as displayed in 2.2b.
When looking at the summer months, it can be seen that in 2016 the revenue is at a low point,
whereas the peaks at July 2018 and August 2019 are some of the highest points. Also, the trend
that can be seen in Figure 2.2a is not present for the Premium class. First class (Figure 2.2¢)
has a seasonal pattern that is somewhat inconsistent as well, even though overall the summer
months have low revenues. The monthly revenue of Business class (Figure 2.2d) shows a clear
seasonal pattern, with peaks at the March and at the end of the year, in October and November.

Moreover, for this PoS, as for the entire airline, it can be seen that the Economy and the
Business classes have monthly revenues that are significantly higher than those of the Premium
and First classes. This is because not all carriers sell First and Premium class tickets. As
this PoS is largely represented by a single carrier that does not sell First and Premium tickets,
Economy and Business are the most common tickets here.

In Figure A.1 in Appendix A the cabin classes of PoS Y are displayed. Even though this PoS
is also largely represented by a carrier that does not sell Premium and First class tickets, the

seasonal patterns of the Premium and First class are not as inconsistent as for PoS W. There
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Figure 2.2: Monthly revenues in millions of euros of the cabin classes of PoS W from January 2015 -
December 2019.

can even be seen similarities between the seasonality of the Economy and Premium class, and
Business and First class. For the latter there is however a large difference in trend over time.

For the rest of this research the Economy and Premium classes will be combined, as will the
Business and First class. From now on these two groups will be called Economy and Business
respectively. This is done because there will not always be enough data of the Premium and First
class tickets to forecast accurately. Also, the airline already divided the cabin classes in low and
high revenue classes, and within these two groups the cabins show some similar characteristics.
A characteristic of the Business class that might be of importance is the fact that most people
who buy these tickets, buy them close to the flight date. If the purchase behaviour of Business
class is compared to Economy class tickets, on average Business class tickets are purchased at a
later stage.

In Figure 2.3 the total monthly revenue of PoS W of the period January 2015 - December
2019 is disaggregated into four booking channels.

There can be seen that the Direct Online and the Indirect Offline channels are the largest
channels, whereas the Direct Offline and Indirect Online are the smallest. Overall there can be
seen positive trends over the years 2015-2019 as well as clear seasonal patterns, which are differ-
ent for each channel. An important observation is that in Figure 2.3a the monthly revenues of
January 2015 until March 2016 are left out of the figure, because the values of these months were
close to zero. This is due to the fact that for the Direct Online channel the monthly revenues

were only successfully obtained as of April 2016 for this particular PoS. Before April, these rev-
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Figure 2.3: Monthly revenue in millions of euros of the booking channels of PoS W from January 2015
- December 2019.

enues could have been given the label Unknown. Over the years, the amount of monthly revenue
labeled Unknown has dropped because data is being processed better, and also the amount of
monthly revenue that got this label is very inconsistent. Due to these reasons, the Unknown
booking channel is not taken into account here. Because of the amount of revenue that is booked
on this Unknown channel, not every set of data (PoS, channel, etc.) is able to use the same size

of historic data.

Lastly, in Appendix A, a figure can be found that shows the monthly revenues when both
the booking channel and cabin class attributes are used. Figure A.2 shows eight figures of the
four channels in combination with the Economy and Business classes. Here it can be seen that
the combinations of cabin classes and booking channels do not necessarily have the same trend
or seasonal pattern over the years. For the two figures of the Direct Online channel, the first

few observations were left out. This is due to the same reasons as for Figure 2.3a.

2.3 Independent variables

The independent variables can be used to predict the revenue. These variables can consists of
lagged values of the dependent variable, but also exogenous variables that are different than
the revenue. Just as for the dependent variable, the sample frequency and the number of
observations depend on the level of detail of the data. The data that will be used will be
monthly data. Furthermore, individual flight data is grouped together in the attributes that are
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mentioned in Section 2.1 in order to prevent the loss of interpretability. Due to the necessary
application of these attributes, not all the available airline data can be used as it is not specified
on the level of the attributes. Also, since some data will be used to predict 12 months ahead,
the data must be useful enough on the long term to be implemented in a model. Due to this,

the selection of variables for a long-term forecast becomes limited.

2.3.1 Revenue curves

Per individual flight the booking curves are available. These curves show the progress of the
number of tickets sold from the moment the tickets are up for sale until the flight date. This
data can also be looked at on a more aggregate level in order to see the bigger picture. By using
the ticketing date attribute and looking at the revenue per ticketing month, the booking curves
are in a way transformed to revenue earned per month. Instead of knowing that for example
6 months before departure 20% of the tickets have been sold, the revenue per ticketing month
displays the amount this 20% of tickets is worth. This way one can keep track of the progress
of the revenue. Both the shape of the curves as the lagged values of the observations can be
useful for predicting the final monthly revenue. As mentioned in Section 2.2, this data is also
available as daily or weekly data since 2015, but considering that the dependent variable will be
the monthly revenue the data will be presented as monthly data.

For PoS W and the months January and July of the years 2016-2019, the revenue per tick-
eting month of the booking channels is displayed in Figure 2.4. These figures show how the
monthly revenue evolves over the months prior to the departure, but also how the shapes can
differ between months and booking channels. Cancelled tickets are not taken into account in
these figures, as in the end these have not brought in any revenue. As the revenue is not the
same in each month, the curves in Figure 2.4 are scaled to show the difference in shape more
clearly. These curves are hereinafter referred to as revenue curves. Figure A.3 in Appendix A

displays these curves for the different cabin classes.

Figures 2.4a, 2.4c, 2.4e and 2.4g show the revenue curves of January, and the curves of July
are displayed in Figures 2.4b, 2.4d, 2.4f and 2.4h. The biggest difference between the scaled
curves are not necessarily found between months, but between channels. For example, the
indirect offline channels have just past the 20% mark at 2 months before departure, whereas the
other three channels are already at 40-60%. Also, for these three channels, the range of 40-60%
is still quite a wide range. This shows that there is a different purchase behaviour in the last
couple of months for the booking channels.

Figure A.3 in Appendix A shows the revenue curves of the cabin classes of January and July.
The differences between these curves are not as big as for the booking channels, as at all times
the curves of both the different cabin classes as the months are within a range smaller than 13%.
The largest difference is found at 2 months before departure for July. Here, the economy class

has obtained on average 46% of the total revenue whereas the business class is still at 34%.

It must be kept in mind that the revenue curves visualized in Figures 2.4 and A.3 are

made with the final monthly data, and they do therefore not contain any cancellations. The
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Figure 2.4: Channel revenue curves of all the tickets bought in PoS W for January and July 2016 -
2019. The cumulative percentage of the total earned revenue is given z months before departure.

cancellations are not displayed in the figures because cancelled tickets did not contribute to
the final revenue. However, when present time data is used as an independent variable, there
is still the possibility that the curves contain revenue of tickets that will be cancelled in the

future, causing the revenue per ticketing month to drop again. Cancellation data for PoS’s is
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not directly available, as this data is only given for Point of Bookings. However, there is another
way to handle cancellations. It is possible to look at the revenue curves at another point in
time. For example, it enables one to look at the true revenue per ticketing months of Figure
2.4b while pretending to be in e.g. March 2019, instead of looking back at the data in for
example August 2021. By doing so, it is possible to compare the revenue curves of July 2019
as seen in March 2019 to the final curves of July 2019. It enables one to see how the revenue
per ticketing month decreases for a specific month as the departure months approaches, due to
processed cancellations. This can be done for all the years that are available, enabling one to
find a pattern in cancellations over time. However, this cancellation data is not available for
years prior to 2016, which limits the data to the years 2016-2019.

2.3.2 Capacity, PaxKM and ASK

Besides the data that is presented above, there are some exogenous variables that could be
relevant for this research. However, due to the expected relevance of the above-mentioned
revenue data and the somewhat limited availability of other variables, the main focus lied on
revenue data.

Unfortunately, not many variables can be linked to each attribute. For example, variables
could be flight-specific, variables belong to a certain Point of Booking instead of a PoS which
causes all data to be different, or variables are not disaggregated into all the necessary attributes.
This last group of variables must be dealt with carefully in order to apply them to a PoS correctly.
An example of such a variable is the Capacity. The Capacity variable shows how many seats
there are available to the airline per flight. Since all four booking channels could sell the same
amount of available seats for a specific flight, capacity is considered to be the same for each
channel.

Also the PaxKM (total kilometers flown by passengers) can hold information on the revenue.
When the expected PaxKM is higher, the chances are either that more people bought a ticket
and therefore the revenue will be higher as well, or the overall length of the flights has increased.
The PaxKM is correlated with the Capacity, as the maximum value of the PaxKM is determined
by the flown kilometers of all planes times the capacity. A problem however is that, just as for
the revenue, the exact value of the PaxKM depends on the number of customers that occupy
a seat. Therefore this data is uncertain up to the moment a plane has departed. However,
contrary to the revenue, the airline was already able to forecast the PaxKM. The last variable
that could be of importance is the Available Seat Kilometers (ASK). The ASK data looks like
the data of the PaxKM, but instead of showing how many kilometers passengers are expected
to fly, it shows how many kilometers there can be flown by passengers. When this number gets
higher, either more people can buy tickets and more revenue is expected, or there are more long
flights. This variable is also correlated with both the PaxKM data and the Capacity.

The data of the PaxKM, Capacity and ASK variables can be divided over the PoS’s, line
groups and cabin cla