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Abstract

By unifying the effects found in previous literature this research has investigated the drivers of

Airbnb’s listing performance. This is done by investigating the effects of listing’ characteristics

(Lancasterian perspective), reviews and ratings (Social Learning perspective) and the presentation

of both the host and listing (Presentation perspective). The presentation variables were extracted

by means of text and image analysis. The influences of these three perspectives were examined by

performing a linear regression, conditional inference tree and random forest model. The results

of this research suggest that all three perspectives contain valuable features which have the

ability to drive listings performance. This research especially found significant results for having

more bedroom, additional and safety amenities, being a superhost, a higher brightness of the

listing’ main-image and a younger looking estimated age of the host’ profile picture. This study

contributes to academia by simultaneously investigating the effects of all three perspectives on

the listing’ performance. In addition, this is the first research to investigate both the host and

listing presentation factors simultaneously.
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Chapter 1

Introduction

The peer-to-peer (P2P) sharing economy business has made it possible to match capacity-

constrained assets and resources with consumer demand (Wirtz et al., 2019). By using the P2P

platforms, people across the world are now able to engage in a transaction with each other. P2P

platforms such as Uber and Airbnb in particular demonstrate the possibilities and impact of these

technologies. Uber, a mobile software platform, allows drivers to share a ride with customers and

Airbnb platform enables a host to share their home with guests. The sharing economy is expected

to grow to $ 335 billion by 2025, taken the growth of Airbnb and Uber as an indicative (Wyonch,

2017). That Airbnb is part of such an explosive market comes as no surprise considering headlines

such as “Airbnb is now bigger than the world’s top five hotel brands put together” (Wood, 2017)

or “Airbnb is worth more than the 3 largest hotel chains combined” (Sonnemaker, 2020).

A crucial element for the growth of these P2P companies is trust, which ensures a stranger

to share services without being cheated (Li, 2021). As most of Airbnb’s income comes from

the transaction fees charged with each booking, it is essential that the host and guest trust

each other to engage in transaction. Trust in the service ensures that two parties who are not

acquainted with each other are willing to do business with each other (Li, 2021). There have

been incidents of host cancelling at the last minute, falsely accusing them of destroying property

and delivering poorly maintained properties (Parker et al., 2016). To ensure that the customer

and provider can transact with each other in good faith, Airbnb has created various means of trust.

To facilitate trust users are able to leave reviews, ratings, communicate with the Airbnb chat

function, and present oneself by means of a profile. Furthermore, the hosts can exhibit their

accommodation by describing the accommodations characteristics, include images, and add a

text description. In addition, the host are encouraged to have a profile picture and description of

themselves. These communication tools can be used by hosts and guests to judge whether they

want to engage in a trade. The importance of such social factors suggests that how hosts present
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themselves and their listing may be of great importance for their booking demand (Lee et al.,

2015, Tang and Sangani, 2015).

In addition to the social factors previous literature has also found various presentation factors

to be important. Guests their perceived trust and purchase intention are influenced by the

characteristics from a host’s profile photo (Ert et al., 2016, Fagerstrøm et al., 2017, Wu et al.,

2017, Zhang and Luo, 2018). as well as the characteristics of the listings image(s) (Zhang et al.,

2017, 2018, 2019). In addition, both the self-description from the host and the listing-description

have a positive influence on the Airbnb’s performance ((Zhang et al., 2020, Liang et al., 2020).

The majority of researchers have focused on a specific component, photo or text, with some

focusing on several. To date, the existing literature has yet to analyze all the presentation factors

together. Therefore, this research contributes by unifying all these presentation factors together

into one research.

Besides the aforementioned two perspectives, a different strand of literature has considered the

influence of various listing characteristics on its performance. This stream of literature has found

the number of amenities, (Cheng and Jin, 2019), room type and size (Kwok and Xie, 2019),

location (Sthapit and Jimenez-Barreto, 2018), and, superhost badge (Abrahao et al., 2017) to

influence the demand of a listing. this research will investigate these listings characteristics while

simultaneously controlling for the effects of the social and presentation features.

In summary, the existing literature can be divided into three strands of literature. The first

strand of literature mainly focuses itself upon the influences of a listings characteristics which

corresponds to Lancaster and Demand (1971) new approach to consumer theory. The second

strand of literature focuses primarily on the effects of different social cues. This stream of

literature will be examined under the Social Learning perspective. The third strand of literature

mainly concerns itself with the presentation of the listing. This stream of literature will be

examined under the Presentation perspective.

By investigating these three perspectives this research provides a better understanding of their

underlying relations with a listings performance. In order to investigate these relations this

research has formulated the following research question:

RQ “How can Airbnb Hosts present their accommodation the best in order to achieve a higher

listing performance on the Airbnb platform?”

To answer this question, this research contrasts and synthesizes the three theoretical perspectives

on the drivers of performance and tests them simultaneously on a sample of active Airbnb listings

in Amsterdam. This research design is inspired by the approach of (Stremersch et al., 2007).

Applying their approach made it possible to unify all perspectives into one research.
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This paper is structured as follows: In Chapter 2 the previous literature is reviewed and the

existing relationships are evaluated. Chapter 3 gives an overview of the data and variables.

Chapter 4 introduces the text and image mining techniques that are used to create new variables

which are obtained in order to do the analysis. Chapter 5 introduces the linear regression,

conditional inference tree and random forest model methodology. These models are used to

analyze the hypothesized relationships. In Chapter 6 the results are presented. Lastly, the

implications and limitation of this research are given in Chapter 7.
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Chapter 2

Literature Review

Before delving deeper into what has already been researched about and around Airbnb, it is helpful

to take a quick look at the market in which it operates. After laying this general foundation, I will

go into more detail about what has been found for P2P platform companies in the accommodation

business. From this general accommodation P2P literature, the specific effects around Airbnb

will be explained after which the conceptual framework is shaped and hypothesis will be drawn.

2.1 What is the Peer-2-Peer platform market?

The Peer-2-Peer (P2P) platform market derives its existence from the Internet and more specifi-

cally the Web 2.0 (Hall and Williams, 2020). The P2P market, also known as the gig- and sharing

economy, has been growing at a remarkable rate worldwide (Hou, 2018). The P2P market has

been defined by Richardson (2015) as ‘forms of exchange facilitated through online platforms,

encompassing a diversity of for-profit and non- profit activities that all broadly aim to open

access to under-utilized resources through what is termed “sharing”’ (p. 1). In other words, P2P

platforms enable their users to trade their resources such as, a spare room (Airbnb), their car

(Uber) or knowledge (Upwork), with the help of the internet. Doing so these companies enable

service seekers and providers to find one another in new ways.

Removing these transaction barriers is considered one of the main drivers of the P2P market.

Millions of transactions that take place now would not have taken place in the past as the

transaction cost were too high (Benkler, 2004). Besides the lower transaction costs there is also a

significant economic benefit for both parties. The lender / provider does not need the product

during the lending period and the borrower gains access to the product (Frenken and Schor, 2019)

often for some financial compensation.
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2.2 P2P in the accommodation industry

The accommodation industry is the largest sub-sector within the tourism industry (Sharpley, 2000).

The companies that operate within this sector enable their users to rent, share or temporarily trade

their (spare) room or house. Examples from such companies are Airbnb, Couch-Surfing and Home

exchange. These companies operate in more or less the same market with different ideologies, i.e.,

profit, non-profit and reciprocal, respectively. These P2P accommodation platforms give the user

an authentic experience. They do so by providing a homely ambience, social interaction, meeting

locals, and low-cost accommodation (Kulshreshtha and Kulshrestha, 2019).

An essential aspect for companies that operate in the P2P accommodation market is trust with

some going as far as calling it the ‘Achilles Heel’ for P2P platforms (de Luna et al., 2019). As

trust is a key factor for P2P platforms (Geiger et al., 2018, Gibbs et al., 2018), companies have

introduced various mechanisms that help facilitate it. The trust enhancing mechanisms are found

to drive consumer’s booking decision and so the eventual performance (Abramova et al., 2017).

This principle has led to several studies using customer evaluation as a proxy for performance

(Ke, 2017, Lee et al., 2015, Liang et al., 2017).

2.3 The case of Airbnb

To get the highest performance Airbnb deliberately designs itself for trust (Gebbia, 2016). In a

Ted Talk Joe Gebbia, co-founder of Airbnb, explains that “[they are] aiming to build Olympic

trust between people who had never met. . . . Is it possible to design for trust?” (min 4:34). As

it turns out, yes, it is possible. As Joe Gebbia continuous Airbnb designs trust by making sure

that the two parties are properly introduced and their reputation is communicated. This is done

by obligating the host to create a profile and allowing hosts and guests to review and rate one

another.

2.3.1 Airbnb’s trust mechanisms

Following Joe Gebbias’ trust design the literature concerning the performance of an Airbnb listing

can be categorized within three perspectives. The first one being the Lanasterican perspective.

According to Lancaster and Demand (1971), goods possess several characteristics that deter-

mine consumer choice. The utility that is obtained by the consumers’ choice is assumed to be

determined by the characteristics the goods possess. Therefore, the characteristics of an Airbnb

Listings, such as amenities and location, determine the eventual preference from a consumer for

an Airbnb.

The second is the Social Learning perspective, which claims that consumers on the Airbnb

platform take lessons from previous guests. Social Learning has attracted significant academic
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interest. As Staff (2007) his survey shows, about 43% of consumers are reinforced of their original

purchase decision by reviews, and 43% of consumers changed their intentions about which product

to buy, and 9% of consumers even abandoned their purchase decisions because of negative reviews.

The third is the Presentation perspective. This strand of literature claims that the Presentation

of both the host and the listing influence the eventual performance. Research has found positive

influences of both text and image elements (Fagerstrøm et al., 2017, Ma et al., 2017, Zhang et al.,

2017, 2019, 2020). This stream of literature has investigated this perspective using theories such

as signaling theory (Janssens et al., 2021), uncertainty reduction theory (Ma et al., 2017) and

social presence theory (Deng and Ravichandran, 2020). These three perspectives are summarized

in Figure 2.1. Here listing performance is defined as the amount of days a listing is occupied,

which is considered a key performance indicator within the hotel industry (Agarwal et al., 2003).

Figure 2.1: Visual representation of the relation between the three perspectives and the dependent

variable

To provide a general idea of the state of the present literature, Table 2.1 provides an overview of

key publications for this study. In this table, the four Presentation variables are shown to high-

light that to date there has not been a paper that has analyzed all the Presentation factors together.

It is further worth noting that not all topics have been studied alike. The literature review of Dann

et al. (2018) found that research has focused itself on text reviews and self-description (12.5% - 21

studies), profile images (5.36% - 9 studies). In a more recent literature review regarding Airbnb,

Hati et al. (2021) mentions the research that has investigated the listing description, 5 studies.

This is all included within the theme ‘how host market listings’. However, within their literature

review Hati et al. (2021) does not mention any research that has investigated the effects of the

listings image on any performance measure. This is likely because there is relatively little research
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investigating this topic, what makes it all the more interesting investigating the influences listing

images.

2.4 Hypothesis development

Before delving deeper into what the literature has found concerning Airbnb a small outline of

what comes next. First, the effects regarding the Lancasterian perspective will be examined and

subsequently those of the Social Learning and Presentation perspective.

2.4.1 Lancasterian perspective

According to Lancaster’s new approach to consumer theory (1971), goods possess, or give rise to,

multiple characteristics in fixed proportions. These characteristics and not the goods themselves

are that which determine the eventual choice of a consumer. One assumption of Lancaster’s new

approach is that the characteristics of goods are the same for all consumers. This assumption

holds well for Airbnb as all consumers are shown the same characteristics for each accommodation

on the website from Airbnb. In their paper Lancaster and Demand (1971) continue to explain that

a good will possess multiple characteristics and that many characteristics will be shared by more

than one good. This means that listings can be different in some ways, e.g., amenities, but have

common characteristics like the number of bathrooms. Within this research we will look at the

characteristics that have proven to be influential on the performance of a listing in previous research

Lancasterian perspective – Amenities

One of the characteristics that has been proven to influence accommodations performance are

the amenities. When a host wants to list an accommodation he or she is asked to provide which

amenities are provided. According to Airbnb’s own research the top 10 amenities are a pet-friendly

space, wifi, Free parking, a pool, a jacuzzi, a kitchen, air conditioning, heating, dishwasher, TV

(Airbnb, 2022a). Some of these amenities are luxurious, i.e., jacuzzi and pool while other can

be considered more essential, i.e., heating and a kitchen. On their website Airbnb, distinct six

high level amenity categories which are bedroom, safety, accessibility, family, remote work and

additional amenities. This list is provided within the Appendix A.
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Authors Host-Self- Host - Listing - Listing Key findings Dependent

description Profile Description - variable −
Image Image Calculated by:

Le Zhang, Qiang Yan, X Readability and perspective taking in the host Trust -

Leihan Zhang (2020) self-description help build trust. Sentiment has Calculated with

an inverted U-shaped relation with trust. a RNN

Deng, C., & X Face disclosure in the profile picture of a host has a Demand -Nr. of

Ravichandran, T. R. positive influence on the property demand. In days reserved/

(2020) addition, having a positive facial expression has a Nr. of days

positive influence on the property demand. available

LeZhang, Qiang Yan, X X Hosts who organize their self-description by Trust-Nr. of

Leihan Zhang (2018) concentrating on interactions, services, and the reviews / Days

familiarity with nearby places rather than profession, listing is online

personality, and hobbies, are perceived as more

trustworthy. Expressing positive sentiment within

both the host self-description and profile picture

increases trust.

Janssens, B., Bogaert, X Topics in listing description significantly impact Demand - Min.

M., & Van den Poel, demand, with both the potential to enhance and Night * Avg.

D. (2021) decrease demand. The usage of multiple Reviews p/Mth

simultaneously used topics does not decrease

demand, thereby allowing hosts to combine multiple

successful strategies.

Zhang, S., Mehta, N., X The direct effect of image quality on demand is always Demand – Nr. of

Singh, P. V., & positive, in the short and long term for all types days booked/

Srinivasan, K. (2019) of properties Nr. of days

bookable

Shunyuan Zhang, X Verified photos have an 8.98% higher occupancy rate. Demand – Nr. of

Dokyun Lee, Param Higher quality pictures drives booking demand. days booked/

Vir Singh, Kannan Nr. of days

Srinivasan (2021) bookable

Table 2.1: Existing literature review.
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Amenities are found to rank among the most popular topics discussed within Airbnb reviews

(Cheng and Jin, 2019), which indicates their importance for the consumers. Household amenities

found to be one of the top motivators for guests to choose for Airbnb (Guttentag, 2015)). The

importance of the amenities does not retain itself to Airbnb but is also found within the hotel

industry. Dev et al. (2018) found that amenities can increase the number of stays and enhance

customer retention. In the case of Airbnb Guttentag (2015), Chattopadhyay and Mitra (2019),

and Lyu et al. (2019) have found that Airbnb listings with amenities such as wireless Internet,

free parking, kitchen, and laundry services had a higher performance as compared to those

that lacked these amenities. It is therefore believed that a similar effect will be found for the

number of amenities, that are described within the six high level amenity categories, of an Airbnb

accommodation.

Lancasterian perspective – Location

Furthermore, the location of an accommodation has been found to influence the demand. Sthapit

and Jimenez-Barreto (2018) interviewed Airbnb users all over the world and found that location

is one of the primary drivers for using Airbnb. This is also reflected within the reviews that

the guests leave behind as location is one of the top ranked topics (Cheng and Jin, 2019). This

sentiment does not limit itself to reviews. In their research to reviews and tweets concerning

Airbnb von Hoffen et al. found that guests particularly value a central and quite location. Masiero

et al. (2015) found that also hotel demand is depended on how central the accommodation is

located. When location is mentioned within Airbnb reviews it is associated with a higher rating

(Tussyadiah, 2016). Location is thus considered an important characteristic for Airbnb consumers

Lancasterian perspective – House characteristics

Another type of often mentioned characteristics are the characteristics of the property, i.e.,

room type, number of bedrooms / bathrooms and bed type. The type of place the guest will

be staying in can be categorized in four by Airbnb categorized options. These are an entire

place, shared- , private- and hotel-room (Airbnb, 2022b). In addition, a host can communicate

how many bed and bathrooms the accommodation has as well as the type of bed they will

be sleeping on. As these features differentiate Airbnb from hotels, the accommodation char-

acteristics have been found to be a motivator for consumers to use Airbnb (Guttentag et al., 2018).

Liang et al. (2020) found that shared homes with fewer rooms but more beds receive a high

performance. Also, Biswas et al. (2020) found that the number of bedrooms is inversely correlated

with listing performance. Biswas et al. (2020) elaborates that in their research this is possibly

due to data selection bias, as in London private rooms are preferred for business travelers. In

contrast, Kwok and Xie (2019) found that guests in general prefer accommodation that are large

with more bedrooms and amenities. Their research also illuminates that the bed type matters for
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the performance of a listing. Providing a real bed or pull out sofa is desirable and would increase

the odds of being booked by 28.55%.

In summary, the attributes of an accommodation have been found to influence the performance.

This research therefore expects room type, number of bed / bathrooms, and bed type to influence

the performance of a listing.

Lancasterian perspective – Superhost Badge

Another product characteristic that has been found to influence listing performance is the

‘Superhost Badge’. The Superhost status is a badge of honor given to Airbnb hosts that meet

certain strict criteria. These criteria are,

• Completed at least 10 trips or 3 reservations that total at least 100 nights

• Maintained a 90% response rate or higher

• Maintained a 1% cancellation rate (1 cancellation per 100 reservations) or lower, with

exceptions made for those that fall under our Extenuating Circumstances policy

• Maintained a 4.8 overall rating (based on the date the guest left a review, not the date they

checked out, over the past 365 days) (Airbnb, 2022c).

Once a host has reached these criteria outlined by Airbnb, they are awarded with the badge

shown in Figure 2.2 below. This badge will be visible for potential guest on their listing and

personal profile

Figure 2.2: Airbnb Superhost badge (Airbnb, 2022c)

Having achieved the superhost badge is associated with a boost in revenue (Abrahao et al., 2017),

increase property demand (Xie and Mao, 2017), higher booking volume, and guest are willing

to pay a premium for these accommodations (Liang et al., 2017). Hosts who have achieved the

superhost badge are expected to have listings which perform better.
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Lancasterian perspective – Identity Verified

Another characteristic of the listing is whether or not the host has a verified identity. Airbnb

entrusts hosts and guests to decide whether they want to validate their identity or not. If they

decide to do so, Airbnb verifies their identity by checking an ID card or passport. The ID

verification is introduced by Airbnb to built trust between the two parties and ensure that they

can take responsible decision (Labouisse, 2013). In line with Airbnb’s intentions the identity

verification has been found to increase guests’ perceived trust (Kim et al., 2015, Abramova et al.,

2017, Jung and Lee, 2017, Zhang et al., 2018). Because of the trust enhancing power of an ID

verification this research expects to find that listings from which the host’ ID is verified to perform

better.

Lancasterian perspective – Licence

In addition, the city of Amsterdam requires listings to have a licence. In order to intervene with

the overcrowded effect of short term rental the license was introduced to counteract this problem.

Host have to obtain a license in order to legally rent out their house. In order to obtain a license

hosts have to pay a fee of e45.- and they must meet certain requirements, one of which is that

the house has taken fire safety measures. If a host does not have a license they risk a fine of

e20.750.-. (Amsterdam, 2022a). Requiring a license is not limited to the city of Amsterdam

(Guttentag, 2015, Miller, 2014). However, research has not provided the effects of having a license,

yet. Since having a license is an acknowledgement of a city or government that an accommodation

is licensed to be rented out, this research expects that having a license has a similar effect to

having a verified ID.

Lancasterian perspective – Price

Lastly, research has found that consumers choose Airbnb for its economically advantageous

aspects (Tussyadiah, 2016). Visser et al. (2017) found that the price of an accommodation is

very important for guests when choosing a listing. Also Xie and Mao (2017) found that the price

impacts a listings demand. Since price is a determining factor for guests whether or they settle

on a listing, price is expected to inversely influence listing performance.

H1a: The more central the Airbnb is located the better the performance of an Airbnb listing.

H1b: Private Airbnb rooms perform better than other Airbnb room types.

H1c: The superhost badge has a positive influence on listing performance.

H1d: The number of amenities positively influences listing performance.

H1e: The host’s verified ID has a positively influences listing performance.

H1f: If a listing has a license this has a positively influences listing performance.
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H1g: The price is negatively related to a listings performance.

H1h: The number of guests a listing accommodates positively influences listing performance.

2.4.2 Social Learning perspective

Ratings and reviews are a collection of sharing economy service tools (Möhlmann and Teubner,

2020). These tools encourage consumers to share product feedback and communicate their own

personal experiences and opinions with other consumers. As a result of the Internet’s ubiquity

and abundance of user-generated-content, a growing number of consumers are consulting online

product reviews before making purchasing decisions (Staff, 2007). This is reflected in research

from Staff (2007) where they used a survey to analyze the impact of online product reviews on

the purchasing decision of consumers. According to their analysis, product reviews reinforced 43

% of consumers’ original purchase intent, however 43% changed their minds about which product

to buy, and a stunning 9% of consumers abandoned their purchase plan after reading the reviews.

Social Learning

In the research of Staff (2007) participants engaged in what is called a Social Learning process.

According to Vaccari et al. (2018), this online Social Learning process consist out of consumers

sharing their experiences and opinions about a product with other consumers by means of ratings

and reviews. While more reviews amass, consumers will be able to obtain better assessments

of the quality of the products, enabling them to make a better and well-considered purchasing

decision. In other words, consumers are able to use online reviews and ratings to evaluate which

products are more trustworthy and so help them make their purchase decision (Jung et al., 2016).

Taking lessons from these social cues – reviews and ratings – is what is understood in this research

as Social Learning.

Number of Reviews

As Airbnb consumers do no fully rely on the review content (Bae and Koo, 2018), likely due to

them being mostly positive (Ke, 2017, Cheng and Jin, 2019), they also make use of alternatives

such as review quantity (Abrahao et al., 2017), (Bae and Koo, 2018). Review quantity has been

found to influences demand (Xie and Mao, 2017), increases listing revenue (Abrahao et al., 2017),

increase the trust from the consumer (Abrahao et al., 2017) and the popularity of the listing

(Mauri et al., 2018).The influences of reviews have been found throughout all generations (Chen

and Chang, 2018). The effect of review quantity also became apparent in the research from Kwok

and Xie (2019) where 5000 people participated in an online trust game. The results show that

going from 4 to 5 stars is equivalent to having 10 more reviews. However, when the listings are

less comparable the effect also diminishes.
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Rating Score

In addition to the review quantity Airbnb guests also focus on the accompanying star ratings.

Airbnb enables guests to leave a star rating, on a scale from 0 (bad) to 5 (good), with their

reviews. The rating scores have been found increase the perceived value of an accommodation

(Chen and Chang, 2018). Similarly, research has found the rating score to be significantly related

to a listings perceived trustworthiness (Chen and Xie, 2017, Zhang et al., 2017, Jaeger et al., 2019).

However, the ratings did not increase purchase intention (Chen and Chang, 2018). Nevertheless,

this research therefore expects the rating score to positively influence a listings performance.

In summary, consumers on the Airbnb platform utilize the ratings and reviews left by previous

guests to evaluate their preferences. As guests do no fully trust the review content (Bae and Koo,

2018), likely due to them being mostly positive (Ke, 2017, Cheng and Jin, 2019), they also divert

to proxies such as review quantity (Bae and Koo, 2018). This research therefore hypothesizes

that Airbnb guest learn from previous guest by a Social Learning process, i.e., review count and

ratings. These variables are therefore expected to influence the performance of an Airbnb listing.

H2a: Review quantity positively influences Airbnb performance.

H2b: Airbnb ratings positively influence Airbnb performance.

2.4.3 Presentation perspective

Another stream of literature has investigated the effects of the Presentation of both the host and

their listing. On Airbnb host are able and encouraged to present themselves and their listing in

the best way to attract as many guests as possible. Airbnb encourages host to do so by providing

listing-description examples, providing photographers and a personal profile page where they can

present themselves to potential guests. Research has investigated the effects of these textual and

visual Presentation variables by analyzing both the text-description from the listing and host as

well as their accompanying pictures. First the written elements will be examined after which the

visual elements will be explored.

Host self-description

On the Airbnb platform guests and hosts are empowered to give a self-description on their profile.

The self-description contains important trust related-cues for both parties as this is the first place

where they can introduce themselves to the other and in doing so develop trust (Zhang and Luo,

2018). The seller’s self-description in the form of a well-written, high-quality texts can be used to

communicate personal traits like perceived social capital, ability, and integrity, all of which can

have a substantial impact on the perceived trust by the other party (Malinen and Ojala, 2011,

Norcie et al., 2013, Chen et al., 2015). In addition, the seller’s self-descriptions and text reviews

are both used commonly to reduce perceived risks and to protect users from ambiguities and false
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expectations (Jung and Lee, 2017).

Besides investigating the effects of the host’s self-description on trust indicators research has

also analyzed these texts to identify and differentiate clusters of hosts (Tussyadiah, 2016). This

indicates that Airbnb hosts can be differentiated by their writing style. Similarly, Ma et al. (2017)

found that the host’s self-description usually refers to eight different themes; origin/residence 69%;

work/education 60%; interests and tastes 58%; hospitality 53%; travel 48%; relationships 28%;

personality 27%; life motto and values 8%. More importantly, Ma et al. (2017) found that the

credibility of a host increases when they include information referring to their; origin; hospitality;

occupation and personal interest.

More recently, Liang et al. (2020) found that presenting rich and extensive information in

both the accommodation and host description improves review volume, which in turns indi-

cates higher booking performances. Similarly, Mauri et al. (2018) found that the popularity

of a listing was driven substantially by personal narrative story telling in the host’s self-description.

Hence, the personal description of the host influences the final performance of a listing. In

addition to the information and topics it covers, the sentiment it contains is also important.

The sentiment in the host’s self-description has been found to be positively correlated with the

performance of their listing(s) (Ma et al., 2017, Zhang et al., 2018). In their research Zhang

et al. (2020) however note that there is an inverse U-shaped relation between occupancy rate and

sentiment. Expressing too much sentiment can thus be detrimental for performance. In order to

investigate the relation between the host self-description and listing performance, this research

will look at the sentiment of the host’s self-description.

Listing description

Apart from a description about themselves, hosts are asked to provide a description about their

accommodation. Airbnb encourages hosts to provide an honest description of the accommodation

but also to tell a story, remain authentic, and honest (Airbnb, 2022d). Host can use the listing

description to promote the accommodation for various different target groups. (Lutz and New-

lands, 2018) found that the listing description of entire homes and shared space rentals differed

from each other. Entire home host explicitly target “older guests, couples, business travelers

and high-income professionals, while highlighting professional-level cleanliness and ensuring pri-

vacy. In contrast, shared room hosts targeted younger and frugal guests, did not boast about

cleanliness and assured social interaction was a part of the experience” (Lutz and Newlands, 2018).

Considering that the listing description can be used to attract various consumer groups the

writing style, and information provided influence listing performance. Research from Liang

et al. (2020) confirms that providing comprehensive and detailed listing descriptions positively
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influences the performance. In addition, what information is included also matters. Janssens et al.

(2021) found that the topics that are addressed within the description can both enhance and

decrease listing demand, depending on the topic. Descriptions that write about topics such as

enthusiastic home experience and neighborhood touring are able to enhance the performance of a

listing. In contrast, descriptions which have a ‘hotel description’, meaning giving a hotel like feel,

decreases listing performance. They furthermore found that guests in San Francisco preferred to

read what a neighborhood has to offer instead of the special amenities a listing has. In addition,

they found that hosts can use multiple successful strategic topics without diminishing the demand.

In similar research on San Francisco and Oakland, Chung and Sarnikar (2021) also found that

the listings description has a significant impact on listing performance. However, they found that

there is a mismatch between the frequently emphasized topics and the most beneficial ones. Using

a deep-learning model, Chung and Sarnikar (2021) found that including more information about

the kitchen enhances performance for entire homes and shared rooms. Addressing the interior

style enhances private room performance. Different topics can thus influence the performance of

some room types while decreasing performance for another.

The existing literature has thus investigated the listing’ description thoroughly. Nevertheless,

there is only one paper that has addressed the sentiment embedded in the listing’ description.

Martinez et al. (2017) investigated the sentiment of New York Airbnb listings using a lexicon

based approach. Since this is the only paper so far that has examined listings sentiment and since

the technology for sentiment analysis has improved it is interesting to see how this relationship

holds up now. Doing so, this research will not only give a more recent view of the relation between

sentiment and performance it will also expand this knowledge to another geological location

namely, Amsterdam. In summary, the description of the listing has been found to influence the

eventual performance of it. Therefore, this research expects to find a significant effect from a

listing description on performance by investigating the listings description sentiment.

Host profile image

Not only textual information is important for establishing trust but also visual aspects. In their

research Bae and Koo (2018) found that Airbnb guests did not fully trust the review content, and

therefore used, in particular, the accompanying images. Similarly, Ert et al. (2016) found that,

Airbnb consumers not only rely on textual information when choosing an accommodation but

are also influenced by the host profile picture. In their research, they found that the perceived

trustworthiness of a host’s profile picture increases the booking probability.

When choosing an accommodation, Airbnb guests will thus also consider the visual elements on

the website in determining their decision. The visual elements that are provided on the Airbnb

listing page are images of the concerned accommodation and a profile picture of the host (see

Figure 2.1). As just touched upon the host’s profile picture influences the trustworthiness of an
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Airbnb listing and therewith the eventual booking results. Fagerstrøm et al. (2017) investigated

this effect by looking at the host’s facial expressions. By manipulating the facial expression, they

found that even when accompanied by low prices and positive ratings, neutral and positive facial

expressions increased booking tendencies, whereas negative facial expressions and a lack of host

pictures reduced booking tendencies. Additionally, the amount of self-disclosure in the profile

picture positively influences the trustworthiness and booking intentions of the guests (Broeder

and Crijns, 2019).

The effect of images on consumer decision making can also occur unconsciously (Todorov, 2008,

Todorov et al., 2009). Within as little as 100 milliseconds the brain has already established a

primary opinion about the trustworthiness of a person’s face. Zhang et al. (2020) also enforces

this idea by stating that among four kinds of factors, self-disclosure probably contains the most

abundant information. They do so because the profile photo can directly reveal a person’s face,

gender, and even age. Also, Barnes (2021) underlines this idea and suggest that it would be

interesting to look at the effect of gender, and age differences between host’s. This research

therefore expects that having a profile picture with self-disclosure, positive facial expression and

the estimated age can increase booking performances.

Listing main-image

As Figure 2.3 shows, the host’s profile picture is only a part of the visual information that is

provided on Airbnb (bottom right). When guests search for an Airbnb accommodation, they are

initially shown the accommodation main image, title characteristics, review score and price (list

left). It is only when they click on the property that they are directed to the page shown on the

right side. On the left side, the search page for all the listings are shown. Zervas et al. (2017)

analyzed the ratings of over 600,000 accommodations globally and discovered that 94 percent

had a rating of >4.5 (out of 5) stars, with almost none having a rating of less than 3.5. Because

of this abundance of positive information Airbnb guests have to rely on additional information

such as visual information (Zhang et al., 2019).

As over half of the human brain is used to process graphical information, this visual aspect is

extremely important in marketing (Marieb and Hoehn, 2007). Especially since images have been

found to be most effective in capturing attention (Wedel and Pieters, 2007). Using pictures

as a marketing strategy is found to be particularly important in highly intangible businesses

such as tourism (Tijana Rakić, 2010). Pictures help consumers to reduce the complexity of the

information allowing them to compare more of accommodation and also compare them more

thoroughly (Pan and Zhang, 2016).

Even though photos are excellent communication tools - a picture tells more than a thousand

words - a large proportion of hosts do not use the professional photo service of Airbnb. The reason
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for this according to Zhang et al. (2019) is that higher quality photos also come with higher

expectations, which translates into poorer experiences and the absence or receipt of negative

reviews. In the long run, this could lead to a decrease in demand. However, Zhang et al. (2019)

always found a positive effect of the photo quality on the review quantity, which in addition was

used as a proxy for demand. These findings were consistent in a follow-up study of Zhang et al.

(2021) where they again found that higher quality photos positively affect demand. This research

therefore expects the quality of the listing image to positively influence the performance of an

Airbnb listing.

Figure 2.3: Airbnb listing overview (left) and listing landing page (right) (Airbnb)

Hypothesis Presentation Perspective

In short, much research has been done on the various factors that belong to the Presentation

perspective. Researchers have found positive effects for both text and picture variables. It is

worth noting here that, as shown in Table 2.1, to date there has not been a single research that

has considered all of the host’s presentation factors combined in one study.

The literature cited so far shows that the self-description of the host influences the final perfor-

mance of a listing. What kind of information, topics, and sentiment is included can determine

the final performance. Because of the found positive effects of sentiment this research will

investigate the effects thereof on the listings performance. Similarly, previous research found that

the description accompanying the listings affects a listings performance. The effects of sentiment

are in this case however understudied. This research will therefore investigate the effects listing

description sentiment on its performance.

Furthermore, the profile picture of both the listing and host have been found to influence

performance. Research has found that having a profile picture increases performance and

especially when the host smiles or shows a positive emotion. Therefore, this research investigates

the effects of the emotion shown in the profile picture. In addition, the main image of the

listing will be investigated. Research has shown that higher quality images lead to better listing

performance. However, Airbnb host are wary about the expectations they set by doing so.
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Nevertheless, research has found that higher quality leads to better performance. From be the

presentation literature the following hypothesis are therefore formulated.

H3a: The host’s self-description has a positive influence on the listing performance.

H3b: The listings description has a positive influence on the listing performance.

H3c: The host’s profile picture characteristics have a positive influence on listing performance.

H3d: The listings main-image picture quality positively influences listing performance.

2.5 Conceptual framework

In summary, this research expects to find positive influences of the three perspectives namely,

Lancasterian- Social Learning- and Presentation- perspective on the performance of an Airbnb

listing. Here performance is defined as the amount of days a listing is occupied, which is a key

performance indicator within the hotel industry (Agarwal et al., 2003). The specific operations

of the variable will be discussed within the methodology section. These expectations are based

on the previously discussed literature. The expected relations and corresponding hypothesis are

depicted in the following Figure 2.4.

Figure 2.4: Conceptual framework
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Chapter 3

Data

This section explains the data that is used and why this particular time frame was chosen.

Furthermore, the dependent and independent variables are introduced. Chapter 4 will further

explain how this list of independent variables is expanded through the use of text and image

analysis.

3.1 Data collection

To study the effects of text and images on booking performances this research will make use of

the publicly available information from InsideAirbnb (2022). InsideAirbnb is an activist project

who provides data that quantifies the impact of short-term rentals on housing and residential

communities; and also provides a platform to support advocacy for policies to protect cities from

the impacts of short-term rentals (InsideAirbnb, 2022). In this research, the focus will be on

Amsterdam as the researcher has knowledge about the city’s language, culture and legislation.

The data sets that will be used are scraped on the third of June 2021 and the fifth of December

2021. The variables included within dataset from June third are used for the analysis and the

data from December fifth is used for calculating the occupancy rate. Before delving deeper into

the specifics of why this time-frame has been chose I will first elaborate on the specifics of the

occupancy rate.

3.1.1 Performance measure

Since the Airbnb dataset does not include a variable to directly measure the listing performance,

as shown by making a booking, a proxy variable will be used. Before explaining the formula

used for this proxy first some information on how it is constituted. As this research is not the

first to use the dataset provided by InsideAirbnb (2022) I will turn to the solutions provided by

previous literature. Using the occupancy rate as performance measure has been proven to be
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a key performance indicator within the hotel industry (Agarwal et al., 2003) as well as online

sales (Ye et al., 2009). Also within the Airbnb literature the occupancy rate has been used by

various researchers. Zhang et al. (2019) and Zhang et al. (2021) for example used the number of

days bookable divided by the number of days available as performance metric. They however had

access to a richer data set. While using InsideAirbnb’ 2019 dataset Janssens et al. (2021) came

up with a clever performance metric. They multiplied the average number of reviews per month

with the minimum nights a guest should at least stay. Doing so, they calculated the demand for

a specific listing. By combining the performance metrics of Janssens et al. (2021), Zhang et al.

(2019), and, Zhang et al. (2021) this research will use the following formula to calculate listing’

performance.

Performance =
(# Reviews ∗ 2) ∗ Minimum nights (li)

200
(3.1)

Since guests are not required to leave a review the numbers of reviews are multiplied by two.

This is found to be appropriate as Marqusee (2015) found that the rate in which customer leave

reviews is 72%. In contrast, Brousseau et al. (2015) estimated that this review rate is equal to

31.5%. By evening these out this research adapts a review rate of 50% meaning that 1 review

equals two visitors, which is in line with InsideAirbnb (2022) . Hence, this calculated number of

visitors is multiplied by the amount of nights a visitor stays in an accommodation. The average

amount of nights a guest stays in Amsterdam is estimated to be 3.5 nights (Briene et al., 2021)).

If the minimum nights of listing is lower than 3 the estimated average has been taken since

guests are expected to stay more than one night on average. The total number of nights the

accommodation is booked are divided by 200 days. This is because there are 200 days between

the time frame the occupancy rate is calculated on – more on the time frame shortly. In summary,

listing performance is measured by the minimum nights, weighted over two hundred days and

capped at one.

3.1.2 Independent variables

The independent variables consist out of variables which are collected by Inside Airbnb such as,

the price and the amenities of a listing. In addition to these variables this research will utilize

text mining techniques to extract the sentiment from both the listing’ and host’ description. This

will be explained in chapter Variable Extraction Methodology. Furthermore, the picture URL

and listing URL will be used to extract these pictures characteristics. This will be explained in

section Extracting variables from host-profile picture and Extracting variables form listing-profile

picture. An overview of the variables that are currently in the dataset can be found in table 3.1

20



Variable Type of variable Description Role in the study

id Numeric Airbnb’s unique identifier for the listing Observation identifier

Occupancy rate occupancy rate Calculated performance measure using the formula as explained in section Booking performance measure

Lancasterian perspective

Price Numeric Daily price in euro’s Investigating listing’ characteristics

Accommodates Numeric The maximum capacity of the listing Investigating listing’ characteristics

Bedroom amenities Numeric The number of bedroom amenities a listing as described in appendix Investigating listing’ characteristics

Additional amenities Numeric The number of additional amenities a listing as described in appendix Investigating listing’ characteristics

Family amenities Numeric The number of family amenities a listing as described in appendix Investigating listing’ characteristics

Safety amenities Numeric The number of safety amenities a listing as described in appendix Investigating listing’ characteristics

Top amenities Numeric The number of top amenities a listing as described in appendix Investigating listing’ characteristics

Host Identity is verified Binary Binary indicator whether the host is verified, a 1 being yes Investigating listing’ characteristics

Number of verification’s Numeric The number of verification a host has, i.e., email, phone, government id, Facebook etc. Investigating listing’ characteristics

Bathrooms Numeric The number of bathroom the listing has Investigating listing’ characteristics

Host is a superhost Binary Binary indicator whether the host is a superhost, a 1 being yes Investigating listing’ characteristics

Host has a license Binary Binary indicator whether the host has a license which are mandatory in Amsterdam, a 1 being yes Investigating listing’ characteristics

Room type Categorical All homes are grouped into the following three room types i.e., private room, hotel room, entire home / apartment Investigating listing’ characteristics

Neighbourhood Categorical The neighbourhood as geocoded using the latitude and longitude against neighborhoods as defined by open or public digital shapefiles. Investigating listing’ characteristics

Social learning perspective

Number of Reviews Numeric The total number of reviews a listing has accumulated since it is available on Airbnb Investigating listing’ social factors

Rating score Numeric The average rating scores guests have left by their reviews, a 0 being bad and a 5 good Investigating listing’ social factors

Presentation perspective

Host has description Binary Binary indicator whether the host has written a self-description on their personal profile Investigating listing’ presentation factors

Picture URL character Contains a link to the host’ profile picture, this link will, as explained in section , be used to extract the photo characteristics Used to extract image characteristics

Listing URL character Contains a link to the Listing’ main-image, this link will, as explained in section , be used to extract the photo characteristics Used to extract image characteristics

Table 3.1: Table summary of variables in data set
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3.1.3 Time frame

Due to the Covid-19 restrictions, Amsterdam was not very accessible for both national and

international tourism. However, since May 19, step 2 of the reopening plan went into effect. From

then on swimming pools, gyms, amusement parks and open-air museums were allowed to open

again under certain conditions. Terraces were also allowed to open longer and music and dance

schools were also allowed to teach indoors under certain conditions. Furthermore, step 3 of the

opening plan took effect on June 5. This means that the Netherlands, and therefore Amsterdam,

went from ’closed unless’ to ’open unless’. This means that virtually all locations were open

again. This includes the arts and culture sector, hospitality industry, sports, saunas and tanning

studios, indoor spaces, amusement parks and zoos, canal boats, community centers and casinos

(van Algemene Zaken, 2022).

Since step 2 of the reopening plan led to more opportunities and this was continued two weeks

later with step 3, this period can be seen as the reopening of Amsterdam. For that reason, it was

chosen to look at how the effects of the three different perspectives influence the performance of

the listing from this period onwards. This timeframe is of course sup-optimal but just as covid-19

has applied restrictions to society these residual restrictions are also found within this research.

Nonetheless, national tourism was back to pre-Covid-19 levels in 2021 (NBTC, 2022). However,

due to international restrictions there were still fewer tourists from outside the Netherlands, -71%

compared to pre-corona year 2019 (NBTC, 2022).

3.1.4 Listing selection

In this analysis only active listings are taken into account. Active listings are listings that are

bookable for thirty or more days a year. In addition, these listings should be active for the

period preceding as well as following may nineteenth. This is because accommodations are not

automatically deleted from Airbnb when they are inactive. Hence, taking listings that are active

from 2020 till December 2021 are considered in this analysis while excluding all others.

3.2 Pre-processing and data cleaning

As the data from InsideAirbnb.com is web scraped data some pre-processing steps are necessary

to ensure that de data is interpretable. InsideAirbnb.com provides multiple data sets from which

the Listing information and Review information datasets will be used. These two datasets are

matches based on their respective Id. The initial dataset form June third, 2021 consist out of

16.973 listings and contains 74 variables concerning the characteristics of the listings, availability,

reviews, ratings, and corresponding information, identifier number for both the host and each

listing, and URL’s for both the profile picture of the host and the main listing image. From these

sixteen thousand listings 3.296 listings have had guests between the 19th of May and December
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5th. Of these, 1964 listings have been active since 2020.

Furthermore, as there are four room types, i.e., entire home/apartment, hotel room, private room,

and shared room, and shared room type only contained four observations these were excluded

from the data. In addition, 474 listings did not provide any results for the host’ profile-picture

and 42 not for the listing’ main-image. These were observations were therefore excluded from the

analysis resulting in 1421 remaining listings.

In addition, while examining the text description it became apparent that some descriptions were

incomplete. Descriptions such as ‘Hi’ or ‘I am’ are considered incomplete and the value for these

descriptions were transformed to missing. Also, descriptions that were not written in English

are transformed to missing for the sentiment analysis, which I will explain shortly. However, a

binary variable was included to denote whether there was a host description present as it can be

an important factor for guests (Liang et al., 2020). Since the included observations all contained

a listing description the binary variable only refers to the host’ self-description. Furthermore, it

became apparent that there seems to be a maximum amount of words that can be scraped from

Airbnb. The listing descriptions contain a maximum of 1000 characters which results in some

abrupt endings.

In addition, the amenities were categorized by the groups shown in Appendix A. Since not all

amenities are listed in this document, another variable was created with the total number of

amenities.
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Chapter 4

Variable Extraction Methodology

This chapter explains how this research will make use of multiple machine learning techniques be-

fore doing the eventual analysis. To analyze the multitude of textual information – self-descriptions

and listing descriptions – this research will turn to the use of natural language processing or NLP.

NLP is becoming more and more prevalent in marketing and “has the potential to shed light on

consumer, firm, and market behavior, as well as society more generally” (Berger et al., 2020, p.

1). In order to do so, I will use DistilBERT a distilled version of Google’s BERT. In addition, to

extract the image characteristics from both the host’ profile picture and listing’ main-image this

research will use the deep learning models of Face ++ and Sight engine. These will be explained

after the sentiment analysis methodology.

4.1 Sentiment analysis

In order to analyze both the host and listing descriptions I will use sentiment analysis. Sentiment

analysis is a form of text analytics, which can be used to analyze people their “opinions, senti-

ments, evaluations, appraisals, attitudes, and emotions towards entities such as products, services,

organizations, individuals, issues, events, topics, and their attributes” (Liu, 2012, p. 7). In order

to do so it uses natural language processing and machine learning to identify the underlining

sentiment, e.g., positive, neutral, or negative, from a word, sentence or text. By means of text

analytics this research is able to analyze the enormous amount of written information and its

underlying sentiment(Mayya et al., 2020).

To do the sentiment analysis I will use a version of the BERT algorithm which stands for Bidirec-

tional Encoder Representation from Transformers to do the sentiment analysis. BERT, developed

by Google researcher Devlin et al. (2018), has achieved state-of-the-art performances on sentiment

analysis performances. It outperformed all the existing sentiment algorithms in predicting The
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Stanford Sentiment Treebank, which is a movie review database with human annotations of their

sentiment. More recently, a BERT algorithm has been found to outperforms the lexicon-based

methods (Kotelnikova et al., 2021). Because of the outstanding performance of BERT, a version

of this algorithm will be used to accurately understand the meaning of words and their context

and so predict their sentiment. To understand how BERT works I will first explain how the

predecessors of BERT worked as BERT ‘builds on top of a number of clever ideas that have been

bubbling up in the NLP community’ Alammar (2022). Therefore, I will first explain what a word-

embedding is, after which the original BERT algorithm will be explained. Lastly, I will introduce

the distilled version of BERT, DistilBERT, which will be used to do the eventual sentiment analysis.

4.1.1 Word-embedding

A machine learning model cannot process words in their alphabetic shape. To process these words

the model needs some form of numeric representation. To enable machine learning models to

process words, word-embedding’s have been invented. A word-embedding is thus a numerical

representation of a word. The numerical representation for the word ‘stick’ for example is shown in

Figure 4.1. The vector for stick consist out of 200 numbers, as represented by GloVe a pre-trained

word embedding package.

Figure 4.1: Representation of the word embedding of the word Stick by GloVe

The vectorisation of words also enables us to perform mathematical equations on it. One example

of this is: King – man + woman = Queen. However, a shortcoming of this approach is that a

word can have different meanings depending on its context. Taking the example of ’stick’ once

more, it becomes obvious that “to ‘stick’ with someone” or “throwing a ‘stick’” represent two

very different meanings of the word ‘stick’. In order to overcome this shortcoming researchers

have advanced to more complex text analytics models. One of which is BERT.

4.1.2 Who is BERT?

According to creators, BERT is “designed to pre-train deep bidirectional representations from

unlabeled text by jointly conditioning on both left and right context in all layers” (Devlin et al.,

2018, p. 1). The algorithm is pre-trained on two unsupervised tasks namely, masked language

modeling and next sentence prediction which I will elaborate on shortly. Because of the fact that

BERT allows a document to simultaneously belong to multiple classes it is an advanced as well
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as a more realistic language processing technique (Alaparthi and Mishra, 2021). Since BERT is

a state-of-the-art language processing algorithm that has achieved exceptional results in eleven

natural language understanding tasks (Devlin et al., 2018), this is considered to be an appropriate

method to analyze the text of both the listing and the host. The superiority of BERT becomes

once again evident by the sheer fact that Google announced that it has been using BERT for all

of its English queries since 2020 (Raghaven, min. 7:57).

4.1.3 How does BERT work

To understand how BERT works it is necessary to understand a crucial element of BERT namely,

the encoder. The encoder takes the text description of the listing or host as an input and

simultaneously creates word-embeddings for each word. These word-embeddings are just as

shown earlier a vector of numbers only, in this case the word surroundings are taken into account.

Therefore, each word has a different word-embedding depending on its context however, similar

words have closer numbers in their vector than non-similar words. By taking the context of each

word into account the encoder learns the meaning of words and its context. The left part of

Figure 4.2 schematically illustrates what such an encoder looks like. The encoder first compares

the encoding of one word to the encoding of other words in the multi-headed-attention layer.

During this process, it controls whether a word encoding can be improved in order to better

understand the context of a word, and so the entire sentence. Secondly the feed-forward layer

contains all the weights which are trained during training process.

Figure 4.2: Schematic representation of one Encoder (left) and a stack of Encoders (right)

which are used within the BERT model (Evtimov et al., 2020)

If we pile several of these encoders up we get the Bidirectional Encoder Representation from

Transformers or BERT, as seen on the right of Figure 4.2. In other words, Bert uses the encoder’s
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linguistic understanding to be able to conduct things like sentiment analysis, text summarizing

and question answering. For BERT to gain any knowledge of language, however, the model must

first be trained on large amounts of data. It is only after BERT has a knowledge of the language

that the model can be fine-tuned to learn a specific task.

4.1.4 Training BERT

BERT learns what is language by training on two unsupervised tasks simultaneously. These are

Masked Language Model (MLM) and Next Sentence Prediction (NSP). For MLM BERT takes

in a sentence and ‘masks’ 15% of the words. Masking means that the words are hidden for the

model. The goal from MLM is to train BERT to output the masked words. This helps BERT to

get a bidirectional understanding of the words within a sentence. MLM is comparable with ‘fill in

the blanks’ where one makes use of the words that come before as well as after the blank. In

addition, BERT check whether two sentences are likely to follow each other. This helps BERT

to understand context across sentences themselves. A visual representation of this process from

Devlin et al. (2018) is shown in Figure 4.3.

Figure 4.3: Visual representation of training the BERT model (Devlin et al., 2018)

In Figure 4.3, Token 1 to Token N represent the tokenized words from the input sentence. Word

tokens can be used to split words into multiple pieces, and so, reducing the vocabulary size for

covering every word (Wu et al., 2019). For example, the word ‘sleeping’ is tokenized into ‘sleep’

and ‘##ing’. This approach helps to break many unknown words into some known words. After
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the tokenization of words model attempts to predict the original value of the masked words, based

on the context provided by the other, non-masked, words in the sequence. Within the stack of

BERT encoders (the blue area) the words are first transformed into word-embeddings and come

out as output tokens for the masked language model problem. C is a classifier which will be used

classify the sentiment of both the host and listing description.

4.1.5 Softmax

The final step in the BERT algorithm is the Softmax function. Softmax is a function that is able to

transform a vector of values to a value between 0 and 1. Due to this function the vectors can now

be interpreted as probabilities. In the case of BERT, the Softmax function transforms the classifier

vector output into a probability using the following equation where Zi represents the input vectors.

σ(z⃗)i =
ezi∑K
j=1 e

zj
(4.1)

Doing so the Softmax function enables the BERT algorithm to give a probability for a possible

outcome to happen. In the case of this research BERT gives a probability for the text having a

positive or a negative sentiment.

4.1.6 DistilBERT

Recently researchers have created a new version of BERT. This version DistilBERT is a distilled

version of the original BERT. This version reduced the size of the BERT model by 40% while

retaining 97% of it language understanding and being 60% faster (Sanh et al., 2019). To create

this distilled version of BERT, DistilBERT’ creators disregarded the segment-embedding token

and reduced the number of encoders by a factor of 2. DistilBERT has been proven to be great

at extracting the sentiment from sentences (Büyüköz et al., 2020). This model will be used to

extract the sentiment from the hosts self-description and listing description. By utilizing the, by

Wolf et al. (2019), pre-trained DistilBERT algorithm, the probability of a sentence being negative

or positive, are calculated.

By running the pre-trained DistilBERT algorithm on the description of both that of the host

and of the listing, this study obtains information about the probability of these being positive or

negative. This research chooses to separately analyze the sentiment of the host’ self-description

and listing’ description since the information is found on two distinct locations. DistilBERT

assigns a value between 0 and 1 to the description which indicates the sentiment. Negative

sentiment contains a value between -1 and 0 and positive sentiment between 0 and 1. Adding these

two variables together results in the total negative or positive sentiment of the given description.
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Consequently, the final variable has a value between -1 and 1 where -1 stands for a negative

sentiment and 1 represents positive sentiment.

4.2 Extracting variables from host-profile picture

The data from InsideAirbnb (2022) data set contains a lot of information, one of which is a link to

the profile picture of the host. As mentioned earlier the host profile picture is found to influence

the perceived trust (Ert et al., 2016, Broeder and Crijns, 2019) and booking demand (Fagerstrøm

et al., 2017). Since the data set only contains a link to the profile picture this research utilizes

the services of Face ++ to extract characteristics of the hosts’ profile-pictures. Face ++ is a face

detection software that uses deep-learning models to extract face characteristics (Fan et al., 2014).

Face ++ is considered to be one of the best face detection softwares and has been extensively used

in academic research (Edelman et al., 2017, Jung and Lee, 2017, Deng and Ravichandran, 2020,

e.g.). Research has used this service to, among others, detect the gender, race, age, expression

and emotion of a face.

So, Face ++ uses deep learning models to analyze the faces. Deep learning models are composed

of numerous processing layers that get an understanding of the data with multiple levels of

abstraction (LeCun et al., 2015). In their often-cited paper LeCun et al. (2015) explain that

‘[t]hese methods have dramatically improved the state-of-the-art in speech recognition, visual

object recognition, object detection and many other domains’(p. 436). Deep learning algorithms

mirror the way the brain processes information and comparably performs better the more often

it has had to tackle a task. Consequently, a limitation of deep learning models is getting a large

number of training data (Zhao, 2017). This in turn is one of the reasons for this research to turn

to the service of Face ++.

Face ++, part of parent company MEGVII, utilizes it personally developed MegEngine algorithm

to analyze and detect faces (MEGVII, 2022a). Such algorithms typically start by identifying the

eyes as these are the easiest feature to detect. From this reference point the algorithm finds the

alignment of a face in a photo. In addition to finding the faces, this software is trained with large

amounts of data to recognize emotion, gender and age. According to Face ++, the algorithm can

determine with 99% certainty the age (with a std. of 5 years) and gender (MEGVII, 2022b).

To utilize this service this research provides the host-profile URL to Face ++’s trained MegEngine

algorithm which extracts the features from the profile pictures. As a deep learning models

generally provides better results considering the amount of data it has been trained on, this

research uses this service instead of building a model from scratch. Face++’s face detection

software provides information about the amount of faces in the pictures. In addition, it provides,
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for each face, information about the emotion, age and gender. Face ++ returns a value between 0

and 100 for the estimated emotion. An example of a host’ profile picture and Face++ estimation

is given in Appendix D.

In addition, Face ++ returns the age, between 0 and 100, and whether the face belongs to

a male or female. However, some pictures contain multiple faces, e.g., family picture with 5

or 6 faces. Consequently the Face ++ returns a list of characteristics for each face. After a

visual inspection of the host’ profile pictures the average age of all faces proved to match that

of the host. This is because, despite Face++ their accuracy claims, the algorithm does not

perform well with recognizing the age of younger people. The age of the parents is neverthe-

less estimated reasonably accurate. Therefore, taking the average age of the faces within the

picture is considered to be a great approximation of the average age of the hosts. Appendix

E contains two examples where there are multiple faces within the picture and how Face ++

categorizes them. Since only a fraction of the data picture consists out of more than two faces –

1.95% – the average age of the picture is considered to be a good indicator for these family pictures.

In line with research from Deng and Ravichandran (2020) this research categorizes the seven

possible emotions into three categories. The dominant emotion is kept while the other two options

are set to zero. Positive facial expression is kept when the average of happiness and surprise are

highest among all expressions. Neutral is kept when neutral is highest among all others. Lastly,

negative emotion is kept when the average of anger, disgust fear and sadness scored the highest

among all facial expressions. In the example of Appendix D, the dominant emotion is happiness.

The host’ emotion is therefore coded positive with value 95.544.

4.3 Extracting variables form listing-profile picture

In addition, the InsideAirbnb (2022) data set also contains the an URL of the listings main-image.

As mentioned in the literature review the quality of the listings image is found to influence the

performance of that listing. Higher quality images result in higher listing performance (Pan and

Zhang, 2016, Zhang et al., 2019, 2021). Airbnb also recognizes the importance of picture quality

by encouraging their host to implement brightness and contrast in their pictures (Airbnb, 2022d)

as well as having a focused photo (Airbnb, 2022e).

Brightness, contrast and focus are important attributes for determining an image quality (Ouni

et al., 2011). By utilizing the software of SightEngine this research is able to extract this informa-

tion from the listing’ main-image. SightEngine utilizes deep convolutional neural networks to

analyze the quality features of a given image (SightEngine, 2022).

A Convolutional Neural Network (CNN), is a type of neural networks that is specialized in
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processing data that has a grid-like topology, such as an image (Mishra, 2020). A digital image is

a collection of zero’s and one’s that contain the values for a pixel’s color and brightness. Similar

to how neurons in a human brain respond to visual stimuli the neurons from a CNN also respond

to specific fields of a picture. Doing so, CNN is able to distinguish simple things such as lines

and curves but also more complex patterns such as faces. SightEngine’s CNN utilizes ‘billions of

neurons [that] are arranged into successive layers’ (SightEngine, 2022).

SightEngine returns a value between 0 and 1 for each image quality category. For sharpness, a

higher value indicates a sharper picture whereas zero denotes a blurry picture. For brightness, a

0 indicates a dark picture and a 1 a very bright picture. For contrast a 0 means low contrast and

a 1 high contrast. The examples that SightEngine gives are illustrated in Appendix C.

4.4 Summary

By now the dataset has been enriched with new variables with the help from machine learning

techniques. Therefore, this is an ideal moment to pause and review what has happened. First

the new variables will be summarized shortly after which an overview of all the variables will be

given.

As just discussed, I used text mining (DistiBert) to create two variables: (1) host self-description

sentiment: The extent to which the text the host uses to describe herself has a negative or positive

sentiment, and (2) listing description sentiment: The extent to which the text the host uses to

describe her property has a negative or positive sentiment. These values range from -1 to +1

where -1 represents negative sentiment and 1 represents positive sentiment. Since Airbnb hosts

naturally want to portrait their listing in a positive light, it comes as no surprise that many

hosts use positive sentiment in both their own and listing’ description.However, this text mining

analysis ensures that I can capture the extent in which they do so.

In addition, I used the services of Face ++ and SightEnginge to create variables new variables for

the host profile picture and the listing main-image, respectively. From the host’ profile picture I

created a variable containing (1) the estimated average age of the face(s) in the picture, (2) the

gender of the faces and (3) what kind of emotion these faces show. Emotion consists of seven

categories namely; happiness, neutral, surprise, sadness, disgust, fear, and anger, which add up

to 100. Here a 0 represents nothing of that particular emotion and 100 represents only that

emotion. The emotions have been categorized following Deng and Ravichandran (2020) namely,

positive facial expression is kept when the average of happiness and surprise are highest among all

expressions. Neutral is kept when neutral is highest among all others. Lastly, negative emotion

is kept when the average of anger, disgust fear and sadness scored the highest among all facial

expressions.
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Additionally, three variables are created to embody the listing’ main-image quality namely, (1)

the sharpness, (2) the brightness and (3) the contrast of the photo. These variables range from 0

to 1 where a 1 represents sharp, bright and high contrast photos and a 0 blurry, dark and low

contrast photos (see Brightness for examples).

The variables already present within the InsideAirbnb.com dataset together with the just described

extracted variables are merged together in one data frame. A summary of these variables and

their corresponding scales are provided in Table 4.1
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Variable Type of variable Description Role in the study

Id Numeric Airbnb’s unique identifier for the listing Observarion identifier

#Occupancy rate Numeric Calculated performance measure using the formula as explained in section Booking performance measure

Lancasterian perspective

Price Numeric Daily price in euro’s Investigating listing’ characteristics

Accommodates Numeric The maximum capacity of the listing Investigating listing’ characteristics

Bedroom amenities Numeric The number of bedroom amenities a listing as described in appendix Investigating listing’ characteristics

Additional amenities Numeric The number of additional amenities a listing as described in appendix Investigating listing’ characteristics

Family amenities Numeric The number of family amenities a listing as described in appendix Investigating listing’ characteristics

Safety amenities Numeric The number of safety amenities a listing as described in appendix Investigating listing’ characteristics

Top amenities Numeric The number of top amenities a listing as described in appendix Investigating listing’ characteristics

Host identity verified Binary Binary indicator whether the host is verfified, a 1 being yes Investigating listing’ characteristics

Nr. of verifications Numeric The number of verification a host has, i.e., email, phone, government id, facebook etc. Investigating listing’ characteristics

Bathrooms Numeric The number of bathroom the listing has Investigating listing’ characteristics

Host is Superhost Binary Binary indicator whether the host is a superhost, a 1 being yes Investigating listing’ characteristics

License Binary Binary indicator whether the host has a licens which are mandetory in Amsterdam, a 1 being yes Investigating listing’ characteristics

Room type Categorical All homes are grouped into the following three room types i.e., private room, hotel room, entire home / appartment Investigating listing’ characteristics

Neighbourhood Categorical The neighbourhood as geocoded using the latitude and longitude against neighborhoods as defined by open or public digital shapefiles. Investigating listing’ characteristics

Social learning perspective

Number of reviews Numeric The total number of reviews a listing has accumulated since it is available on Airbnb Investigating listing’ social factors

Rating score Numeric The average rating scores guests have left by their reviews, a 0 being bad and a 5 good Investigating listing’ social factors

Presentation perspective

Host has description Binary Binary indicator whether the host has written a self-description on their personal profile Investigating listing’ presentation factors

Sentiment host Numeric The sentiment expressed in the host’ self-description, -1 being negative 1 being positive Sentiment of host self-description

Sentiment description Numeric The sentiment expressed in the listing description, -1 being negative 1 being positive Sentiment of listing description

Happy Numeric The amount of positive facial expression shown on the host’ profile picture, 0 being none and 100 only happiness Host profile picture

Neutral Numeric The amount of neutral facial expression shown on the host’ profile picture, 0 being none and 100 only neutral Host profile picture

Negative Numeric The amount of negative facial expression shown on the host’ profile picture, 0 being none and 100 only negative Host profile picture

Average age Numeric The average estimated age of the host’ profile picture face(s). Host profile picture

Count male Numeric The number of male faces in the host’ profile picture Host profile picture

Count female Numeric The number of female faces in the host’ profile picture Host profile picture

Sharpness Numeric The sharpness of the picture, a 0 being blurry and a 1 being sharp Listing’ image quality

Brightness Numeric The brightness of the picture, a 0 being dark and a 1 being bright Listing’ image quality

Contrast Numeric The contrast in the picture, a 0 being none and a 1 being a lot of contrast Listing’ image quality

Table 4.1: Table summary of variables in data set
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Chapter 5

Data Analysis Methodology

This chapter will explain the models which are used to investigate the hypothesized relationships

between the three perspectives and the occupancy rate. Since the objective of this research is to

find the relationships between the occupancy rate and the various perspectives the primary model

is a linear regression model. Linear regression is a very interpretable analysis and provides primary

knowledge of the relation between the variables. The overall performance of the linear models

will be evaluated by using the AIC and BIC criteria. These will be explained in more depth

shortly. The second section of this chapter, describes the conditional inference tree and random

forest models. These tree-based models are estimated to investigate the non-linear relationships.

Lastly, a performance metrics for the comparing the models will be introduced as well as how the

random forest model will be interpreted.

5.1 Linear Regression

To establish the relationships between the three perspectives and the occupancy rate this research

has estimated four different linear models. In general, linear regression finds the best fit of

the model by minimizing the sum of squared errors. The linear regression model provides a

baseline to which the advanced models can be compared. First a linear model containing only

the Lancasterian perspective variables will be conducted, as shown in equation 5.1

occupancy ratei =β0 + β1pricei + β2accommodatesi + β3bedroom.amenitiesi+

β4additional.amenitiesi + β5family.amenitiesi + β6top.amenitiesi+

β7safety.amenitiesi + β8nr.verificationsi + β9bathroomsi+

β10superhosti + εi

(5.1)

Secondly a model containing both the Lancasterian and Social learning perspective will be

estimated, as illustrated in equation 5.2.
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occupancy ratei =β0 + β1pricei + β2accommodatesi + β3bedroom.amenitiesi+

β4additional.amenitiesi + β5family.amenitiesi + β6top.amenitiesi+

β7safety.amenitiesi + β8nr.verificationsi + β9bathroomsi + β10superhosti+

β11number.of.reviewsi + β12rating.scoresi + εi
(5.2)

And thirdly, a model with both the Lancasterian and Presentation perspective will be estimated,

as shown in equation 5.3.

occupancy ratei =β0 + β1pricei,t + β2accommodates+ β3bedroom.amenities+

β4additional.amenities+ β5family.amenities+ β6top.amenities+

β7nr.amenities+ β8nr.verifications+ β9bathrooms+ β10superhost+

β11host.has.descr + β12sentiment.host+ β13sentiment.description+

β14neighbourhood.cleansed+ β15postive+ β16negative+

β17sharpness+ β18brightness+ β19average.age+

β20male+ β21female+ εi
(5.3)

Lastly, the fourth model is estimated by the formula given in equation 5.4.

occupancy ratei =β0 + β1pricei + β2accommodatesi + β3bedroom.amenitiesi+

β4additional.amenitiesi + β5family.amenitiesi + β6top.amenitiesi+

β7safety.amenitiesi + β8nr.verificationsi + β9bathroomsi + β10superhosti+

β11number.of.reviewsi + β12rating.scoresi+

β13host.has.descri + β14sentiment.hosti + β15sentiment.descriptioni+

β16neighbourhood.cleansedi + β17postivei + β18negativei+

β19sharpnessi + β20brightnessi + β21average.agei+

β22malei + β23femalei + εi
(5.4)

5.1.1 AIC and BIC

In order to evaluate the linear models the Akaike Information Criterion (AIC) and, Bayesian

Information Criterion(BIC) will be used to compare the models. Both the AIC (Akaike, 2011)

and BIC (Schwarz, 1978) are a measure of goodness of fit which can be used to evaluate linear

models. In contrast to the AIC, BIC penalizes stronger for model complexity. In other words,

AIC generally allows for more complex models than the BIC. It is therefore considered reasonable
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to use both information criteria to give a balanced overview. For both the AIC and BIC measure

a lower value is considered to be better. More specifically, a value that is two points lower is

considered to be significantly better for the AIC (Wilcox et al., 2016) and more than ten for

the BIC (Lorah and Womack, 2019). Both the AIC and BIC use the log-likelihood estimate to

determine the eventual information criteria. The formula for calculating the AIC is given by

equation 5.5.

AIC = 2K − 2 ln(L) (5.5)

Where K is the number of independent variables used, L is the log-likelihood estimate. Similarly,

the formula for BIC is shown in equation 5.6.

BIC = K ln(n)− 2 ln(L) (5.6)

Where K is the number of parameters, n the number of data points and, L the likelihood estimate.

The difference between the AIC and BIC criteria is the penalty term. AIC penalizes the number

of parameters by 2 K whereas BIC penalizes by K ∗ ln(n). This penalty term is dependent on

the number of independent variables. Since a lower AIC and BIC score are preferred the penalty

terms discourage overfitting by penalizing the number of variables.

5.2 Tree based models

In order to further investigate the non-linear relations I will use a conditional inference tree and

random forest model, to get a better understanding of the relation between the three perspectives

and the performance measure. Both the conditional inference tree and the random forest model are

non-parametric methods which allow this study to investigate the non-linear effects. Hence, these

models are able to improve our understanding of the relationship between the three perspectives

and listing performance. Before I explain how the conditional inference tree and random forest

will be used it is convenient to have an underlying understanding of what a regression tree analysis

is. This is because the regression tree is the foundation of both the conditional inference tree and

the random forest model.

5.2.1 Regression Tree

A regression tree attempts to create the best splits to predict a specific outcome. In the case of

Airbnb when predicting the occupancy rate of a listing the tree might use the price variable for

the first split. This split is based upon the residuals sum of squared (RSS) which is shown in

equation 5.7.

RSS =

n∑
i=1

(
yi − f (xi)

)2
(5.7)
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Here yi is the real value of y and f (xi) is the predicted value of y. The algorithm searches, taken

price as example, to the price where the RSS is the lowest. Splitting the data at this price point,

in the soon introduced model e103.-, results in the best prediction of occupancy rate based on

a higher or lower price than e103.- . The regression tree does this for all variables within the

dataset and selects the best variable with corresponding split value which generates the lowest RSS.

This iterative process is called recursive binary splitting. The regression tree is built from the

top-down, meaning that first of all the top node is made and only afterwards the node below.

Doing so, the regression tree progressively divides the data into various predicting branches where

each split result into new branches. Even though the regression tree is build top-down, the best

split calculated at the top does not necessary guarantee a better tree at the end. Calculating the

optimal split locally, at each node, is what is known as the greedy approach. The greedy approach

has two fundamental problems 1) over-fitting and 2) variable selection issues (Hothorn et al.,

2006). As the regression tree optimizes the split at each node, it tends to be biased to variables

which can be separated many times, such as price or number of reviews. This selection bias is a

problem for the models interpretability since, the interpretability of these trees is ’affected by the

biased variable selection’ (Hothorn et al., 2006, p. 652). Since the InsideAirbnb data set contains

a lot of numeric variables resulting in many split points this is a point of concern. To avoid this,

the following method is be used.

5.2.2 Conditional Inference Tree

The Conditional Inference tree (C.I.T.) overcomes the shortcomings of the regression tree by

selecting variables based on a significance test, rather than selecting the variable that minimizes

the RSS. The C.I.T. is therefore unaffected by over-fitting, unbiased towards numeric variables

and additionally becomes very interpretable (Hothorn et al., 2006, Strobl et al., 2007). In order

to do so, the C.I.T. recursively partitions the data by the variable, X, that is able to split the

data the best so that the occupancy rate, Y , is significantly different after the split. The C.I.T.

only does this if the global null hypothesis of independence among the independent variables and

a listing’ performance is rejected. By means of equation 5.8 the C.I.T finds the variable with the

strongest association with a listing’ performance rate.

TA
j∗ (Ln,w) = vec

(
n∑

i=1

wiI (Xj∗i ∈ A)h (Yi, (Y1, . . . ,Yn))
⊤

)
∈ Rq (5.8)

Once the C.I.T has found a variable X to split it uses equation 5.9 to find the optimal split.

As mentioned earlier the C.I.T. recursively partitions the data by the variable, X, in subsets A.

Using equation 5.10 the optimal split is found.
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TA
j∗ (Ln,w) = vec

(
n∑

i=1

wiI (Xj·i ∈ A)h (Yi, (Y1, . . . ,Yn))
⊤

)
∈ Rq (5.9)

A∗ = argmax
A

c
(
tAj∗ , µ

A
j∗ ,Σ

A
j∗
)

(5.10)

Stated more simply, the C.I.T. follows three steps. First the C.I.T exhaustively searches all

possible splits for all independent variables that reject the H0 of independence between the X and

Y variables. Secondly, the variable with the best split is taken. Lastly, the algorithm continues

to repeats this process until the H0 cannot be rejected anymore.

Doing so, the algorithm reduces the potential bias, prevents overfitting, and solves variable

selection problems. A drawback of this approach is however, that it does not enhance predictive

performance. There is nevertheless, a general consensus the results are highly interpretable

(Schivinski, 2021). Another drawback is that the algorithm does not work well with high-

categorical variables and missing values within the dataset. Fortunately, this is not the case for

the Inside Airbnb dataset.

5.2.3 Random Forest Regression

As interpretable as the conditional inference tree may be a disadvantage is that is prone to having

a high variance. The random forest regression – a machine learning method that introduced by

Breiman (2001) – overcomes this flaw. By combining multiple – in paragraph 5.2.1 explained –

low bias, high variance regression trees, random forest ensures a lower variance (Hastie et al.,

2009). The combination of trees that makes up the random forest is defined by the following

equation:

f̂B
rf (x) =

1

B

B∑
b=1

Tb(x) (5.11)

Here Tb(x) refers to a vector of regression trees. B stands for the total number of trees and b

represents an individual tree. This technique is also known bootstrap aggregating, or bagging,

where the algorithm draws random samples - bootstraps - from the original dataset to compute

the various decision trees. Hence, the name random forest.

By averaging the predictions of all the estimated trees, random forest balances the over estimating

trees with the underestimating trees which leads to a more accurate prediction (Hastie et al.,

2009). There is however a difference between bagging and the random forest algorithm. Bagging

uses a greedy approach where the algorithm is able to use all variables to find the optimal split.

This is problematic as this makes the algorithm prone to bias towards strong predictors. In order

to overcome this, the random forest algorithm is only able to use a subset of variables to calculate

the optimal split-point. Doing so, the predictions of the estimated trees de-correlate which reduces

the variance. Furthermore, this also prevents the algorithm of over-focusing on variables that
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have strong predictive power. This is especially convenient for this study as variables such as

’number of reviews’ and ’number of amenities’ are, as discussed earlier, been found to be strong

predictors with many split-points.

5.2.4 Root Mean Squared Error

In order to obtain the predictive performances of the models the root means squared error

(RMSE) will be used. Since the goal of this research is not to build a predictive model but rather

explain the underlying mechanisms the RMSE does not have to be optimized. It is however a

good indication of how well the models predict new data and therefore how well the estimated

relations hold for new cases. The RMSE provides information the average distance between the

predicted listing performance and the actual listing performance in the dataset. A lower RMSE

thus indicates that the model has a better fit to the data. In order to calculate the RMSE the

data will be divided into a train and test set. The models will be trained on the train dataset and

predicted on the test set. The train data consist out of 80% of the data and the test set contain

20% of the data resulting in an 80/20 split. The RMSE can be calculated using the following

equation.

RMSE =

√
Σ (Pi −Oi)

2
/n (5.12)

Here Pi is the models predicted value of listing i, Oi is the real value from listing i and n is the

sample size of the test data.

5.3 SHAP

To understand the output of the black box method random-forest this research utilizes SHAP

values (Shapley, 1952). SHAP stands for SHapley Additive exPlanations and is a tool to understand

specific predictions of a model. If we only consider the models prediction capability it is not clear

why this prediction is made. Since this research is interested in the specific relations between

the dependent and independent variables investigating why the model predicts certain listing

performances is important. SHAP explains what happen within the algorithm by calculating the

local additive feature importance. This means that the algorithm explains one specific instance

at the time. It does so by using the following equation.

φi(v) =
∑

S⊆N(t)

|S|!(N − |S| − 1)!

N !
(v(S ∪ {i})− v(S)) (5.13)

Here N are the number of features and S is a subset of these features. Furthermore, the marginal

contribution of feature i, in subset S is calculated by (v( S∪ {̂i})− v( S)). The eventual contribu-

tion of each feature is determined by taking the average contribution from all permutations.
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Since SHAP calculates the contribution of each feature for random subsets it could be that in

predicting a certain observation the algorithm encounters a missing value. SHAP deals with this

missing value by going both ways at the node with the missing value and recursively average the

results. Furthermore, SHAP has found to have difficulties with highly correlated variables. If this

is the case SHAP allocates all feature contribution to one variable. In this research, the SHAP

algorithm will be used to calculate both the exact local and general additive attributions values

from the Random Forest model. By means of the SHAP Python package (Lundberg and Lee,

2017) the SHAP values are calculated.
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Chapter 6

Results

In this chapter the results of the regression models, conditional inference tree and random forest

are presented. The first section assesses whether there are linear relationships between the

independent and dependent variables. Doing so, this section forms the base-line to which the

more advanced models can be compared. In the second section of this chapter, the non-linear

relationships are investigated by means of the tree-based models. A more general and contextual

interpretation of the results will be provided within the conclusion section.
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Table 6.1: Descriptive Statistics

Descriptive Statistics

Independent variable Mean (SD) Median Min Max

Occupancy rate 0.279 0.304 0.136 0 1.0

Lancasterian perspective

Price 158 109 130 22 1490

Accommodates 3.00 1.63 2.00 1 16

Bedroom amenities 1.11 0.971 1.00 0 3

Additional amenities 4.18 1.58 5.00 0 7

Family amenities 1.99 0.919 2.00 0 5

Safety amenities 2.34 1.09 2.00 0 4

Top amenities 3.35 1.11 4.00 0 6

Nr. verification’s 5.78 2.10 6.00 1 11

Nr. of bathrooms 1.12 0.403 1.00 0 5

Host is a superhost 0.432 0.496 0 0 1

Host ID verified 0.821 0.383 1.00 0 1

License 0.643 0.479 1.00 0 1

Social Learning perspective

Number of Reviews 84.4 107 43.0 1 825

Rating scores 4.81 0.251 4.87 1.00 5.0

Presentation perspective

Host has description 0.706 0.456 1.00 0 1

Sentiment descr. host 0.521 0.573 0.984 -1.00 1.00

Sentiment descr. listing 0.767 0.609 0.998 -1.00 1.00

Positive 67.9 41.8 95.5 0 100

Neutral 14.7 32.6 0 0 100

Negative 6.24 21.9 0 0 99.99

Sharpness 0.963 0.0597 0.980 0.370 0.99

Brightness 0.552 0.158 0.560 0.0100 0.99

Average age 44.4 12.8 44.3 14.0 88

Count Male 0.615 0.548 1.00 0 3

Female 0.639 0.622 1.00 0 4

Categorical variables - Lancasterian perspective

Room type Hotel room Entire home apt Private room

29 (2.0%) 765 (53.8%) 627 (44.1%)

Neighborhood Other Centrum Oost Bos en Lommer De Pijp Rivierenbuurt

38 (2.7%) 173 (12.2%) 39 (2.7%) 129 (9.1%)

Noord Oost Centrum West Watergraafsmeer Oostelijk Havengebied Indische Buurt

37 (2.6%) 293 (20.6%) 31 (2.2%) 50 (3.5%)

Slotervaart Oud Noord Baarsjes Oud West Gaasperdam Driemond

19 (1.3%) 61 (4.3%) 175 (12.3%) 17 (1.2%)

Zuid Noord West Westerpark De Aker Nieuw Sloten

88 (6.2%) 41 (2.9%) 80 (5.6%) 14 (1.0%)

Oud Oost IJburg Zeeburgereiland Geuzenveld Slotermeer

71 (5.0%) 43 (3.0%) 22 (1.5%)
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6.1 Descriptive statistics

Table 6.1 gives an overview of the descriptive statistics of the variables used. The variables are

summarized by the three perspective. Table 6.1 shows that the average occupancy rate is 27,9%

which translates into 55 days per two hundred days on average. The median however is 13.6%

which translates into 27 days. Considering that the regulations in Amsterdam only allow a listing

to be rented thirty nights per year the occupancy rate can be considered as relatively high. From

Table 6.1 it is also evident that the distribution of the ratings is consistent with what was brought

up in the literature review namely, the majority of the ratings are positive (Ke, 2017, Cheng and

Jin, 2019).
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6.2 Check Linear Regression assumptions

Figure 6.1: Pearson’s correlation matrix

First of all, this research controls for the correlation between variables. This is important since

multicollinearity reduces the precision of the estimated coefficients, which weakens the statistical

power of the models (Frost, 2017). In order to do so both the correlation between variables as

well as Variance Inflation Factor have been investigated. The correlation plot in Figure 6.1 shows

the visualized Pearson correlation coefficients which calculated the correlation for each pairwise

relationship (Lantz, 2013). The size and color of the dot represent the amount of correlation

there is between two variables. Since the variables are perfectly correlated with themselves

the correlation on the diagonal are one. From this correlation plot it becomes apparent the
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emotions positive and neutral are negatively correlated (-0.72) as well as positive and negative

(-0.42). Additionally, the number of guests a listing accommodates correlates with the number of

bedrooms (0.796) and beds (0.853). Lastly, the number of total amenities correlates with the

number of bedroom (0.603), additional (0.634), family (0.590), top (0.421), and safety (0.334)

amenities.

In order to detect whether there is multicollinearity between variables the Variance Inflation

Factor (VIF) is used. For all four models, some of the squares of the generalized VIFs are larger

than 4. More specifically the VIF’s are higher than four for the number of amenities, host’

emotions and number of beds, bedrooms and the amount of guests the listing accommodates.

This implies that there is strong multicollinearity between these variables which in turns means

that some of these variables have to be removed. The high amount of correlation also became

apparent from Pearson’s correlation matrix.

To prevent multicollinearity issues to affect this research results this study chooses to exclude

the number of amenities of the analysis since it is heavily correlated with the other amenities

categories. Consequently, only the amenity categories are used in the analysis. Additionally, the

number of beds and bedrooms are excluded as the number of people a listing accommodates can

be expected to include this information. Lastly, the neutral facial expression is excluded from the

analysis.

In addition, to determine whether the linear relationship assumptions hold the residuals were

plotted against the fitted values. A horizontal line, without distinct patterns is an indication for

a linear relationship, what is good. However, the plots for the four fitted models in Appendix

M show that this does not hold for any of the models. As this remains the same after log

transforming the dependent variable this is considered as a limitation.

6.3 Results Linear Regression analysis

Table 6.2 shows the results of the linear regression models. The first model that was estimated

contains all the variables from the Lancasterian perspective. Since some of the Lancasterian

perspective variables can be seen as control variables the second model that is estimated consist

out of the Lancasterian and Social Learning perspective. Similarly, the third model consist out

of the Lancasterian and Presentation perspective. The fourth linear model is estimated using

all three perspectives. Because of compactness, the entire model including the 18 neighborhood

variables is shown in Appendix F.
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Table 6.2: Results from the Linear regression models

Linear regression models

Lancasterian Lanc.+Social Lanc.+Presentation Lanc.+Social+Pres.

Predictors Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error

(Intercept) 0.067 0.073 0.191 0.146 0.224 0.139 0.299 0.179

Lancasterian perspective

Price -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000

Accommodates 0.021 *** 0.006 0.014 ** 0.005 0.020 *** 0.006 0.014 ** 0.005

Bedroom amenities 0.021 ** 0.008 0.017 * 0.008 0.021 ** 0.008 0.018 * 0.008

Additional amenities 0.011 * 0.005 0.008 0.005 0.012 * 0.005 0.009 * 0.005

Family amenities 0.013 0.010 0.006 0.009 0.013 0.010 0.006 0.010

Safety amenities 0.027 *** 0.007 0.023 *** 0.007 0.028 *** 0.007 0.023 *** 0.007

Top amenities -0.044 *** 0.009 -0.030 *** 0.008 -0.045 *** 0.009 -0.031 *** 0.008

Nr. verification’s 0.005 0.004 -0.001 0.004 0.004 0.004 -0.002 0.004

Nr. bathrooms 0.028 0.019 0.038 * 0.018 0.027 0.019 0.037 * 0.018

Host is Superhost 0.055 *** 0.015 0.036 * 0.014 0.058 *** 0.015 0.042 ** 0.014

Identity verified 0.057 ** 0.021 0.056 ** 0.020 0.058 ** 0.022 0.057 ** 0.020

License 0.051 *** 0.015 0.038 ** 0.014 0.052 *** 0.015 0.038 ** 0.014

Entire home/apartment 0.094 0.052 0.076 0.048 0.071 0.053 0.056 0.050

Private room 0.130 * 0.051 0.074 0.048 0.105 * 0.053 0.052 0.050

Neighborhood For compactness, please find in Appendix F

Social learning perspective

Number of Reviews 0.001 *** 0.000 0.001 *** 0.000

Rating scores -0.030 0.027 -0.026 0.027

Presentation perspective

Host has description 0.008 0.021 -0.007 0.019

Sentiment descr. host -0.018 0.020 -0.024 0.018

Sentiment descr. listing 0.001 0.015 0.001 0.014

Positive -0.000 0.000 0.000 0.000

Negative -0.000 0.000 -0.000 0.000

Sharpness -0.122 0.115 -0.065 0.108

Brightness 0.053 0.044 0.068 0.041

Average age -0.001 * 0.001 -0.002 *** 0.001

Count male 0.021 0.016 0.016 0.015

Count female 0.006 0.014 0.001 0.013

Observations 1421 1421 1421 1421

R2 / R2 adjusted 0.319 / 0.303 0.399 / 0.384 0.325 / 0.304 0.409 / 0.390

AIC 169.992 -3.592 176.928 -8.121

BIC 348.801 185.736 408.329 233.798

* p<0.05 ** p<0.01 *** p<0.001
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6.3.1 Lancasterian perspective model

The first model that has been fitted only includes the variables from the Lancasterian perspective.

This model has been created in order to investigate hypothesis 1a – 1e. Model 1 shows that

first of all price has a negative relation with a listing’ occupancy rate. The significant coefficient

indicates that an increase of price by e1.- decreases the occupancy rate by 0.001, ceteris paribus.

This translates in a loss of 0.2 days per euro increase. In other words, the more expensive an

accommodation the lower the estimated performance, according to this model.

In addition, the number of guests a listing accommodates positively influences a listings per-

formance. If an accommodation is able to host one additional guest the listing’ occupancy

rate is expected to increase by 0.021, which translates into 4 days additionally booked, ceteris

paribus. Similarly, the number of bedroom amenities increases a listing’ performance by 0.021.

The Lancasterian model therewith shows that an increase of one bedroom amenity results into

an increase of 4 occupied days. Comparably but with a stronger effect the number of safety

amenities increase the occupancy rate by 0.027. This translates into an additional of 5 days the

accommodation is booked. The safety amenity effect remains positive and significant for all four

estimated models.

In contrast, the number of top amenities a listing contains negatively affects the occupancy rate.

The negative coefficient with a value of -0.044 can be interpreted as an increase of one top amenity

decreases the listings occupancy by 8 days. The negative effect of the top amenities is therewith

stronger than that of the other two significant categories.

Furthermore, the host’ characteristics are positively related to the occupancy rate. The strongest

effects in the Lancasterian model are found for these variables. If a host has a verified identity,

is a superhost and has a license this increases the occupancy rate with, 0.057, 0.055 and, 0.051

respectively, the remaining conditions kept the same. This translates in an occupancy gain of 10+

days when a host’ contains one of these binary characteristics.

Interestingly, the Lancasterian models exclusively finds the two neighborhoods within Amster-

dam’s city center i.e., Center-West and Centre-East, to have a positive coefficient. From these

two only Centre-West contains a significant relation based on a 99% confidence interval. That

the center neighborhoods are the only positive locations illustrates the importance of having a

listing near the city center. These listing’ are found to perform better than their more remote

counterparts.
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6.3.2 Lancasterian Social Learning perspective model

The second model that has been fitted includes both the variables from the Lancasterian perspec-

tive and the Social Learning perspective. This model has been created in order to investigate

hypothesis 2a and 2b. Based on the AIC and BIC criteria this model significantly improves on the

Lancasterian model. This second model thus contains a better fit to the model and so explains

the greatest amount of variation using the fewest possible independent variables.

Secondly, the previous effects of the Lancasterian perspective remain consistent for; the price,

how many guests the listings accommodate, if a host’s identity is verified and whether they got a

license and the number of safety- and top-amenities. From the Social Learning perspective only

the number of reviews are found to have a significant positive effect on the occupancy rate. The

results from this model imply that an increase of one review the occupancy rate for that listing

increases by 0.001, ceteris paribus. This translates to an increase of one review ensures that the

listing is booked for an additional 2 days.

Unlike the number of reviews the rating score has a negative coefficient. Even though this

coefficient is insignificant the linear model does not estimate a positive effect. This coefficient

remains negative and insignificant within the full model.

6.3.3 Lancasterian Presentation perspective model

The third model that has been fitted includes both the variables from the Lancasterian perspective

and the Presentation perspective. This model has been created in order to investigate hypothesis

3a – 3d. The third model does not significantly improve on the Lancasterian or Lancasterian +

Social Learning models according to the AIC and BIC criteria. Adding the Presentation variables

to model 1 does thus not result in a better fit.

Nevertheless, the effects of the Lancasterian perspective remain roughly the same. The only

difference with model 2 is that being a superhost is once again significant. Being a superhost

or having a verified license have the biggest effect on a listing’ performance according to this model.

From the Presentation perspective variables only the estimated average age has a moderately

significant effect based on a 95% confidence interval. The results of this third model indicate that

when age increases by 1 the occupancy rate diminishes by 0.001. This translates into a decrease

of 0.2 nights if the average estimated age of a host’ is estimated to be one year higher.

Because the characteristics of a host’ profile picture could only be determined if there was a

functioning URL, only listings that passed this criterion were included. As a robustness check
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these omitted observations have been included within the model once more while imputing them

with both a 0 (see Appendix J) and with the mean (see Appendix K). These models show

that the effect of average age remains robust with a significant coefficient of -0.002 in the full

model and becomes significant with a coefficient of -0.001 in the Presentation perspective model.

Additionally, the zero-imputed regression model (Appendix J) significantly improves upon the

Lancasterian model but, the Lancaster + Social Learning model remains superior.

6.3.4 Model containing all three perspective

The fourth model contains the variables from all three perspectives. This model found to be

best model based on the AIC but is not found to improve upon model 2 according to the BIC.

The information criteria thus both have a preference for a different model. The AIC prefers the

full model whereas the BIC prefers the model containing the Lancasterian + Social Learning

perspective variables. This is likely due to the fact that BIC penalizes more for model complexity.

The second model containing the Lancasterian + Social Learning perspective variables thus

contains the best-fit to the data and so explains the greatest amount of variation using the fewest

possible independent variables according to the BIC.

In contrast to model 3 the full model finds the average estimated age to significantly decrease a

listing’ performance. According to the fourth model if the average estimated age increases by

1 the occupancy rate decreases by 0.4 days. Furthermore, the effects of the Lancasterian and

Social Learning perspective remain constant. In contrast to model 1 only the number of bedroom

amenities does not remain significant. These results remain the same even after standardizing all

numeric variables for all models, see Appendix I

In order to further investigate the underlying linear relationships a step-wise AIC and BIC model

have been created which are shown in Appendix H. These step-wise models have been created

using both forward and backward selection. From these step-wise models, it becomes apparent

that from the Lancasterian perspective the price, number of safety and bedroom amenities, top

amenities (remains negative), being a superhost, having their identity verified and having a

license remains significant and are therefore considered to be important prediction features by

both selection criteria. In the case of the Social Learning perspective, the number of reviews

remains significant for both models while containing the same coefficient of -0.001. Similarly for

the Presentation perspective, the average age appears to be important for the goodness of fit

of the models. In addition, the AIC and BIC step-wise models also value the sentiment of the

host’ self-description which is negatively related to the occupancy rate. Encouraged by the earlier

found insufficiency of heteroscedasticity this research moves on to the tree-based models which

allow for possible nonlinear relationships.
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6.4 Conditional Inference Tree

The conditional inference tree (C.I.T.) model is created to investigate the effects between the three

perspectives and a listing’ performance. Since the C.I.T. does not make any assumptions about

the linearity of the relation it is able to make non-linear predictions about the data. By default,

the C.I.T. creates the nodes based on the condition that the p-value should be lower than 0.05. In

Figure 6.2 the results of the C.I.T. are shown. Each node represents a split based on the variable de-

scribed in the circle with its accompanying p-value. The branches of the node display the values on

which the split is based. It is noteworthy, that the C.I.T. contains variables from every perspective.

The C.I.T. in Figure 6.2 can be interpreted as follows: if the number of reviews is ≤ 74 and the

room type is a private the predicted occupancy rate is 0.287. If the room type however is an

Entire home / apartment or Hotel room and the host is a super host with 1 or less bedroom

amenities the expected occupancy rate is 0.162

Figure 6.2: Results from the Conditional Inference Tree plot

What is interesting to note is that the number of reviews is responsible for two large splits. Thus,

in accordance with the linear models, the number of reviews is also found to be an influential

variable by the conditional inference tree. If a listing has more than 395 reviews the models

expects this listing to have the highest expected occupancy rate.

50



Also, the total rating score is considered to contain predictive power for the occupancy rate where

a listing with a rating equal to or below 4.48 is expected to have a higher occupancy rate than a

listing with a rating above 4.48. Besides these Social Learning variable most of the remaining

variables belong to the Lancasterian perspective. The listing’ characteristics, i.e., room type,

number of bedroom and additional amenities, the neighborhood, and, price, are all found to

influence the occupancy rate.

Lastly, the neighborhood and amount of brightness in the listing’ main image are found to

influence the occupancy rate. If a listing has a review amount of 75-395 and a price of ≤ 103

and is situated Bos Lommer/ Centrum-Oost/ Centrum-West/ Baarsjes / Oud-West/ De Pijp /

Rivierenbuurt/ Geuzenveld/ Slotermeer / Oostelijk-Havengebied/ Indische-Buurt/ Oud-Noord/

Oud-Oost and the brightness is above 0.56 the expected occupancy rate is 0.738. It is important

to note here is that the split of the city’ neighborhoods is based on how centrally located these

neighborhoods are. In other words, more central locations are predicted to perform better by the

conditional inference tree. A visual presentation hereof can be found in Appendix L.

Since the conditional inference tree main node is the number of reviews this variable can be

considered as the most influential according to this model. The lower the variables are in the

three the lower their ability to split the data into significant subsets. It is important to note

however that only nine out of the potential twenty-seven independent variables are selected by

the model to create the tree. An overview of the C.I.T. split criteria and predicted occupancy

rates within the end nodes van be found in Appendix B.

6.5 Random Forest Regression

In addition to the linear models and conditional inference tree a random forest model is fitted.

The random forest model is created to be able to further investigate the relations between the

three perspectives and a listing’ performance. One of the benefits of fitting a random forest

model is that the model is not drawn to strong predictors and is capable of predicting non-linear

relationships. Since the random forest model does not provide coefficients like a linear model or

split points like the C.I.T. we have to resort to alternatives. One of these alternatives are the in

paragraph 5.3 explained SHAP values.
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Figure 6.3: SHAP values from the Random Forest model

Figure 6.3 shows a summary plot of the predicted SHAP values. The summary plot provides

information about many observations and separated for each feature. The color represents the

actual feature value, blue is a low value and red is a high value respective to that specific features

scale. Each dot is thus a predicted observation with its corresponding feature value. On the

X-axis Figure 6.3 shows the SHAP values which, in this case, is the impact on the occupancy rate.

Furthermore, the density of the dots represents the amount of observations with the corresponding

SHAP value. The features are ordered by their mean average SHAP value which means they are

arranged based on their average impact on listings performance. The features in Figure 6.3 all

have a mean average SHAP value of 0.01+.

6.5.1 Random Forest - Lancasterian perspective

Multiple of the Lancasterian perspective variables are included within the summary plot of the

Random Forest model. The price, location, number of amenities, room type and host characteris-

tics are found to influence a listings performance.
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First of all the price. As illustrated in Figure 6.3 price is found to have a negative relation with

a listings occupancy rate. If a listing has a lower price the Random Forest model predicts the

listing to have higher occupancy rates. However, a low price does not necessarily mean a higher

occupancy rate. As the distribution of the price illustrates there are a lot of medium priced

listings which are still found to have a negative impact on the occupancy. Nevertheless, there is a

clear negative relation between price and performance. This finding is in line with the both the

linear regression and conditional inference tree model.

Secondly, the binary indicator of being a superhost is found to have positive relation with the

occupancy rate. Figure 6.3 shows a clear distinction between being a super host (red) and not

(blue). Additionally, the number of a host’s verification’s has an effect on the occupancy rate.

For this host-characteristic variable however the relation is more ambiguous. This is likely do

to the interaction effect there exist between the number of reviews and the number of a host’s

verification’s (see Appendix N). There seems to be a negative relation between the performance

of listings with a medium to high number of reviews and the number of verification’s a host has.

Thirdly, the location of a listing is found to influence the amount of days a listing is occupied.

Listings that are located in Amsterdam’s city centre, both East and West, are predicted to have

higher occupancy rates. Especially those located on the West-side of the city centre are found to

boost a listings performance a lot. This result for the West-side of the city centre is found by all

three models and the East-side by both tree-models.

Furthermore, the number of top amenities is found to have a negative impact on a listings

performance. Listings which have less than average top amenities are found to have better

performances than those with average or more amenities. In contrast to the top amenities the

number of bedroom and additional amenities show to have a positive relation with a listings

performance. From these two the number of bedroom amenities has a stronger positive effect.

The number of additional amenities also has a positive effect but especially shows a stronger

negative impact. In both cases however, more of amenities of these categories result in higher

occupancy rates. Additionally, just as the results from the linear regression showed the negative

impact of the top amenities is larger than the positive effect of the bedroom or additional amenities.

In addition, an accommodations characteristics are found to influence the occupancy rate. Both

the room type as well as the number of guests a listing accommodates can potentially increase

listing performance. If the room type is a private room the amount of days a listing is booked is

predicted to be higher. Similarly the more guests a listing is able to accommodate the higher the

occupancy rate according to the Random Forest model.

53



6.5.2 Random Forest - Social learning perspective

The variable with the most impact on a listings performance is found to be the number of reviews,

according to the Random Forest model. The number of reviews is negatively correlated with a

listings performance. The density of the number of reviews bar shows that there is a great amount

of low number of review listings which have a negative impact of -0.1 on their performance. In

contrast, how higher the number of reviews of a listing are the higher the predicted performance

of that listing, with an impact ranging from 0.1-0.6+. In addition also the rating scores are found

to impact a listings performance. However, the Random Forest model penalizes for higher number

of ratings and predicts higher performance for lower ratings. This finding is in line with the

results of the Conditional inference tree.

6.5.3 Random Forest - Presentation perspective

Finally, the variables of the presentation perspective are also found to impact the occupancy

rate. The characteristics from a host’s profile picture are found to influence the performance.

The average estimated age is negatively related to the impact on a listings performance. Hosts

with younger-looking profile picture are predicted to have higher occupancy rates. Notably,

Figure 6.3 shows that the average estimated age (44.4) does not negatively impact a listings

performance a lot but, higher estimated average ages do. Furthermore, the host’s emotion has an

ambiguous relation with a listings performance. The summary plot does not show a clear pattern

however, there seems to be an interaction effect between the number of reviews and the emotion

positive which results in this scattered relation. The interaction plot (see Appendix N) shows the

possibility that for listings with low number of reviews, a positive profile picture results in higher

occupancy rates. However, listings with more reviews tend to have a negative relation with the

positive expressed emotion on a host’s profile picture.

Furthermore, the quality of the listings main-image is found to positively impact the performance.

Listings that have a brighter picture are found to have a higher occupancy rate. In contrast,

the sharpness of a picture seems to be negatively related to a listings performance. A sharper

listings image reduces an accommodations performance whereas a more blurry picture increases

the predicted performance.

Lastly, the sentiment within the description of both the host and the listing are found to influence

listing performance. In general, the model finds listings with a more negative host self-description

to perform better. However, a positive sentiment still has, for some of these listings, a beneficial

impact on the occupancy rate. In addition, a listings sentiment seems to have an interaction

effect with whether the host is a super host or not (see: Appendix N). The interaction effect

between hosts with a superhost status and a negative listing description sentiment seems to
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increase a listings performance. However, since the main effects of being a superhost is positive

and having a negative sentiment description is negative, the interaction effect merely diminishes

the main effects. That is to say, if you are a superhost and have a negative sentiment description,

the negative sentiment description affects you less. Furthermore, the sentiment of the host’s

self-description has an ambiguous relation with a listings performance. However, in general

the plot shows that high sentiment is associated with lower listing performance whereas lower

sentiment is associated with higher listing performance.

Figure 6.4 shows a bar plot with the mean average SHAP values for each feature which was also

depicted in Figure 6.3. In Appendix G, a bar plot containing the mean average SHAP value for

all features is included.

Figure 6.4: Barplot from the Random Forest SHAP values.
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6.6 Comparing the models

In order to compare the models predictive performance this research will use the Root Mean

Squared Error (RMSE). As explained in paragraph 5.2.4, the RMSE provides information about

the average distance between the predicted listing performance and the actual listing performance

in the dataset. A lower RMSE thus indicates that the model is better at predicting the occupancy

rate. For the sake of clarity the occupancy rate is measured on a scale of 0 to 1 and has a standard

deviation of 0.304.

Table 6.3 shows the estimated RMSE of the predictions from the models on the test set. In order

to do so, the data was separated into an 80% train and 20% test data. First of all the RMSE shows

that the best performing linear model is the full model, only outperforming the Lancasterian

Social Learning perspective by 0.01. From the tree-based models the Random Forest model proofs

to be able to estimate the true occupancy rate better than the conditional inference tree. With a

RMSE of 0.201 the Random Forest model is also the best model at estimating the relationship

between the three perspectives and a listings performance. This is possibly due to the fact that

that the Random Forest model is better at estimating lower level occupancy rates (see: Appendix

O). Considering the scale of the occupancy rate a RMSE of 0.201 can be considered reasonably

well.

Table 6.3: Root Means Squared Error of the estimated models

RMSE

Linear regression models

Lancasterian perspective 0.247

Lancasterian & Social Learning perspective 0.238

Lancasterian & Presentation perspective 0.249

Lancasterian, Social Learning, & Presentation perspective 0.237

Tree-based models

Conditional Inference Tree 0.259

Random Forest 0.201
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Chapter 7

Conclusion and Discussion

The aim of this research was to investigate how Airbnb hosts can position their accommodation to

achieve the highest possible listing performance. In order to do so this research investigated the

effects from three perspectives namely the Lancasterian perspective, Social Learning perspective,

and, Presentation perspective. By doing so, this research unifies all the existing literature into one

research paper while simultaneously controlling the effects for all the perspectives. Additionally,

this paper is the first to study all Presentation perspective variables in one research. To examine

these three perspectives, linear regression, conditional inference tree, and, random forest models

have been employed. The results show that each perspective contains features which influence

the eventual performance of a listing.

7.1 Lancasterian perspective

The Lancasterian perspective refers to the idea that the characteristics of a product and not

the product itself is that which determines the eventual choice of a consumer. In the case of

Airbnb this refers to idea that characteristics of a listing, i.e., the amenities, location, size, a

superhost badge and price, determine the choice from a potential Airbnb guest. In order to do so,

this research investigated the listing characteristics that have been proven to be influential for a

listings performance by previous research.

The hypothesis for the Lancasterian perspective state that the central location of the listing (1a),

room type (1b), a superhost badge (1c), number of amenities (1d), having a verified identity

(1e), having a licence (1f), and the number of guest a listing accommodates (1h) positively

influence listing performance. In contrast, the listings price (1g) is hypothesized to have a negative

relation with the listing performance. Hypothesis 1a is investigated by evaluating the listing’

location by considering its neighborhood. All three models show that the neighborhood of a

listing matters for its eventual performance. Especially listings that are situated within the
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west-side of Amsterdam’ city centre are found to have higher occupancy rates. In addition, the

Conditional Inference Tree (C.I.T.) separates the listings by their neighborhood. This node splits

the higher from lower performing listings by their respective neighborhoods. In order to do

so the C.I.T. separates the neighborhoods central neighborhoods from those more remote. In

other words, the C.I.T. indicates that listings that are closer to the center perform better. An

overview can be found in Appendix L. Similarly to, von Hoffen et al. and Masiero et al. (2015)

this research finds that the more proximate a listing is to the city center the better its performance.

Secondly, the tree based models show that the room type matters for the listing performance (1b).

Both tree models find that if an Airbnb accommodation is a private room the occupancy rate is

higher. Interestingly, a private room is thus considered to be favorable in comparison to a hotel

room or an entire home / apartment. These findings are in line with the results of Biswas et al.

(2020). The preference for a private room can be partially explained by the fact that 22% of the

Amsterdam’s tourism in 2020 was business related (Amsterdam, 2022b). Nevertheless, this re-

search found supporting evidence for the fact that the room type matters for a listings performance.

In addition, the number of guests a listing accommodates (1h) has been found to positively

influence listing performance by the Random Forest model. The Random Forest model especially

showed a clear effect of the added value from high numbers that a listing is able to accommodate.

Since almost every room type that is able to host more than three people is an entire / home

apartment this suggests that Amsterdam’s tourist also have a preference for larger accommoda-

tions. This in combination with the above indicates that the preference for Amsterdam tourist

on the Airbnb platform is 1), a private room, 2), an entire home / apartment and 3), a hotel

room. This finding is in line with Kwok and Xie (2019).

Furthermore, having a superhost badge (1c), verified identity (1e), and licence (1f) are all three

found to positively influence the occupancy rate. In other words, the host’s characteristics are

found to influence listings performance. Having a superhost badge is found to positively influence

performance by all three models whereas having a verified ID and license were only found to be

significant by the linear models. This implies that guests value these trust and quality features of

an Airbnb listing. These findings are in line with research from Xie and Mao (2017) and Zhang

and Luo (2018). The findings for having a license however, have, to this research knowledge, not

been found before. It would therefore be interesting to investigate the effects hereof in different

cities.

Additionally, the number of amenities have been investigated to answer hypothesis 1d. The num-

ber of amenities have been divided into six groups of amenities in accordance with Airbnb’s own

categorization. Since none of the investigated listings had any of the accessibility amenities this

category was later excluded from the analysis. The remaining five categories, bedroom, safety, ad-

58



ditional, top and family amenities have been investigated. The number of bedroom and additional

amenities have been found to positively influence listing performance by the conditional inference

tree and random forest model. Also, the number of safety amenities remained positive and signifi-

cant through all four linear regression models. For these types of amenities, we can state that in

general adding more of these amenities to a listing is beneficial for its performance. In contrast, the

number of top amenities was found to negatively influence the listings performance by the random

forest model. Since the top amenities can be considered the more luxurious amenities this relation

may lay in the fact that the more luxurious segment is booked less. Listings with more than

average of four top amenities are indeed more expensive, ≈ e60.-, and have a lower occupancy rate.

Lastly, as expected the price (1g) is found to have a negative relation with a listings performance.

A higher price for Airbnb listings in Amsterdam is therefore found to decrease a listings perfor-

mance. This finding is in line with research from Xie and Mao (2017).

7.2 Social Learning perspective

Besides the Lancasterian perspective this research also investigated the effects of the Social

learning perspective. The Social Learning perspective refers to the process in which consumers

share their experiences and opinions about a product with other consumers by means of rat-

ings and reviews. As reviews amass, consumers will be able to obtain better assessments of

the quality of the products, enabling them to make a better and well-considered purchasing

decision. In other words, consumers are able to use online reviews and ratings to evaluate

which products are more trustworthy and so help them make their purchase decision (Kim

Park, 2013). Consequently, this perspective is expected to influence the performance of a listing

where having more reviews (2a) and higher ratings scores (2b) were expected to drive performance.

The number of reviews (2a) have been found to positively influence the listings performance. This

is in line with previous research. According to the linear models an increase of the amount of

reviews by one adds 0.001 to the occupancy rate which translates into 2 nights. The conditional

inference tree also associates higher review numbers with higher occupancy rates. Lastly, the

random forest model finds that high review number translate into high expected occupancy rates.

The random forest additionally, penalizes heavily for low amounts of review numbers. Reviews

are thus found to positively influence a listing’ performance in which more is better. This is in

line with research from Abramova et al. (2017).

In contrast, the tree based models found higher ratings (2b) to be associated with lower occupancy

rates. This finding is similar to that of the research from Chen and Chang (2018) where they

did not find an effect of rating score on purchase intention, since there has to be a purchase in
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order to increase a listings performance. Hypothesis 2b is therefore rejected since higher ratings

do not necessarily translate into higher listing performance. This could be explained by the fact

that Airbnb ratings are mostly high which results in potential guests using other features to

establish their consumer decision on. Another explanation could be that potential guests deem

slightly lower ratings, i.e., lower than 4.48 stars as found by the conditional inference tree, more

trustworthy.

7.3 Presentation perspective

The third investigated perspective is the Presentation perspective. On Airbnb host are able and

encouraged to present themselves and their listing in the best way to attract as many guests

as possible. This research has investigated the effects of these textual and visual presentation

variables by analyzing both the text-description from the listing and host as well as their accom-

panying pictures. This research expected sentiment in both the host self-description (3a) and

listing description (3b) to positively affect listing performance, where more sentiment is better.

In addition, the characteristics of the host’s profile picture (3c) and listing’ main-image quality

(3d) were expected to increase listing performance.

The sentiment of both the host’ self-description and listing’ description have been extracted

using DistilBERT which is a distilled version of Google’s BERT algorithm. The sentiment of the

host’ self-description (3a) has been found to have a negative relation with listing performance.

This means that, in contrast to the expectations, a negative sentiment in the self-description

results in a higher listing-performance. Similarly, the listing description (3b), influence the

occupancy rate negatively according to the random forest model. Lower sentiment description

is on average associated with higher listing performance. This is not to say that having senti-

ment in the listing description decreases listing performance since Figure 6.3 shows that having

sentiment can also add to listing performance. However, having low sentiment adds relatively

more to listings performance. These findings are in line with research from Zhang et al. (2020)

since they found an that excessive sentiment in the description has a negative effect on performance.

One of the characteristics of the host profile picture (3c) is found to influence the listings perfor-

mance. The estimated average age of a host’ profile picture is found to be negatively associated

with listing performance. Host which have a younger-looking profile picture are thus found to

have higher predicted listings performances. Unlike previous research this study thus found the

age and not the emotion to be of significant influence.

Lastly, the quality of a listings main-image (3d) was investigated. The sharpness, brightness and

contrast – three classic image quality measures – were extracted from the main-image. Since

contrast and sharpness were heavily correlated only the sharpness of the picture was considered.
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Both the tree based models found the brightness of the picture to be positively associated with

listing’ performance. The conditional inference tree attributes higher occupancy rates to picture

with a higher brightness than 0.56. Similarly, the results of the random forest model in Figure

6.3 show that more brightness results in higher occupancy rates. However, the sharpness of

the main-image is not found to influence the performance. Thus, the quality of the listings

main-image only increases performance by its brightness, where brighter is better. This is in line

with Airbnb’s own recommendations.

7.4 Implications

This research has uniquely combined the influence of the Lancasterian, Social Learning and

Presentation perspective to analyze there relationship to a listings performance. By doing so,

this study has analyzed the influences of these three perspectives both separately as well as

mutually controlling for each other. Hence, this research offers meaningful insights in concerning

the consumers decision making process within the sharing economy.

First of all, the results show that the number of amenities is positively associated with listings

performance. Especially the number of additional-, bedroom- and safety- amenities have been

found to boost performance (see: Appendix A for list of amenities). Airbnb hosts that have

not included all these amenities are encouraged to do so. These can be relatively low-effort

changes such as providing towels and soap or providing an emergency plan and local numbers. In

contrast, the number of top amenities are found to negatively impact a listings performance. As

mentioned earlier this could possibly be attributed to the fact that these amenities can, in gen-

eral, be considered the more luxurious amenities. This luxurious segment is booked less on average.

Secondly, it has been found that the brightness of a picture is positively related to a listings

performance. Especially for listings that can be contain the following characteristics: review

amount between 75-395 and a price of ≤ 103, situated in one of the following neighborhoods;

Bos Lommer; Centrum-Oost; Centrum-West; Baarsjes; Oud-West; De Pijp; Rivierenbuurt;

Geuzenveld; Slotermeer; Oostelijk-Havengebied; Indische-Buurt; Oud-Noord; or Oud-Oost, it

would be beneficial to increase the brightness of the listing’ main-image, if the brightness is not

already above 0.56. The effect of brightness on performance is also found for the other listings in

general. Furthermore, these aforementioned neighborhoods are all located near Amsterdam’s city

centre. Especially the listings located within the west-side of Amsterdam’s city centre are found

to increase performance.

Thirdly, the results show that the average estimated age of a host’s profile picture negatively

impacts a listings performance. This may be because the listings of younger hosts are related to
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more favorable listings. Nonetheless, uploading a young-looking photo is a small effort change

that can achieve beneficial results.

Lastly, the sentiment of a listings description has a complex relation with its performance. Listing

description which are perceived to be negative are found to have higher occupancy rates. This

does not mean that listings with high sentiment do not only, higher sentiment is more often

associated with lower increases in performance or decreases in performance depending on the

other characteristics. However, this implies that guests prefer listings that are not overly positive.

likely because guests want to specific information from the description and to a lesser extent want

the listing to express a certain emotion.

7.5 Limitations

This thesis contains some limitations which future research can improve upon. First, even

though this study examines a wide range of variables there still remain variables and extraction

methods that are not included or used within this research. For example, this research did

not investigate the information concealed within the reviews. Additionally, this research only

considered the sentiment that is found within the both the host and listing description. Future

research could improve upon this study by investigating these unconsidered methods and variables.

Secondly, this research has only been able to investigate the effect of a listings main-image quality.

Since a listing can contain up to 100 photos this research only considers a fraction of the true

number of pictures. The main-image is nevertheless the first image a potential guest encounters

and therefore determines the most whether or not a guest will consider that specific listing. This

image additionally sets the standard for subsequent photographs. It is nevertheless interesting to

examine how the quality effect of the subsequent photos influence the demand for that listing.

Furthermore, this study only looked at three image quality measures namely sharpness, brightness

and contrast. It would therefore be interesting to see if the results remain robust for different

quality measures.

Thirdly, this research was only able to investigate the listings that both contained a link to the

host and listing picture and in addition were also feasible to examine. Some of the pictures did

provide a link but Face ++ and SightEngine were not able to examine these. Therefore, these

listing were removed from the scope. Moreover, the photo analyzed may no longer correspond to

the photo that was online from July to December. Working with historical data can therefore

give a distorted idea of the actual relationships.

Furthermore, this research used the neighborhood as a variable to investigate the effects of

the location of an accommodation on its performance. Since this is not the most accurate
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possible variable I urge future research to investigate the effects of listing location relative

to popular attractions within a city. In the case of Amsterdam this would be possible by us-

ing the openly available data from the Central Bureau of Statistics (CBS), available at www.cbs.nl.

Lastly, due to COVID-19 this research has only been able to investigate the time period of May

nineteenth till December fifth. Even tough national tourism was back to pre-Covid-19 levels in

2021 the number of international tourists were still 71% lower compared to pre-COVID-19 year

2019 (NBTC, 2022). It would therefore be interesting to conduct this study again when tourism

has returned to its former level.
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Appendices

Appendix A

Amenities according to Airbnb (2022a)

Bedroom amenities:

• Toilet paper

• Soap for hands and body

• One towel per guest

• Linens for each bed

• One pillow per guest

• Cleaning supplies

Top amenities quests search for:*

• A pet-friendly space

• Wif́ı

• Free parking

• A pool

• A jacuzzi

• A kitchen

• Air conditioning

• Heating

• A washer

• TV or cable
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Safety amenities:

• Carbon monoxide alarm

• Smoke alarm

• Fire extinguisher

• First-aid kit

• Emergency plan and local numbers

Accessibility amenities:

• Step-free entryway

• Wide entrances (at least 32′′ )

• Wide hallways (at least 36◦ )

• Accessible bathroom

Additional amenities

• Extra toilet paper, linens, and towels

• Basic toiletries like shampoo and conditioner

• Dish soap and cleaning supplies

• Dining basics like a coffee maker, cooking utensils, dishes, and silverware

• Wine glasses

• Basic cooking supplies like salt, pepper, and oil

• Coffee, tea

• Light breakfast or snacks

• Hangers

• Adapters and chargers

Remote work amenities:

• Fast and reliable wifi

• Laptop-friendly workspace

• Good lighting
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• Fully equipped kitchens

• Office supplies

Family amenities:

• A crib and high chair

• A bathtub

• Air conditioning

• A washer and or dryer

• Extra cleaning supplies

• Fumiture covers

• Bowls for pet food and water

• Towels to wipe off paws at the door
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Appendix B

Results of the fitted conditional inference tree

The alpha was set to 0.05 by default.

Model formula:

occupancy rate ∼ price + accommodates + bedroom amenities + additional amenities + fam-

ily amenities + safety amenities + top amenities + nr verifications + bathrooms + host is superhost

+ host identity verified + license + room type + number of reviews + review scores rating +

sentiment score description + host has descr + sentiment score description host + neighbour-

hood cleansed + happy + neutral + sad + sharpness + brightness + average age + male +

female

Fitted party:

[1] root

— [2] number of reviews <= 74

— — [3] room type in Hotel room, Entire home apt

— — — [4] host is superhost <= 0

— — — — [5] review scores rating ≤= 4.48 : 0.247(n = 21, err = 1.0)

— — — — [6] review scores rating > 4.48 : 0.096(n = 355, err = 5.3)

— — — [7] host is superhost >0

— — — — [8] bedroom amenities <= 1 : 0.162(n = 99, err = 2.0)]

— — — — [9] bedroom amenities > 1 : 0.248(n = 55, err = 3.1)

— — [10] room type in Private room: 0.287(n = 226, err = 20.7)

— [11] number of reviews > 74

— — [12] number of reviews <= 395

— — — [13] price <= 103

— — — — [14] neighbourhood cleansed in Other, De Aker Nieuw Sloten, Gaasperdam Driemond,

IJburg Zeeburgereiland, Noord Oost, Noord West, Slotervaart, Watergraafsmeer, Westerpark,

Zuid

— — — — — [15] additional amenities <= 2 : 0.105(n = 13, err = 0.2)

— — — — — [16] additional amenities > 2 : 0.370(n = 53, err = 4.6)

— — — — [17] neighbourhood cleansed in Bos en Lommer, Centrum Oost, Centrum West,

Baarsjes Oud West, De Pijp Rivierenbuurt, Geuzenveld Slotermeer, Oostelijk Havengebied Indische Buurt,

Oud Noord, Oud Oost

— — — — — [18] brightness <= 0.56 : 0.518(n = 67, err = 6.9)

— — — — — [19] brightness > 0.56 : 0.738(n = 74, err = 5.9)

— — — [20] price > 103 : 0.348(n = 145, err = 12.1)

— — [21] number of reviews > 395 : 0.873(n = 28, err = 1.0)
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Number of inner nodes: 10

Number of terminal nodes: 11
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Appendix C

The examples shown are from Sight Engine’s (2022) image quality detection website.

Figure C1: Sharpness

Figure C2: Brightness

Figure C3: Contrast
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Appendix D

Example of the output of Face ++ face emotion analysis.

This is a real-world example where the URL of one of the hosts was provided to Face ++. On

the right side the output from Face ++ is shown.

Figure D1: Output Face ++
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Appendix E

In the example below a picture of a family of 5 and 6 are shown. The people on the left are

considered to be, from left to right – 37, 30, 44, 41, 54. The average age of the family on the

left would thus be 41 what is close to the average of the parents 45. Similarly, the family on

the right is considered to be from top to bottom – 22, 55, 30, 29 ,27, 47. The average age of the

family on the right consequently amounts to ≈ 35.5 in this case the average age is quite far from

51. As only a fraction of the data picture consists out of more than two faces – 1.95 % – the

average age of the picture is considered to be a good indicator for these family pictures.

Figure E1: Family 1

Figure E2: Family 2
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Appendix F

Linear models including the neighborhood variable effects.

Linear regression models

Lancasterian Lanc.+Social Lanc.+Presentation Lanc.+Social+Pres.

Predictors Estimates std. Error Estimates std. Error Estimates std. Error Estimates std. Error

(Intercept) 0.067 0.073 0.191 0.146 0.224 0.139 0.299 0.179

Lancasterian perspective

price -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000

accommodates 0.021 *** 0.006 0.014 ** 0.005 0.020 *** 0.006 0.014 ** 0.005

bedroom amenities 0.021 ** 0.008 0.017 * 0.008 0.021 ** 0.008 0.018 * 0.008

additional amenities 0.011 * 0.005 0.008 0.005 0.012 * 0.005 0.009 * 0.005

family amenities 0.013 0.010 0.006 0.009 0.013 0.010 0.006 0.010

safety amenities 0.027 *** 0.007 0.023 *** 0.007 0.028 *** 0.007 0.023 *** 0.007

top amenities -0.044 *** 0.009 -0.030 *** 0.008 -0.045 *** 0.009 -0.031 *** 0.008

nr verifications 0.005 0.004 -0.001 0.004 0.004 0.004 -0.002 0.004

bathrooms 0.028 0.019 0.038 * 0.018 0.027 0.019 0.037 * 0.018

Superhost 0.055 *** 0.015 0.036 * 0.014 0.058 *** 0.015 0.042 ** 0.014

Identity verified 0.057 ** 0.021 0.056 ** 0.020 0.058 ** 0.022 0.057 ** 0.020

license 0.051 *** 0.015 0.038 ** 0.014 0.052 *** 0.015 0.038 ** 0.014

Entire home/apartment 0.094 0.052 0.076 0.048 0.071 0.053 0.056 0.050

Private room 0.130 * 0.051 0.074 0.048 0.105 * 0.053 0.052 0.050

[Bos en Lommer] -0.048 0.058 -0.052 0.055 -0.048 0.058 -0.058 0.054

[Centrum Oost] 0.087 0.046 0.075 0.043 0.089 0.046 0.073 0.043

[Centrum West] 0.116 ** 0.044 0.113 ** 0.042 0.116 ** 0.044 0.108 ** 0.042

[De Aker Nieuw Sloten] -0.028 0.080 -0.018 0.075 -0.020 0.080 -0.007 0.075

[Baarsjes Oud West] -0.023 0.046 -0.021 0.043 -0.023 0.046 -0.025 0.043

[De Pijp Rivierenbuurt] -0.006 0.047 -0.013 0.044 -0.008 0.047 -0.016 0.044

[Gaasperdam Driemond] -0.179 * 0.075 -0.157 * 0.071 -0.187 * 0.076 -0.160 * 0.071

[Geuzenveld Slotermeer] -0.030 0.069 -0.019 0.065 -0.031 0.069 -0.028 0.065

[IJburg Zeeburgereiland] -0.139 * 0.057 -0.107 * 0.054 -0.133 * 0.057 -0.103 0.054

[Noord Oost] -0.108 0.059 -0.089 0.055 -0.104 0.059 -0.089 0.055

[Noord West] -0.122 * 0.057 -0.113 * 0.054 -0.124 * 0.058 -0.114 * 0.054

[Oostelijk Havengebied Indische Buurt] -0.011 0.055 0.025 0.052 -0.016 0.055 0.016 0.052

[Oud Noord] -0.016 0.053 -0.016 0.050 -0.005 0.053 -0.002 0.050

[Oud Oost] -0.037 0.051 -0.022 0.048 -0.033 0.051 -0.022 0.048

[Slotervaart] -0.054 0.072 -0.068 0.068 -0.052 0.072 -0.067 0.068

[Watergraafsmeer] -0.137 * 0.062 -0.113 0.058 -0.129 * 0.062 -0.104 0.058

[Westerpark] -0.043 0.050 -0.043 0.047 -0.041 0.051 -0.045 0.047

[Zuid] -0.052 0.050 -0.064 0.047 -0.045 0.050 -0.061 0.047

Social lerarning perspective

number of reviews 0.001 *** 0.000 0.001 *** 0.000

review scores rating -0.030 0.027 -0.026 0.027

Presentation perspective

host has descr 0.008 0.021 -0.007 0.019

sentiment host -0.018 0.020 -0.024 0.018

sentiment description 0.001 0.015 0.001 0.014

happy -0.000 0.000 0.000 0.000

sad -0.000 0.000 -0.000 0.000

sharpness -0.122 0.115 -0.065 0.108

brightness 0.053 0.044 0.068 0.041

average age -0.001 * 0.001 -0.002 *** 0.001

male 0.021 0.016 0.016 0.015

female 0.006 0.014 0.001 0.013

Observations 1421 1421 1421 1421

R2 / R2 adjusted 0.319 / 0.303 0.399 / 0.384 0.325 / 0.304 0.409 / 0.390

AIC 169.992 -3.592 176.928 -8.121

BIC 348.801 185.736 408.329 233.798

* p<0.05 ** p<0.01 *** p<0.001
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Appendix G

Figure G1 show the Mean Average SHAP Values for all features and Figure G2

Figure G1: Mean Average SHAP Values for all features from the Random Forest model
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Figure G2: Summary plot for all features of the Random Forest model
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Appendix H

Linear regression model based on simultaneous forward and backward selection. The criteria used

are AIC and BIC criteria.

Both Forward and Backward model selection based on AIC en BIC

Stepwise AIC Stepwise BIC Full-linear model

Predictors Estimates S.E. Estimates S.E. Estimates S.E.

(Intercept) 0.161 ** 0.060 0.262 *** 0.038 0.299 0.179

Lancasterian perspective

price -0.001 *** 0.000 -0.000 *** 0.000 -0.001 *** 0.000

accommodates 0.015 ** 0.005 0.014 ** 0.005

bedroom amenities 0.019 ** 0.007 0.024 *** 0.007 0.018 * 0.008

additional amenities 0.008 0.005 0.009 * 0.005

safety amenities 0.023 *** 0.006 0.031 *** 0.006 0.023 *** 0.007

family amenities 0.006 0.010

nr verifications -0.002 0.004

top amenities -0.026 *** 0.007 -0.034 *** 0.006 -0.031 *** 0.008

bathrooms 0.039 * 0.018 0.037 * 0.018

host is superhost 0.039 ** 0.014 0.050 *** 0.014 0.042 ** 0.014

host identity verified 0.050 ** 0.017 0.069 *** 0.017 0.057 ** 0.020

license 0.038 ** 0.014 0.043 ** 0.014 0.038 ** 0.014

Entire home/apt. 0.056 0.050

Private room 0.052 0.050

Social lerarning perspective

number of reviews 0.001 *** 0.000 0.001 *** 0.000 0.001 *** 0.000

review scores rating -0.026 0.027

Presentation perspective

sentiment score description host -0.027 * 0.011 -0.034 ** 0.012 -0.024 0.018

brightness 0.070 0.041 0.068 0.041

average age -0.002 *** 0.001 -0.002 *** 0.001 -0.002 *** 0.001

sentiment score description 0.001 0.014

host has descr -0.007 0.019

happy 0.000 0.000

sad -0.000 0.000

sharpness -0.065 0.108

male 0.016 0.015

female 0.001 0.013

Observations 1421 1421 1421

R2 / R2 adjusted 0.407 / 0.393 0.348 / 0.343 0.409 / 0.390

AIC -25.911 63.876 -8.121

BIC 152.896 126.986 233.798

* p<0.05 ** p<0.01 *** p<0.001
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Appendix I

The table below contains the full-linear regression models with standardized numeric variables.

The same variables remain significant.

Linear regression models

Lancasterian Lanc.+Social Lanc.+Presentation Lanc.+Social+Pres.

Predictors Estimates S.E. Estimates S.E. Estimates S.E. Estimates S.E.

(Intercept) 0.067 0.073 0.191 0.146 0.224 0.139 0.299 0.179

Lancasterian perspective

price -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000

accommodates 0.021 *** 0.006 0.014 ** 0.005 0.020 *** 0.006 0.014 ** 0.005

bedroom amenities 0.021 ** 0.008 0.017 * 0.008 0.021 ** 0.008 0.018 * 0.008

additional amenities 0.011 * 0.005 0.008 0.005 0.012 * 0.005 0.009 * 0.005

family amenities 0.013 0.010 0.006 0.009 0.013 0.010 0.006 0.010

safety amenities 0.027 *** 0.007 0.023 *** 0.007 0.028 *** 0.007 0.023 *** 0.007

top amenities -0.044 *** 0.009 -0.030 *** 0.008 -0.045 *** 0.009 -0.031 *** 0.008

nr verifications 0.005 0.004 -0.001 0.004 0.004 0.004 -0.002 0.004

bathrooms 0.028 0.019 0.038 * 0.018 0.027 0.019 0.037 * 0.018

host is superhost 0.055 *** 0.015 0.036 * 0.014 0.058 *** 0.015 0.042 ** 0.014

host identity verified 0.057 ** 0.021 0.056 ** 0.020 0.058 ** 0.022 0.057 ** 0.020

license 0.051 *** 0.015 0.038 ** 0.014 0.052 *** 0.015 0.038 ** 0.014

[Entire home apt] 0.094 0.052 0.076 0.048 0.071 0.053 0.056 0.050

Private room 0.130 * 0.051 0.074 0.048 0.105 * 0.053 0.052 0.050

[Bos en Lommer] -0.048 0.058 -0.052 0.055 -0.048 0.058 -0.058 0.054

[Centrum Oost] 0.087 0.046 0.075 0.043 0.089 0.046 0.073 0.043

[Centrum West] 0.116 ** 0.044 0.113 ** 0.042 0.116 ** 0.044 0.108 ** 0.042

[De Aker Nieuw Sloten] -0.028 0.080 -0.018 0.075 -0.020 0.080 -0.007 0.075

[Baarsjes Oud West] -0.023 0.046 -0.021 0.043 -0.023 0.046 -0.025 0.043

[De Pijp Rivierenbuurt] -0.006 0.047 -0.013 0.044 -0.008 0.047 -0.016 0.044

[Gaasperdam Driemond] -0.179 * 0.075 -0.157 * 0.071 -0.187 * 0.076 -0.160 * 0.071

[Geuzenveld Slotermeer] -0.030 0.069 -0.019 0.065 -0.031 0.069 -0.028 0.065

[IJburg Zeeburgereiland] -0.139 * 0.057 -0.107 * 0.054 -0.133 * 0.057 -0.103 0.054

[Noord Oost] -0.108 0.059 -0.089 0.055 -0.104 0.059 -0.089 0.055

[Noord West] -0.122 * 0.057 -0.113 * 0.054 -0.124 * 0.058 -0.114 * 0.054

[Oostelijk Havengebied Indische Buurt] -0.011 0.055 0.025 0.052 -0.016 0.055 0.016 0.052

[Oud Noord] -0.016 0.053 -0.016 0.050 -0.005 0.053 -0.002 0.050

[Oud Oost] -0.037 0.051 -0.022 0.048 -0.033 0.051 -0.022 0.048

[Slotervaart] -0.054 0.072 -0.068 0.068 -0.052 0.072 -0.067 0.068

[Watergraafsmeer] -0.137 * 0.062 -0.113 0.058 -0.129 * 0.062 -0.104 0.058

[Westerpark] -0.043 0.050 -0.043 0.047 -0.041 0.051 -0.045 0.047

[Zuid] -0.052 0.050 -0.064 0.047 -0.045 0.050 -0.061 0.047

Social Learning perspective

number of reviews 0.001 *** 0.000 0.001 *** 0.000

review scores rating -0.030 0.027 -0.026 0.027

Presentation perspective

host has descr 0.008 0.021 -0.007 0.019

sentiment score description host -0.018 0.020 -0.024 0.018

sentiment score description 0.001 0.015 0.001 0.014

happy -0.000 0.000 0.000 0.000

sad -0.000 0.000 -0.000 0.000

sharpness -0.122 0.115 -0.065 0.108

brightness 0.053 0.044 0.068 0.041

average age -0.001 * 0.001 -0.002 *** 0.001

male 0.021 0.016 0.016 0.015

female 0.006 0.014 0.001 0.013

Observations 1421 1421 1421 1421

R2 / R2 adjusted 0.319 / 0.303 0.399 / 0.384 0.325 / 0.304 0.409 / 0.390

AIC 169992 -3592 176928 -8121

BIC 348802 185736 408329 233798

* p<0.05 ** p<0.01 *** p<0.001
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Appendix J

The table below contains the linear regression results with a zero imputed average age.

Linear regression models - Age imputed with 0 height

Lancasterian Lanc.+Social Lanc.+Presentation Lanc.+Social+Pres.

Predictors Estimates S.E. Estimates S.E. Estimates S.E. Estimates S.E.

(Intercept) 0.199 * 0.090 0.223 0.121 0.289 * 0.138 0.225 0.153

Lancasterian perspective

price -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000

accommodates 0.032 *** 0.005 0.028 *** 0.005 0.031 *** 0.005 0.026 *** 0.005

bedroom amenities 0.043 *** 0.009 0.039 *** 0.009 0.042 *** 0.009 0.036 *** 0.009

additional amenities 0.004 0.005 -0.002 0.005 0.007 0.005 0.002 0.005

family amenities 0.012 0.010 0.005 0.010 0.011 0.010 0.004 0.010

top amenities -0.037 *** 0.008 -0.027 *** 0.008 -0.036 *** 0.008 -0.026 ** 0.008

nr amenities -0.000 0.001 -0.000 0.001 -0.000 0.001 -0.000 0.001

nr verifications 0.001 0.003 -0.005 0.003 0.002 0.003 -0.004 0.003

bathrooms 0.014 0.018 0.015 0.017 0.017 0.018 0.019 0.017

host is superhost 0.053 *** 0.014 0.028 * 0.013 0.059 *** 0.014 0.035 ** 0.013

host identity verified 0.081 *** 0.019 0.079 *** 0.019 0.075 *** 0.020 0.071 *** 0.019

license 0.062 *** 0.014 0.054 *** 0.013 0.063 *** 0.014 0.055 *** 0.013

room type [Hotel room] -0.043 0.038 -0.055 0.036 -0.041 0.039 -0.062 0.037

room type [Private room] 0.058 *** 0.017 0.027 0.016 0.055 ** 0.017 0.023 0.016

[Bijlmer-Oost] -0.027 0.138 -0.025 0.131 0.013 0.138 0.012 0.130

[Bos en Lommer] -0.011 0.090 -0.002 0.086 -0.000 0.090 0.001 0.085

[Buitenveldert - Zuidas] -0.128 0.108 -0.115 0.103 -0.112 0.108 -0.102 0.102

[Centrum-Oost] 0.099 0.084 0.095 0.080 0.109 0.084 0.096 0.079

[Centrum-West] 0.103 0.083 0.107 0.079 0.113 0.083 0.108 0.079

[De Aker - Nieuw Sloten] -0.039 0.106 -0.035 0.101 -0.020 0.106 -0.018 0.100

[De Baarsjes - Oud-West] 0.009 0.084 0.019 0.080 0.020 0.084 0.022 0.080

[De Pijp - Rivierenbuurt] -0.013 0.084 -0.006 0.080 -0.004 0.084 -0.006 0.080

[Gaasperdam - Driemond] -0.196 0.105 -0.165 0.100 -0.177 0.105 -0.141 0.100

[Geuzenveld - Slotermeer] -0.010 0.097 0.010 0.093 0.010 0.098 0.020 0.092

[IJburg -Zeeburgereiland] -0.157 0.091 -0.116 0.086 -0.133 0.091 -0.098 0.086

[Noord-Oost] -0.126 0.092 -0.103 0.088 -0.104 0.093 -0.089 0.088

[Noord-West] -0.154 0.092 -0.138 0.087 -0.141 0.092 -0.127 0.087

[Oostelijk Havengebied - Indische Buurt] 0.030 0.088 0.058 0.084 0.037 0.088 0.055 0.084

[Osdorp] 0.024 0.113 -0.002 0.108 0.033 0.113 0.002 0.107

[Oud-Noord] -0.064 0.087 -0.062 0.083 -0.047 0.087 -0.049 0.083

[Oud-Oost] -0.012 0.087 -0.005 0.082 0.004 0.087 0.002 0.082

[Slotervaart] -0.049 0.097 -0.061 0.093 -0.039 0.097 -0.059 0.092

[Watergraafsmeer] -0.154 0.093 -0.124 0.089 -0.129 0.093 -0.103 0.089

[Westerpark] -0.041 0.086 -0.029 0.082 -0.028 0.086 -0.023 0.082

[Zuid] -0.051 0.086 -0.050 0.082 -0.032 0.086 -0.039 0.081

Social learning perspective

number of reviews 0.001 *** 0.000 0.001 *** 0.000

review scores rating -0.009 0.018 0.001 0.019

Presentation persepective

host has descr 0.017 0.019 0.006 0.018

sentiment score description host -0.013 0.018 -0.017 0.017

sentiment score description -0.017 0.014 -0.012 0.013

happy -0.000 0.000 -0.000 0.000

sad -0.001 0.000 -0.000 0.000

sharpness -0.094 0.110 -0.033 0.104

brightness 0.036 0.041 0.039 0.038

average age -0.001 ** 0.000 -0.002 *** 0.000

male 0.018 0.014 0.015 0.013

female 0.005 0.013 0.000 0.013

Observations 1876 1876 1876 1876

R2 / R2 adjusted 0.285 / 0.271 0.355 / 0.342 0.295 / 0.277 0.368 / 0.352

AIC 455.753 267.808 450.319 247.157

BIC 660.618 483.747 710.553 518.465

* p<0.05 ** p<0.01 *** p<0.001
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Appendix K

The table below contains the linear regression results for a mean imputed average age.

Linear regression models - Age imputed with the mean

Lancasterian Lanc.+Social Lanc.+Presentation Lanc.+Social+Pres.

Predictors Estimates S.E. Estimates S.E. Estimates S.E. Estimates S.E.

(Intercept) 0.199 * 0.090 0.223 0.121 0.323 * 0.140 0.286 0.155

Lancasterian perspective

price -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000 -0.001 *** 0.000

accommodates 0.032 *** 0.005 0.028 *** 0.005 0.031 *** 0.005 0.027 *** 0.005

bedroom amenities 0.043 *** 0.009 0.039 *** 0.009 0.043 *** 0.009 0.037 *** 0.009

additional amenities 0.004 0.005 -0.002 0.005 0.006 0.005 0.001 0.005

family amenities 0.012 0.010 0.005 0.010 0.012 0.010 0.004 0.010

top amenities -0.037 *** 0.008 -0.027 *** 0.008 -0.037 *** 0.008 -0.028 *** 0.008

nr amenities -0.000 0.001 -0.000 0.001 -0.000 0.001 -0.000 0.001

nr verifications 0.001 0.003 -0.005 0.003 0.001 0.003 -0.005 0.003

bathrooms 0.014 0.018 0.015 0.017 0.018 0.018 0.020 0.017

host is superhost 0.053 *** 0.014 0.028 * 0.013 0.058 *** 0.014 0.035 * 0.013

host identity verified 0.081 *** 0.019 0.079 *** 0.019 0.077 *** 0.020 0.074 *** 0.019

license 0.062 *** 0.014 0.054 *** 0.013 0.064 *** 0.014 0.057 *** 0.013

room type [Hotel room] -0.043 0.038 -0.055 0.036 -0.037 0.039 -0.055 0.037

room type [Private room] 0.058 *** 0.017 0.027 0.016 0.055 ** 0.017 0.023 0.016

[Bijlmer-Oost] -0.027 0.138 -0.025 0.131 0.007 0.138 0.004 0.131

[Bos en Lommer] -0.011 0.090 -0.002 0.086 0.003 0.090 0.005 0.085

[Buitenveldert - Zuidas] -0.128 0.108 -0.115 0.103 -0.108 0.108 -0.096 0.102

[Centrum-Oost] 0.099 0.084 0.095 0.080 0.114 0.084 0.102 0.080

[Centrum-West] 0.103 0.083 0.107 0.079 0.116 0.083 0.112 0.079

[De Aker - Nieuw Sloten] -0.039 0.106 -0.035 0.101 -0.017 0.106 -0.013 0.101

[De Baarsjes - Oud-West] 0.009 0.084 0.019 0.080 0.025 0.084 0.029 0.080

[De Pijp - Rivierenbuurt] -0.013 0.084 -0.006 0.080 0.000 0.085 0.000 0.080

[Gaasperdam - Driemond] -0.196 0.105 -0.165 0.100 -0.180 0.105 -0.145 0.100

[Geuzenveld - Slotermeer] -0.010 0.097 0.010 0.093 0.012 0.098 0.022 0.093

[IJburg - Zeeburgereiland] -0.157 0.091 -0.116 0.086 -0.131 0.091 -0.095 0.086

[Noord-Oost] -0.126 0.092 -0.103 0.088 -0.103 0.093 -0.087 0.088

[Noord-West] -0.154 0.092 -0.138 0.087 -0.138 0.092 -0.123 0.087

[Oostelijk Havengebied - Indische Buurt] 0.030 0.088 0.058 0.084 0.043 0.088 0.063 0.084

[Osdorp] 0.024 0.113 -0.002 0.108 0.036 0.113 0.005 0.107

[Oud-Noord] -0.064 0.087 -0.062 0.083 -0.047 0.088 -0.049 0.083

[Oud-Oost] -0.012 0.087 -0.005 0.082 0.008 0.087 0.007 0.082

[Slotervaart] -0.049 0.097 -0.061 0.093 -0.032 0.097 -0.049 0.092

[Watergraafsmeer] -0.154 0.093 -0.124 0.089 -0.128 0.094 -0.101 0.089

[Westerpark] -0.041 0.086 -0.029 0.082 -0.025 0.086 -0.020 0.082

[Zuid] -0.051 0.086 -0.050 0.082 -0.028 0.086 -0.032 0.082

Social Learning perspective

number of reviews 0.001 *** 0.000 0.001 *** 0.000

review scores rating -0.009 0.018 -0.000 0.019

Presentation perspective

host has descr 0.016 0.019 0.006 0.018

sentiment score description host -0.012 0.018 -0.017 0.018

sentiment score description -0.016 0.014 -0.011 0.013

happy -0.000 * 0.000 -0.000 0.000

sad -0.001 * 0.000 -0.001 0.000

sharpness -0.094 0.110 -0.032 0.105

brightness 0.036 0.041 0.039 0.039

average age -0.001 0.001 -0.002 ** 0.001

male 0.000 0.013 -0.012 0.012

female -0.008 0.013 -0.019 0.012

Observations 1876 1876 1876 1876

R2 / R2 adjusted 0.285 / 0.271 0.355 / 0.342 0.293 / 0.276 0.365 / 0.349

AIC 455.753 267.808 454.424 255.778

BIC 660.618 483.747 714.658 527.086

* p<0.05 ** p<0.01 *** p<0.001
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Appendix L

The drawn green line represents the neighborhoods as selected by the conditional inference tree.

The drawn blue represents Centrum-West which was found to be most significant by both the

linear and the tree based models. Lastly, the red-dot represents the Amsterdam’s city center.

Figure L1: Neighborhoods of Amsterdam
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Appendix M

Plots to check the linear assumption of homoscedasticity. The scatter plots show that the error is

not constant along the values of the dependent variable.

Figure L2: Scatter-plot - residuals against the dependent variable - Lancasterian model.
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Figure L3: Scatter-plot - residuals against the dependent variable - Lancasterian + Social

Learning model.
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Figure L4: Scatter-plot - residuals against the dependent variable - Lancasterian + Presentation

model.
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Figure L5: Scatter-plot - residuals against the dependent variable - Full model.
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Appendix N

SHAP interaction plots.

Figure L6: SHAP interaction plot between the happy expression of a host’ profile picture and

the number of reviews.

Figure L7: SHAP interaction plot between the sentiment in the listing description and whether

the host is a Superhost.
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Figure L8: SHAP interaction plot between the number of host’ verification’s and the number of

reviews.
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Appendix O

The following plot includes the predicted (y-axis) against the observed (x-axis) values of the

Random Forest model and the best performing linear regression model. The best performing linear

regression model contains the variables from the Lancasterian, Social Learning and Presentation

Perspective.

Figure L9: Predicted against the observed observations of the Random Forest (left) and Linear

regression (right) model.
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