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#### Abstract

The use of coupons is prevalent in the consumer goods industry and in many other markets. Advertisements and promotion deals are among the most crucial marketing strategies for those businesses. However, a significant challenge the consumer goods industry faces regarding coupon campaigns is the low redemption rates. Therefore, to efficiently and effectively utilize the coupon campaigns identification of coupon-prone customers is needed. With the Logistic regression and the Random Forest classification algorithm the key customer and coupon characteristics are identified that determine coupon redemption. According to the results obtained in this paper, the key customer characteristics are income and age. Moreover, the marital status of the customer, their accommodation status and their family size show all to be statistically significant. Regarding the coupon characteristics, the category of the couponed product shows to be of importance for coupon redemption. The results also suggest that the likelihood of coupon redemption is higher for discounted products from established brands than for products from local store brands. With this identification managers and marketers know what type of customers to target with their available coupons and what type of coupons to issue in order to reach higher coupon redemption rates.
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## 1. Introduction

In the year 1887, the Coca-Cola Company used an innovative advertising technique where they offered consumers hand-written tickets that they could redeem for a complimentary glass of Coca-Cola, which is now known as couponing (Tuttle, 2010). Since then, couponing has become a popular promotion tool and is defined as a certificate allowing consumers to get reduced prices at the time of purchase (Schultz et al., 1998).

Providing coupons to customers has been popular for many years and still is in the consumer goods industry. Advertisements and promotion deals are among the most crucial marketing strategies for those businesses. However, a significant challenge the consumer goods industry faces regarding coupon campaigns is the low redemption rates. Previous studies have shown that approximately 320 billion USD worth of coupons were issued to customers in the consumer goods industry in 2015, of which only 2.5 per cent got redeemed (Inmar, 2016; Lalwani \& Wang, 2019).

Many benefits can be identified from promotion deals, such as brand exposure, boosting sales, and increasing customer loyalty. However, with the low redemption rate, the efficiency and effectiveness of the coupon campaigns can be questioned. Managers and marketers must discover the optimal utilisation of promotional campaigns to achieve a satisfactory effect. The ideal coupon campaign would add value to the customers while at the same time does not add any additional costs for the company (Goh \& Bockstedt, 2013).

Therefore, identifying consumers who may be more or less likely to redeem a coupon can play a valuable role in the consumer goods industry. With this identification, the company can apply a better targeting strategy to achieve the desired goal. Moreover, the popularity of online shopping and ordering leads to the increasing usage of behavioural targeting. For example, targeting customers based on their personal life, online behaviour, geographic location, and purchase history could increase the coupon redemption rate. Moreover, given the possible 50 million USD budget for advertisement and coupon campaigns for one product alone in the consumer goods industry, a highly effective and efficient rate is crucial (Reibstein \& Traver, 1982).

From a managerial perspective, having more knowledge and insights regarding consumers who redeem the coupon provides multiple advantages. Companies could fine-tune their segments to whom the coupons are distributed to achieve redemption and minimise the negative effect on profit. Additionally, recognising coupon characteristics that could influence the coupon redemption rate, such as the type of product or brand, may provide valuable insights to customize the coupon.

To evaluate the promotional campaigns, marketers need a measurement or identification of the customers' coupon proneness and the prediction of their redemption behaviour. Therefore, with the fictional data of the company ABC , this paper aims to shed light on the key customer and coupon characteristics that are of importance for coupon redemption. Logistic regression and Random Forest will be performed during the analysis to illustrate the key customer and coupon features and their relationship to coupon redemption.

Accordingly, the main research question entails:
What is the relation of customer and coupon characteristics with the redemption rate of coupons?

To answer this research question more precisely and in the context of the data set, several subquestions are obtained and analysed in this study:

1. What is the relationship between income and coupon redemption?
2. What is the relationship between age and coupon redemption?
3. What is the relationship between household size and the redemption of coupons?
4. Is the coupon redemption rate different for different product categories, such as food, no-food and services?
5. Does the coupon redemption rate differ between established store brands and local store brands?

After the provision of an introduction where the research topic and relevance of this thesis are highlighted, the rest of this study will be structured as follows. Section 2 presents the literature review and the established hypotheses. Section 3 elaborates on the methodology and the data used in this paper. Section 4 offers the hypotheses testing and research results. Section 5 provides the discussion, and Section 6 discusses the limitations of this study and suggests a path for further research. Lastly, section 7 features the conclusion.

## 2. Literature review and hypotheses development

Previous studies and associated literature related to coupon redemption can be divided into two streams. One stream focuses on the customer characteristics and examines socio-economic, demographic, and psychological drivers of coupon usage by individuals and households. In contrast, the other stream emphasises the coupon characteristics and other non-demographic characteristics to identify the significant features of coupon redemption. Therefore, the following sub-chapters include the literature review divided into those two streams and illustrate the developed hypotheses.

### 2.1 Customer characteristics

Coupons continue to be an essential promotional tool in many consumer goods industries. However, due to the low redemption rates, managers are seeking a solution or, better said, an enhancement in the effectiveness of their promotional campaigns by identifying coupon-prone customers. The socio-economic and demographic determinants most often studied in research to analyse coupon-prone customers include income, age, education, household size, presence of children and marital status (Cronovich et al., 1997).

### 2.1.1 Income

According to Cronovich et al. (1997), households with high incomes use coupons less often than households with lower incomes. The study by Lee and Brown (1985) contravenes this outcome since their research states that high-income households are significantly more likely to use coupons than low-income households. Bawa and Shoemaker (1987) examine the coupon usage for different products and find a statistically insignificant relationship between income and coupon usage. The insignificant income effects are also proven by Narasimhan (1984), Goodwin (1992), and by Chiou-Wei and Inman (2008).

From a theoretical viewpoint, microeconomic theories, including opportunity cost and marginal utility theory, suggest that consumers with lower incomes have more excellent utility and lower opportunity costs associated with coupon redemption than consumers with high incomes. Similarly, the higher-income groups incur higher opportunity costs related to coupon search, handling, and redemption than lower-income groups and should, therefore, exhibit relatively
lower coupon redemption rates. However, the available research does not strongly support these theories (Noble et al., 2017).

### 2.1.2 Age and education

The demographic characteristics of consumers that may also influence the redemption of coupons are age and education. Goodwin (1992) and Ward and Davis (1978) included age categories in their models to account for the differences in coupon usage related to age. Both studies found that middle-aged customers are more likely to redeem a coupon. Yet, Goodwin (1992) states that age does not strongly influence the propensity of coupon usage. Similar results are found by Cronovich et al. (1997). The study done by Cronovich et al. (1997) controls for the household's life cycle, as it experiences changes in the employment status of its adults and changes in the presence and age of its children. Their findings indicate that households aged 45-54 and adults over 65 years are slightly more likely to use coupons. The obtained results for the other included age categories show an insignificant relationship between age and coupon usage.

Analysing the relationship between education and coupon redemption, Cronovich et al. (1997) suggest no systematic relationship between education level and coupon propensity. The findings of other studies did indicate a significant positive relationship between education and coupon redemption and discussed this outcome by explaining that households with more excellent education want more diversity, have lower substitution costs, and more efficient management of time to collect the offered coupons (Narasimhan, 1984; Bawa \& Shoemaker, 1987).

### 2.1.3 Household size

The studied effect of the socio-economic variables household size and the presence of children on the coupon redemption rates shows again conflicting results in the literature. Some studies report that the presence of children decreases the likelihood of using coupons (Lee \& Brown, 1985; Narasimhan, 1984). On the contrary, Cronovich et al. (1997) show that the household size and number of children in the households positively and significantly affect coupon redemption rates.

Considering the opportunity costs theory, it would predict that households with children may have less time available for managing coupons. Therefore, this should lead to lower coupon redemption rates for households with children than households without children. Yet, marginal utility theory predicts, holding income constant, that the presence of children holds less disposable income in the household, which makes the economic benefit of coupon usage more useful (Noble et al., 2017; Schiller, 1997).

To summarise, the previous studies have produced conflicting results on the various socioeconomic and demographic determinants of coupon usage. These inconsistencies are probably due to the differences across studies. This could be explained by the types of grocery products analysed, the type of data analysed, and the set of control variables included. These differences inhibit and confound the comparison of the relative importance of the many socio-economic and demographic determinants.

The emerging hypotheses that will be tested in this paper are the following:
$H_{1}$ : Ceteris paribus, customers with lower incomes are more likely to redeem coupons than customers with higher incomes.
$H_{2}$ : The customer's propensity for coupon usage increases with age, ceteris paribus.
$H_{3}$ : Ceteris paribus, bigger households are more likely to redeem coupons than smaller households.

### 2.2 Coupon characteristics

Much research has been done on traditional couponing, while new forms of coupons have emerged over the years, like online couponing. Due to this change in couponing, the customer's attitude towards couponing can be affected differently. Nielsen (1965) identified five coupon characteristics influencing coupon redemption rates. These factors are 'method of distribution', 'size of product class', 'rate of discount', 'the face value of coupon' and 'brand distribution'. Prior research also shows that coupon redemption behaviour varies between product categories. Therefore, managers must gain insights into the coupon proneness at the product category level
before formulating a promotional strategy (Bawa and Shoemaker 1987; Blattberg and Neslin 1990; Webster 1965).

### 2.2.1 Face value and product category

Reibstein and Traver (1982) studied the impact of coupon characteristics on redemption rates and found that higher face value coupons are associated with higher redemption rates. These authors mean by coupon face value, the value of the coupon in cents which are discounted from the product related to the coupon. This significant positive relation between the coupon face value and the coupon redemption rate is also proven in the study done by Leone and Srinivasan (1996).

Swaminathan and Bawa (2005) estimated the coupon proneness at the product category level and analysed the categories of coffee, detergent, beauty salon, and oil change. Their findings suggest that consumers vary in their coupon usage across the product categories. Coupon-prone customers could disregard coupons in a specific product category since they are brand loyal, and at the same time, no coupons being available for their favoured brand. Danaher et al. (2015) covered the product categories of snack food, menswear, shoes, and others and found the highest coupon redemption rate for the snack food product category.

Moreover, Swaminathan and Bawa (2005) found that the propensity to redeem coupons correlates across categories. The extent of the correlation depends on the nature of the class. Their findings suggest that a joint couponing campaign for detergent and coffee would be more effective than promoting either product with a service like an oil change.

### 2.2.2 Established brands vs local store brands

Chiou-Wei and Inman (2008) differentiate between the effect of private brands and national brands on coupon redemption. Private brands or so-called local store brands are often regarded as having a lower price and lower quality, which implies being inferior in quality. National brands or established brands use nationwide advertising to reaffirm their quality and, therefore, are less likely to be considered low in quality and more prone to coupon use (Sawyer \& Dickson, 1984, Garretsona et al., 2002; Chiou-Wei \& Inman, 2008). According to Cronovich et al. (1997), households that buy local brands instead of established brands are significantly less likely to use coupons than consumers who only occasionally purchase local store brands.

Cronovich et al. (1997) explain this finding by the fact that most coupons distributed in the USA are for established brands.

### 2.2.3 Distribution

Due to the increasing penetration of Internet access, the traditional form of couponing has evolved into online couponing distributed online through, for example, direct mail. Many previous studies (Ward \& Davis, 1978; Reibstein \& Traver, 1982; Henderson, 1985) have highlighted that more easily available coupons tend to have higher redemption rates. Jung and Lee (2010) found a higher average redemption rate of online coupons than that of offline coupons. One of the main reasons for the high redemption rate of online coupons would be the 'selective' nature of the distribution. Moreover, they obtained that the age of customers influences the online coupon redemption rate since mainly online users are between 20 and 30 years old (Jung \& Lee, 2010).

The emerging hypotheses that will be tested in this paper are the following:
$H_{4}$ : Ceteris paribus, coupon redemption within the product category Food is higher than in the product categories Non-food and Services.
$H_{5}$ : Ceteris paribus, coupons for established brands induce higher coupon redemption rates than coupons for local store brands.

## 3. Methodology

The objective of this paper is to identify the customer and coupon characteristics that are key determinants of the consumers' likelihood of redeeming coupons. Managers and marketers can target the coupon campaigns more effectively to reach their desired goals by analysing these determinants. Therefore, they know who and how to target to increase coupon redemption rates with this knowledge.

### 3.1 The data

To analyse the essential determinants of coupon redemption and the relation of these key determinants to the redemption rate, the data provided by Kaggle will be used. Kaggle is an online public data platform where users can find published data sets, experiment with them, and share their skills with other users. The so-called 'Predicting Coupon Redemption' data set is used for this research.

The retrieved data set contains information on a fictional company called ABC . ABC is an established Brick \& Mortar retailer that regularly organises coupon marketing campaigns for its diverse product range. The promotions given out by ABC are shared across various channels, including email and notifications (Kanojia, 2020).

The data set is divided and available through 6 different data sets containing information on the campaigns, the coupon, user demographics, the products and information on previous transactions. Therefore, to perform the analyses, the relevant data sets are merged. The data sets are joined by the unique item, coupon and customer identification codes.

After merging the data sets into one complete data set, including all the relevant attributes, it is checked for missing values. No missing values were present, however, the data set included empty cells. For the attribute covering the number of children in the household, it is straightforward that an empty cell stands for no children in the household. This is also proven by the variable measuring the family size since it shows a size of 1 or 2 for the observations with empty cells. Therefore, the empty cells are converted to cells having the value " 0 " for this attribute measuring the number of children. Empty cells were also detected for the attribute covering the customer's marital status. These observations were removed due to the missing
information. This reduced the number of observations in the data set from 3,807,856 to 2,219,752.

The variable measuring the income of the customer is given by 12 different brackets of income. Meaning that a higher income corresponds to a higher income bracket. However, to make the results more useful and to reduce the imbalance between the number of observations in the income brackets, the brackets are merged. After merging, the income brackets 1 till 4 correspond to low income, 5 till 7 correspond to middle income and 8 till 12 indicate the highincome bracket.

Lastly, the categorical variable measuring the product category included 19 different levels. To simplify this categorical variable, the levels are merged into the levels Food, Non-food and Services. The Food category covers Alcohol, Grocery, Natural Products, Prepared Food, Seafood, Vegetables (cut), Bakery, Meat, Packaged Meat, Dairy Juices \& Snacks and Salads. The Non-food category covers Flowers \& Plants, Fuel, Skin \& Haircare, Garden, Miscellaneous and Pharmaceutical. And the Services category includes Travel and Restaurant. In Table 1, an overview is given of all the variables in the data set.

| Variable name | Variable type | Measure |
| :---: | :---: | :---: |
| redemption_status | Factor | Binary variable measuring the redemption of a coupon. <br> 0 - Coupon not redeemed <br> 1 - Coupon redeemed |
| brand_type | Factor | Assigning the valid brand type of the coupon. <br> Whether it is for an established brand or a local store brand. <br> 0 - Established brand <br> 1 - Local store brand |
| category | Factor | The product category of the couponed product. The three categories are: Food, Non-food and Services |


| age_range | Factor | The age range of the customer in years. <br> Age ranges are: 18-25, 26-35, 36-45, 46-55, 56-70 and 70+. |
| :---: | :---: | :---: |
| marital_status | Factor | The marital status of the customer, which is assigned married or single. $\begin{gathered} 0-\text { Married } \\ 1 \text { - Single } \end{gathered}$ |
| rented | Factor | Binary variable measuring if the accommodation of the customer is rented or not. 0 - not rented accommodation 1 - rented accommodation |
| family_size | Integer | The number of family members. Given by $1,2,3,4$, and 5. |
| no_of_children | Integer | The number of children in the family. Given by $0,1,2,3$ and 4 |
| income_bracket | Factor | Label Encoded Income Bracket. <br> 1 till 4 = low income <br> 5 till $7=$ middle income <br> 8 till $12=$ high income |

Table 1: Description of all the included variables in the data set

### 3.2 Classification methods

Consumers have an unobserved tendency to use coupons. This coupon proneness depends on a combination of the attractiveness of the coupon and the features of the customer. Two classification algorithms will be used to identify these key customer and coupon characteristics for coupon redemption. The applied algorithms to this classification problem are the Logistic regression and the Random Forest model. The programming language R processes the data and performs the research.

### 3.2.1 Logistic regression

Logistic regression is used to identify the relationships between the dependent variable and the included explanatory variables in the model. The dependent variable is a binary variable
indicating only two outcomes with the binary Logistic regression. In this analysis, the dependent binary variable, measuring the coupon redemption, is coded as 0 being equal to "No" and 1 being equivalent to "Yes" (Sperandei, 2014; Pusztova \& Babic, 2020; Menard, 2002).

The Logistic regression predicts the likelihood of a customer redeeming the coupon or not. If the possibility of redemption is greater than 0.5 , the assumption is that the customer redeemed the coupon. No coupon redemption is assumed if the likelihood is less than 0.5 . Therefore, using components of linear regression transformed in the logit scale, Logistic regression identifies the most robust linear combination of variables with the most significant probability of detecting the observed outcome, coupon redemption or no coupon redemption (Stoltzfus, 2011; Ren et al., 2021).

Some assumptions are checked before training the Logistic regression on the data set. The first assumption states that the observations in the data set are independent. This assumption is met since the data set shows observations per individual customer together with their original identification number, and no repeating is detected. Second, the assumption indicating the absence of multicollinearity among the explanatory variables is checked (Stoltzfus, 2011). This assumption is analysed according to the Generalized Variance Inflation Factors (GVIF) due to categorical variables in the data set. The chosen threshold is 5 for the GVIF, indicating no presence of multicollinearity. See Table 2 for the output of the GVIF analysis.

| Explanatory variable | GVIF | df | GVIF $^{\wedge}(\mathbf{1 / ( 2 * d f )})$ |
| :---: | :---: | :---: | :---: |
| brand_type | 1.0252 | 1 | 1.0125 |
| category | 1.1289 | 2 | 1.0308 |
| age_range | 2.3393 | 5 | 1.0887 |
| marital_status | 4.3397 | 1 | 2.0832 |
| rented | 1.3630 | 1 | 1.1675 |
| family_size | 42659.2163 | 4 | 3.7910 |
| no_of_children | 18412.4134 | 3 | 5.1387 |
| income_bracket | 1.8867 | 11 | 1.0293 |

Table 2: GVIF multicollinearity analysis results

The GVIF provides a combined measure of collinearity for each group of explanatory variables. To make the outcomes of GVIF comparable across dimensions, Fox and Monette (1992)
introduced the $\operatorname{GVIF}^{\wedge}\left(1 /\left(2^{*} \mathrm{df}\right)\right)$, where df is equal to the number of coefficients in the subsetspecifying the proportional change of the standard error of confidence interval of the coefficients due to the level of collinearity. Therefore, it indicates the reduction in the precision of the estimated coefficients due to collinearity (Fox \& Monette, 1992). Table 2 shows the highest GVIF and $\operatorname{GVIF}^{\wedge}\left(1 /\left(2^{*} \mathrm{df}\right)\right)$ for the independent variables measuring the size of the family and the number of children in the household. This presence of multicollinearity is rational since the number of children will also be counted in the total size of the family and vice versa. According to the threshold of 5 and only referring to $\operatorname{GVIF}^{\wedge}\left(1 /\left(2^{*} \mathrm{df}\right)\right)$, the variable measuring the number of children shows high multicollinearity.

The independent variables in the constructed Logistic regression model are selected based on the researched literature. However, the occurrence of overfitting in the full model, including all the explanatory variables, should be acknowledged. Moreover, due to the presence of multicollinearity, a Logistic regression model without the variable measuring the number of children in the household is obtained. Therefore, the following Logistic regressions are used in this research.

The full Logistic regression model:
$\operatorname{logit}\left(P_{i}\right)$ redemption_status $=\log \left(\frac{P_{i}}{\left(1-P_{i}\right)}\right)$
$=\beta_{0}+\beta_{1}$ brand_type $+\beta_{2}$ category $+\beta_{3}$ age_range $+\beta_{4}$ marital_status $+\beta_{5}$ rented

$$
+\beta_{6} \text { family_size }+\beta_{7} \text { no_of_children }+\beta_{8} \text { income_bracket }+\varepsilon_{i}
$$

The Logistic regression model accounted for multicollinearity:
$\operatorname{logit}\left(P_{i}\right)$ redemption_status $=\log \left(\frac{P_{i}}{\left(1-P_{i}\right)}\right)$

$$
\begin{gathered}
=\beta_{0}+\beta_{1} \text { brand_type }+\beta_{2} \text { category }+\beta_{3} \text { age_range }+\beta_{4} \text { marital_status }+\beta_{5} \text { rented } \\
+\beta_{6} \text { family_size }+\beta_{7} \text { income_bracket }+\varepsilon_{i}
\end{gathered}
$$

### 3.2.2 Random Forest

Decision trees are a simple and easily interpretable classifier tool. Classification decision trees can handle high-dimensional data and generally show good accuracy. However, a fully-grown decision tree will overfit the training data, and the resulting model might not be performant for predicting the outcome of the test data (Safavian \& Landgrebe, 1991; Song \& Ying, 2015). The technique of pruning can be used to control this overfitting problem, which results in a more straightforward tree with fewer splits and better interpretation at the cost of a bit of bias. Nonetheless, the Random Forest (RF) model goes beyond the decision tree method.

RF is a machine learning method that uses a non-parametric algorithm to predict an outcome and select essential determinants. The RF model consists of many individual uncorrelated trees that operate as an ensemble. Each decision tree in the forest is constructed from a randomly selected bootstrap sample. Therefore, during the construction of the decision trees, each time a split in the tree is considered, a random sample of $m$ predictors is chosen as split candidates from the complete set of $p$ predictors. This method ensures that the strongest predictor is not in the top split every time, so other predictors will have a higher chance of being chosen. Accordingly, the fundamental concept behind the RF model is that the combined uncorrelated trees outperform a single tree, resulting in a more accurate model in the end without pruning that has high variance and low bias (Belgiu \& Drăguţ, 2016; Breiman, 2001; James et al., 2013; Pal, 2005; Pusztova \& Babic, 2020).

With the RF classifier, the relative importance of the different characteristics in the data set can be identified. It will yield a variable importance plot that ranks the accounted variables in terms of their predictivity regarding the target variable. The variable importance analysis shows the ordering of the variables by their mean decrease in accuracy estimated by the RF model or by using the mean decrease in Gini (Belgiu \& Drăguţ, 2016; Breiman, 2001; Hamdiui et al., 2018; Pal, 2005). The mean decrease in accuracy is defined as the difference between the out-of-bag (OOB) error resulting from a random subset of the data and the OOB error from the original data set. Moreover, to select the important variables, the ordering of mean decrease in accuracy is used. The mean decrease in Gini is more prone to different kinds of biases, such as selection bias and bias due to the correlation between predictors since the Gini variable importance increase when a predictor appears more often in the trees (Nicodemus et al., 2010; Boulesteix et al., 2012).

However, this method does not define how a feature contributes to the model's predictions. To identify the relationship between the target variable and the features, multiple partial dependence (PD) plots will be used. A PD plot shows the marginal effect that a feature has individually on the predicted output, in this case, coupon redemption. The used feature is modified, holding all else constant, and the changes in the mean prediction are observed. For classification, the PD plot displays the probability for a particular class given the different values of the feature (Friedman, 2001; Cutler et al., 2007; Greenwell, 2017).

Another point needing awareness is that those classification problems are mainly imbalanced, which means that one of the classes is underrepresented in the data set. A high imbalance in the data set can badly affect the Logistic regression and RF model since they are constructed to minimise the overall error rate. Therefore, the models will focus more on the prediction accuracy of the majority class, which results in poor accuracy for the minority class (Chen et al., 2004; Maalouf, 2011). This imbalance problem, giving biased classification and overfitting of the models, can be handled by several methods. (Batista et al., 2004; Chen et al., 2004; Xie et al., 2009). In this paper, the over-sampling technique will be used.

The re-sampling technique can be divided into under-sampling and over-sampling. With undersampling, the majority class decreases, while with over-sampling the minority class increases. Therefore, with the under-sampling method, the majority class's observation gets deleted to match the number of the minority class. This will lead to a loss of information. With oversampling, synthetic data is produced randomly based on the minority class. The most used methods for over-sampling are SMOTE (Synthetic Minority Over-sampling Technique) and ROSE (Random Over Sampling Examples). SMOTE works by taking minority class samples and its k nearest neighbours generating synthetic examples (Chawla et al., 2002). The ROSE over-sampling method also generates new artificial data from minority classes but is based on a smoothed bootstrap approach (Menardi \& Torelli, 2014). The sub-section 'Exploratory analyses' will cover both methods and show the resulting balance in the data sets. Moreover, the Logistic regression models and the RF model will be applied to the imbalanced and balanced data sets to identify the performance differences.

Lastly, the RF model is trained and fine-tuned on the train data, both balanced and unbalanced, and evaluated on the validation set. Accordingly, the best mtry, corresponding to the number
of predictors considered for each split in the tree, in the RF function is set to be 4 providing the lowest OOB error. Regarding the number of decision trees (Ntree), research has shown that Ntree has a low impact on classification accuracy. Many studies identified a Ntree of 500 to be the threshold since the errors stabilise, and no further improvement is identified when increasing the number of trees beyond 500 (Belgiu \& Drăguţ, 2016; Du et al., 2015; Ghosh et al., 2014; Kulkarni \& Sinha, 2012; Lawrence et al., 2006). This also holds for this research and, therefore, the number of trees in the RF model is set to 500 .

### 3.2.3 Evaluation

The Logistic regressions and the RF models are trained on the imbalanced, ROSE balanced, and SMOTE balanced train data sets. Therefore, the established models are evaluated and compared according to their performance measures in order to obtain the best models. The performance measures used are the accuracy metric, the Area Under the Curve (AUC) value and the confusion matrix analysing sensitivity and specificity. The accuracy metric indicates the percentage of correct classification and is defined as:

Accuracy $=T P+T N /(T P+F P+F N+T N)$

Where,
$T P=$ True Positive, the number of positive classes correctly predicted
$T N=$ True Negative, the number of negative classes correctly predicted
$F P=$ False Positive, the number of positive classes wrongly predicted
$F N=$ False Negative, the number of negative classes wrongly predicted.

The other performance measure is the AUC value given by the ROC curve. The ROC curve is a graph with the False Positive rate on the x -axis from 0 to 1 and the True Positive rate on the $y$-axis from 0 to 1 . The ROC curve captures the classification rate when varying the classification thresholds. After that, the AUC value is constructed, indicating the overall performance ability. If the AUC value is closer to 1 , the classifier shows good accuracy. However, the classifier offers no good accuracy if the AUC value is more comparable to 0.5 (Mandrekar, 2010).

Lastly, the sensitivity and specificity measures are obtained from the confusion matrix. Sensitivity, the True Positive Rate, measures the proportion of actual positives that are correctly identified. Specificity, the False Positive Rate, measures the proportion of real negatives correctly identified. Therefore, the sensitivity measure shows the rate of accurately estimated redeemed coupons. In contrast, the specificity measure shows the rate of correctly estimated non-redeemed coupons. Sensitivity and specificity are defined as:

Sensitivity = TP / (TP + FN),

Specificity $=T N /(T N+F P)$.

With the obtained performance measures, the optimal models are identified for analysing the key customer and coupon characteristics and their relationship with coupon redemption (Kirasich \& Sadler, 2018; Pusztova \& Babic, 2020).

### 3.3 Exploratory analysis

After cleaning the data set and making a few adjustments, the data set is analysed. For the RF model, the existing data set is too large and not processable. Therefore, a smaller data set is randomly sampled from the original data set and used for the research. The sample contains 739.916 observations, which is approximately $1 / 3$ of the actual size of the data set. See appendix A for the descriptive statistics.

First, the target variable is checked for balance. The target variable measuring coupon redemption shows that 91.50 per cent of the coupons included in the data set did not get redeemed, and 8.50 per cent of the coupons did get redeemed. This shows that data is imbalanced, and the main interest lies in the minority class of redeemed coupons. As described in the previous section, both the Logistic regression and RF model are sensitive to imbalanced data. Therefore, before training the models the data used for training needs to be balanced in order to reduce the risk of biased outputs and to obtain robust models. In order to achieve balance in the data set, the over-sampling methods of SMOTE and ROSE are applied to the train data only.

The data set is split into a train data set that covers 80 per cent of the data and into a validation and test data set that both cover 10 per cent of the data. After balancing the train data set with the SMOTE methods, it shows a perfect balance of 50 per cent of redeemed coupons and 50 per cent of not redeemed coupons. Balancing the train data with the ROSE method shows a balance of 50.04 per cent of not redeemed coupons and 49.96 per cent of redeemed coupons. The time to perform the balance in the train data set was more significant for the SMOTE method than for the ROSE method. The Logistic regression and the RF model are applied to the unbalanced data set and to the obtained balanced data sets computed by SMOTE and ROSE.

Moreover, the explanatory variables in the data set are analysed concerning the target variable, which measures the coupon redemption status; 0 is equal to "No", and 1 is equivalent to "Yes". The outcome of these analyses is given in Figure 1 by enumeration and in Figure 2 by percentages.

The redemption of coupons is the outcome of interest. According to Figure 1 and Figure 2, coupon redemption is higher for established brands than for local store brands. However, the
distribution of coupons for established brands is higher than for local store brands, partially explaining this difference. The redemption rate is shown to be less than 10 per cent for established brands but even lower for local store brands, which indicates to be lower than 5 per cent. Due to these low values, it is not clearly visible in the figures. Therefore, Table 3 is added to provide the division more precisely in percentages. Moreover, Table 3 provides the ratio of coupon redemption per included variable and the ratio of no coupon redemption in percentages.

Coupon redemption shows to be higher for married customers and for customers who do not have rented accommodation. Both show to be between 5 and 10 per cent. This is interesting since married customers are more likely to have a double income to cover the expenses and are, therefore, in less need to cut costs than customers with a single payment. As well as for customers who do not have a rented accommodation are expected to earn enough money to possess a house and have less need to cut expenses by using coupons on their store purchases. However, another explanation for this difference in redemption between having a rented accommodation and not having a rented accommodation can be homeowners' mortgage costs and property taxes. These extra costs can cause homeowners to need to cut expenses and use coupons more than customers with rented accommodation.

As mentioned, the variable measuring the different product categories is modified from 19 product categories to only three, divided by Food, Non-food and Services. The product category Food shows the highest coupon redemption rate compared to the other categories. It shows that coupon redemption is less than 10 per cent in the Food category and less than 5 per cent in the Non-food category. Regarding the category Service, the number of redeemed coupons in this category is too low to show the redemption status visually. According to Table 3, coupon redemption in the category Services is approximately 0.002 per cent. Moreover, this figure of product category and coupon redemption shows the problem of redemption rates well since the number of not redeemed coupons outweighs the number of redeemed coupons.

The plots accounting for the variables measuring the size of the family and the number of children in the household show presence of coupon redemption in all classes. The family size of 2 shows the highest coupon redemption rate compared to the other classes and is almost 5 per cent. This could indicate a married customer or a single customer with one child. This can also be drawn from the figure accounting for the number of children in the customer's household since having no child at all and one child shows the highest rate of coupon
redemption, see Table 3 for the exact percentages. The next highest coupon redemption rate is detected by a family including four individuals, which indicates a higher number of children in the family. The 2 and 3 children classes show coupon redemption of approximately 1 per cent. However, these insights are surprising since larger households have higher grocery expenses, and coupons can help reduce these expenses. Regardless, this is not shown in the figures since it shows that a customer with a small household makes the most use of the coupons. This could be explained by the fewer leisure time customers with large households have due to the more children to take care of and, therefore, less time to manage the available coupons.

Customers between 36 and 45 years old show the most use of coupons of almost 2.5 per cent, which could be explained by the presence of children and or having a house indicating high costs. Customers within the 26-35 and 46-55 age range show the second highest rates of coupon redemption, being approximately 2 per cent. Moreover, customers that earn an income within the middle class show the highest rate of coupon redemption. However, a decrease in coupon use can be detected for customers with high incomes since the coupon redemption rate decreases from 6.48 per cent precisely to 0.27 per cent.


Figure 1: All Explanatory variables concerning the target variable in enumeration


Figure 2: All Explanatory variables concerning the target variable in percentages

| Variable | Coupon redemption - No | Coupon redemption - Yes | Ratio - No coupon redemption | Ratio - Coupon redemption |
| :---: | :---: | :---: | :---: | :---: |
| Brand type - Local | 14.04\% | 1.49\% | 90.4\% | 9.6\% |
| Brand type - Established | 77.48\% | 6.99\% | 91.7\% | 8.3\% |
| Marital status - Married | 71.82\% | 6.40\% | 91.8\% | 8.2\% |
| Marital status - Single | 19.70\% | 2.08\% | 90.5\% | 9.5\% |
| Rented accommodation - No | 83.97\% | 8.44\% | 90.9\% | 9.1\% |
| Rented accommodation - Yes | 7.55\% | 0.04\% | 99.5\% | 0.5\% |
| Product category - Food | 62.08\% | 6.28\% | 90.8\% | 9.2\% |
| Product category - Non-food | 29.40\% | 2.19\% | 93.1\% | 6.9\% |
| Product category - Services | 0.04\% | 0.002\% | 96.2\% | 3.8\% |
| Family size - 1 | 12.13\% | 1.05\% | 92\% | 8\% |
| Family size - 2 | 45.47\% | 4.40\% | 91.2\% | 8.8\% |
| Family size - 3 | 13.53\% | 0.93\% | 93.6\% | 6.4\% |
| Family size - 4 | 8.06\% | 1.49\% | 84.4\% | 15.6\% |
| Family size - 5 | 12.33\% | 0.61\% | 95.3\% | 4.7\% |
| Number of children - 0 | 56.53\% | 5.05\% | 91.8\% | 8.2\% |
| Number of children - 1 | 14.18\% | 1.32\% | 91.5\% | 8.5\% |
| Number of children - 2 | 8.00\% | 1.29\% | 86.1\% | 13.9\% |
| Number of children - 3 | 12.81\% | 0.81\% | 94\% | 6\% |
| Age range - 18 till 25 | 3.05\% | 0.24\% | 92.8\% | 7.2\% |
| Age range - 26 till 35 | 14.86\% | 1.98\% | 88.3\% | 11.7\% |
| Age range - 36 till 45 | 25.15\% | 2.49\% | 91\% | 9\% |
| Age range - 46 till 55 | 27.31\% | 1.89\% | 93.5\% | 6.5\% |
| Age range - 56 till 70 | 10.68\% | 0.75\% | 93.4\% | 6.6\% |


| Age range $-70+$ | $10.48 \%$ | $1.13 \%$ | $90.3 \%$ | $9.7 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| Low income | $39.27 \%$ | $1.77 \%$ | $95.7 \%$ | $4.3 \%$ |
| Middle income | $38.07 \%$ | $6.48 \%$ | $87.5 \%$ | $12.5 \%$ |
| High income | $14.14 \%$ | $0.27 \%$ | $96.6 \%$ | $3.4 \%$ |

Table 3: All Explanatory variables concerning the target variable in percentages and the ratio's in percentages

### 3.4 Model selection

Before testing the hypotheses and analysing the results, the best Logistic regression and Random Forest model need to be chosen. The obtained models are compared and evaluated according to the aforementioned performance measures explained in sub-chapter 3.2.3. The performance measures are the accuracy metric, AUC value and the confusion matrix analysing sensitivity and specificity. First, the Logistic regressions not accounting for multicollinearity are compared, and an overview of their performance measures is given in Table 4.

| Logistic regression | Accuracy | AUC | Sensitivity | Specificity |
| :---: | :---: | :---: | :---: | :---: |
| Unbalanced | 0.9152 | 0.5000 | 0.0421 | 0.9910 |
| Balanced with ROSE | 0.6403 | 0.6972 | 0.7659 | 0.6286 |
| Balanced with SMOTE | 0.6432 | 0.7106 | 0.7917 | 0.6295 |

Table 4: Performance measures accuracy, AUC, sensitivity and specificity for the Logistic regression models not accounting for multicollinearity

The accuracy measure shows to be the highest for the Logistic regression model trained on the unbalanced data set. The model shows to be $91.52 \%$ accurate. However, the accuracy metric provides deceiving results since the model is trained on an unbalanced data set. Here the unbalanced Logistic regression model is biased towards the majority class, which is no coupon redemption, and the minority class, coupon redemption, hold a minimum effect on the overall accuracy.

Referring to the Logistic regression models trained on the balanced ROSE and SMOTE data set no significant difference can be obtained between the performance measures. The accuracy of the Logistic regression model shows a difference of 0.29 percentage points between the ROSE and SMOTE methods in Table 4.

The AUC for the Logistic regression model trained on the unbalanced data set shows to be the lowest, indicating that the model has a low discriminatory ability. The Logistic regression models not accounting for multicollinearity and trained on balanced data show similar AUC values. The highest value is given by the SMOTE model, which shows a 0.7106 probability of correctly distinguishing between coupon redemption and no coupon redemption.

The full Logistic regression model trained on the unbalanced data set gives the highest specificity rate shown in Table 4 . However, the sensitivity rate is very low, implying that the model correctly estimates only $4.21 \%$ of redeemed coupons. Therefore, in evaluating a model based on sensitivity and specificity, both values need to be as high as possible for the model to be a good fit. Comparing the Logistic regressions of ROSE and SMOTE balanced data sets, again, little difference in measurements is obtained. However, the Logistic regression trained on the balanced SMOTE data set shows the best sensitivity and specificity measures.

Next, the performance measures of the Logistic regression models accounting for multicollinearity are discussed and an overview is given in Table 5.

| Logistic regression | Accuracy | AUC | Sensitivity | Specificity |
| :---: | :---: | :---: | :---: | :---: |
| Unbalanced | 0.9152 | 0.5000 | 0.0415 | 0.9942 |
| Balanced with ROSE | 0.6465 | 0.7013 | 0.7695 | 0.6352 |
| Balanced with SMOTE | 0.6458 | 0.7009 | 0.7673 | 0.6345 |

Table 5: Performance measures accuracy, AUC, sensitivity and specificity for the Logistic regression models accounting for multicollinearity

Again, the highest accuracy metric is given by the Logistic regression model trained on the unbalanced data set. However, the possibility of biased outcomes from this model needs to be recognized. The Logistic regression trained on the ROSE balanced data set shows a higher accuracy compared to the Logistic regression model trained on the SMOTE balanced data set. However, the difference is just 0.07 percentage points between their accuracy measures.

Regarding the AUC value, the lowest measure is given by the Logistic regression model trained on the unbalanced data set. The AUC measures of the balanced Logistic regression models are again similar. The ROSE model shows a probability of 0.7013 while the SMOTE model shows a probability of 0.7009 correctly distinguishing between coupon redemption and no coupon redemption.

The sensitivity rate and the specificity rate of the Logistic regression model trained on the unbalanced data set indicate a not good fit of the model. The Logistic regression models trained on the balanced data set show high values for both the sensitivity and specificity measures. However, again little difference between the two models is identified. The sensitivity rate of
the ROSE model is the highest and shows to be 0.7695 which implies that the model correctly identifies the redeemed coupons by approximately $77 \%$. The specificity rate is also higher for the ROSE model by 0.07 percentage points compared to the SMOTE model.

To select the best Logistic regression model, the models not accounting for multicollinearity are dropped. Since they violate one of the Logistic regression assumptions and include the problem of overfitting the train data. Moreover, the unbalanced Logistic regression model that accounts for multicollinearity is also dropped due to its bias towards the majority class nocoupon redemption. Therefore, the best Logistic regression for testing the hypotheses in this paper is the Logistic regression trained on the ROSE balanced data set, which also accounts for multicollinearity. The performance measures of the ROSE model are shown to be higher compared to the measures of the Logistic regression model trained on the SMOTE balanced data set.

Next, the RF models are analysed with their performance measures given in Table 6.

| Random Forest | Accuracy | AUC | Sensitivity | Specificity |
| :---: | :---: | :---: | :---: | :---: |
| Unbalanced | 0.9326 | 0.6288 | 0.2629 | 0.9947 |
| Balanced with ROSE | 0.8524 | 0.8859 | 0.9264 | 0.8455 |
| Balanced with SMOTE | 0.8295 | 0.8892 | 0.9611 | 0.8173 |

Table 6: Performance measures accuracy, AUC, sensitivity and specificity for the Random Forest models

The accuracy measure is the highest for the RF model trained on the unbalanced data set, implying an accuracy rate of $93.26 \%$. The RF models trained on the balanced data set, with the ROSE and SMOTE method, also provide high accuracy measures of $85.24 \%$ for the ROSE RF model and $82.95 \%$ for the SMOTE RF model.

According to the AUC value, the best performance is the balanced RF model trained on the SMOTE data set. However, a little difference of 0.33 percentage points is shown between the RF model trained on the balanced ROSE data set and the model trained on the SMOTE data set. The lowest AUC value is given by the unbalanced RF model.

The low AUC value of the unbalanced RF model is also proven by the sensitivity and specificity rates. The sensitivity rate measuring the True Positive Rate is equal to 0.2629 . This implies that the model correctly estimates only $26.29 \%$ of redeemed coupons. However, the specificity rate is shown to be the highest compared to the other RF models. Evaluating both rates shows the consequence of training the model on an unbalanced data set, indicating a bias towards the majority class of not-redeemed coupons.

The RF models trained on the balanced data set do not show this bias and perform better than the unbalanced RF model. For the balanced RF models, both sensitivity and specificity are high and little difference between the models can be obtained. However, the best RF model based on the performance measures is the RF model trained on the SMOTE balanced data set. Therefore, the SMOTE RF model shows the highest ability of $96.11 \%$ to correctly classify the class of interest, which is redeemed coupons.

To conclude, the models chosen to identify the key customer and coupon characteristics and their relationship to redemption rate are 1) the Logistic regression model accounting for multicollinearity and trained on the balanced ROSE data set and 2) the RF model trained on the balanced SMOTE data set.

## 4. Results

With the purpose of testing the hypotheses and providing an overview of the key customer and coupon characteristics for coupon redemption and their relationship, the best Logistic regression and Random Forest model are used. The used Logistic regression is accounted for multicollinearity and trained on the ROSE balanced data set. The best obtained Random Forest model is trained on the balanced SMOTE data set. First, the results of the Logistic regression are presented, and the hypotheses are tested. Thereafter, the results from the RF model are provided and analysed.

### 4.1 Logistic regression results and hypotheses testing

With the purpose of testing the hypotheses and providing an overview of the relation between the customer and coupon characteristics with redemption, the Logistic regression is used, and the results are given in Table 7.

| Variable | Coupon redemption $=$ Yes |
| :---: | :---: | :---: |
| Estimate |  |
| Log(odds) |  |$\quad$ Odds-ratio


| Local store brand | $-0.0981^{* * *}$ | 0.9066 |
| :---: | :---: | :--- |
| Marital status being single | $0.6189^{* * *}$ | 1.8569 |
| Rented accommodation | $-3.1536^{* * *}$ | 0.0427 |
| Intercept | $-1.2203^{* * *}$ | 0.2951 |

Table 7: Logistic regression results and Odds-ratio with significant codes

$$
* * * p<0.0001 ; * * p<0.01 ; * p<0.05 ; \quad p<0.1
$$

### 4.1.1 $H_{1}$ : Customers with lower incomes are more likely to redeem coupons than customers with higher incomes, ceteris paribus.

Examining the results from the Logistic regression in Table 7, the income classes middleincome and high-income are both statistically significant at the 0.0001 p -level. The reference group is the income bracket measuring low incomes.

Referring to the middle-income bracket, the odds of redeeming a coupon increase compared to the odds of the low-income bracket, holding all else constant. For example, the odds of a customer within the middle-income bracket redeeming a coupon is 5.1435 times that of a customer redeeming a coupon with low income, ceteris paribus.

For customers with income within the high-income bracket, the odds of redeeming a coupon is 0.5109 times less than that of customers with low-income, holding all else constant.

Therefore, according to the Logistic regression results, hypothesis 1 can only be partially rejected. The hypothesis cannot be rejected for the comparison between the low- and highincome customers. This also holds for the comparison between the middle- and high-income customers since customers with middle-income are more likely to redeem coupons than customers that earn more and belong to the high-income class. However, the comparison between the low and middle income indicates higher redemption rates for customers with middle income. Moreover, the estimated coefficients indicate a non-linear relationship.

### 4.1.2 $\mathrm{H}_{2}$ : The customer's propensity for coupon usage increases with age, ceteris paribus.

The Logistic regression results given in Table 7 show that the categories for the variable measuring age are all highly significant at a significance level of 0.01 per cent. The reference group is the age range 18 till 25 years old.

The results for customers within the age range of 26 to 35 years old show that the odds of them redeeming coupons is 2.5141 times that of customers redeeming coupons within the 18-25 age range, holding all else constant.

However, after the 26-35 age range, the odds show a decrease. For customers within the 36-45 age range the odds of them redeeming a coupon is 1.8450 times that of customers in the 18-25 age range, holding all else constant. For customers within the 46 till 55 age range, the odds of them redeeming coupons is 1.0402 times that of customers in the 18-25 age range, ceteris paribus.

After the 46-55 age range, the odds increase again. The odds of redeeming a coupon in the 5670 age range is 1.1543 times that of redeeming a coupon within the $18-25$ age range. Moreover, for the age range of $70+$, the odds of redeeming a coupon is 2.1140 times that of redeeming a coupon within the 18-25 age range. Holding all else constant.

Therefore, hypothesis 2 can be rejected according to the results of the Logistic regression.
4.1.3 $\mathrm{H}_{3}$ : Bigger households are more likely to redeem coupons than smaller households, ceteris paribus.

According to the Logistic regression results in Table 7, the variable measuring the number of people in the household of the customer is statistically significant at the 0.0001 p -level.

For one unit increase in the size of the customer's family, the odds of coupon redemption increase by a factor of 1.0817 , ceteris paribus. Therefore, hypothesis 3 cannot be rejected.
4.1. $\mathrm{H}_{4}$ : Coupon redemption within the product category food is higher than in the product categories non-food and services, ceteris paribus.

The Logistic regression results in Table 7 show that the variable indicating the product categories are statistically significant at the 0.0001 p -level for both the category measuring nonfood products and for the category measuring the services.

The odds of coupon redemption in the Non-food product category is 0.5897 times that compared to coupon redemption in the reference group Food, ceteris paribus. The odds for coupon redemption in the product category Services is lower. Here it indicates that the odds of coupon redemption in the Service category is 0.3643 times that of coupon redemption in the product category Food, holding all else constant.

Therefore, hypothesis 4 cannot be rejected.

### 4.1.5 $H_{5}$ : Coupons for established brands induce higher coupon redemption rates than coupons for local store brands, ceteris paribus.

According to Table 7, providing the results of the used Logistic regression model, the variable indicating the type of brand shows to be statistically significant at the 0.01 per cent level. The reference group is the established brands.

Holding all else constant, the odds of coupon redemption for local store brands is 0.9066 times less than that of coupon redemption for established brands. Therefore, hypothesis 5 cannot be rejected.

Then lastly, the remaining estimated coefficients of the variables indicating the marital status of the customer and their type of accommodation are discussed. Both variables are given statistical significance at the 0.01 per cent level. The reference group is 'married' for the variable indicating the marital status and 'no rented accommodation' for the variable measuring the accommodation. Therefore, the odds of coupon redemption for single customers is 1.8569 times that of married customers. The odds of coupon redemption for customers with a rented accommodation is 0.0417 times less than that of coupon redemption for customers with no rented accommodation. Holding all else constant.

### 4.2 Random Forest results

The RF model trained on the balanced SMOTE data set obtained the following variable importance plot shown in Figure 3. The variable importance analysis shows the ordering of the predictors by their mean decrease in accuracy. See appendix section B for the variable importance plot based on the mean decrease in Gini.


Figure 3: Variable importance plot Random Forest model

According to Figure 3, the predictors measuring income and age have the most impact on the target variable measuring coupon redemption. Moreover, the predictor 'category' is given high importance by the RF model, implying high predictivity regarding the target variable. Therefore, the top three variables have a high contribution to the model's prediction power and show the importance of specific customer and coupon characteristics for coupon redemption.

Next, the PD plots are given to identify the relationship between the key predictor variables and the target variable coupon redemption, holding all else constant. The predictors of interest are shown in Figures 4 a till 4 c . See appendix section C for the PD plots of the remaining predictors.


Figure 4a: Partial dependence plot on the predictor income_bracket
The marginal effect of the predictor measuring the income bracket of the customer on coupon redemption shows the highest probability of coupon redemption for customers with low income. A lower chance of coupon redemption is shown for customers within the middleincome group and the lowest likelihood is given for customers within the high-income bracket.


Figure 4b: Partial dependence plot on the predictor age_range

The marginal effect of age on coupon redemption shows the highest likelihood of coupon redemption for customers aged 56 to 70 years old. Moreover, a relatively high probability is displayed for customers in the age range of 18 to 25 and 46 to 55 years old. The lowest likelihood of coupon redemption is given by customers in the age range of 36 to 45 years old.


Figure 4c: Partial dependence plot on the predictor category
The marginal effect of the variable measuring the different product categories on coupon redemption is given in Figure 4c. Here the likelihood of coupon redemption is the highest for coupons valid within the Food category. The probability of coupon redemption shows to be the second-highest for coupons valid within the Non-food category. Lastly, the lowest probability of coupon redemption is shown for the category Services.

## 5. Discussion

The discussion seeks to illustrate the key customer and coupon characteristics and the relationship of the included variables with coupon redemption, given the results in the previous section.

First, discussing the results regarding the customer characteristics, the income of the customer shows to be a significant determinant regarding coupon redemption. This significant relationship between income and coupon redemption is also proven by Cronovich et al. (1997) and by Lee and Brown (1985). Cronovich et al. (1997) stated that customers with high incomes are less likely to use coupons than customers with low incomes. The results from this paper also prove this relation but only between the low-income class and the high-income class and between the middle-income class and high-income class. The obtained results are also supported by the microeconomic theory regarding opportunity costs and utility since customers with lower incomes have higher utility and lower opportunity costs associated with coupon redemption than customers with higher incomes. However, the obtained insights also support the findings of Lee and Brown (1985) since customers with middle income are more likely to redeem coupons compared to customers with low income. Overall the relationship between income and coupon redemption is given to be non-linear. According to the results of the RF model, customers with low incomes have the highest probability of coupon redemption.

The obtained results regarding the age of customers show a significant relation with coupon redemption. However, according to the found results coupon redemption does not increase with age. The results indicate higher redemption rates within the 26-35 age range and above 70 years old. The PD plot indicates high probabilities of coupon redemption for middle-aged customers. This is also proven by Cronovich et al. (1997), Goodwin (1992) and by Ward and Davis (1978).

The relationship between household size and coupon redemption is statistically significant. According to the obtained result, the likelihood of coupon usage increases with the customer's family size, ceteris paribus. Arguably, bigger households are prone to having higher expenses and, therefore, receive higher utility from coupon redemption. However, only Cronovich et al. (1997) found similar results while other studies suggest that bigger households decrease the likelihood of coupon usage due to the time constraint of childrearing. The PD plot of family
size in Appendix C supports the increase in the likelihood of coupon redemption when the size of the family increases.

The results regarding the variable measuring whether the customer is married or single, indicate a higher probability of coupon redemption for customers that are single. See the results in Table 7 in Chapter 4 and Appendix C for the PD plot. This is interesting since smaller households are expected to be less likely to use coupons than bigger households (Goodwin, 1992). The reason behind this result could be that single people have more time to collect and manage the available coupons than people who are married and maybe even have children.

Moreover, according to the obtained results of the Logistic regression, customers with rented accommodation are less likely to use coupons compared to customers with non-rented accommodation. This could be explained by the extra costs homeowners have compared to people renting a residence. However, according to the PD plot obtained with the RF model, customers with rented accommodation have a higher probability of coupon redemption than customers with no rented accommodation. The location of the residence indicates the distance from the redemption location, the ABC Brick \& Mortar store, and is an important factor for redemption behaviour. Customers that are located further away from the redemption location have concomitantly more cost in time. Therefore, this greater time constraint and that rented accommodation are more present in cities instead of the suburbs, could explain the higher likelihood of coupon redemption for customers with rented accommodation (Chiou-Wei, 2004; Chiou-Wei \& Inman, 2008; Rhee \& Bell, 2002)

The obtained variable importance plot by the RF model identifies income and age as key customer characteristics for coupon redemption. The size of the family is given low predictivity regarding coupon redemption. The variables measuring marital status and accommodation also show low importance but higher predictivity power than the variable measuring family size.

Next, the coupon characteristic 'category' shows statistical significance. Therefore, coupon redemption lies within different categories of available products, which is also proven by Swaminathan and Bawa (2005). The obtained results indicate higher coupon redemption for the category Food. This is also proven by Danaher et al. (2015) since they found high redemption rates within their researched food category. The probability of coupon redemption is the lowest for the product category Services.

The obtained results for the coupon characteristic 'brand type' indicate higher coupon redemption for products of established brands. Products of established brands are regarded as high-quality products and are sold at a higher price than local store brands. Therefore, when a coupon is available for those inferior products more customers will be interested in using the coupon due to receiving higher quality for a lower price. This is also supported by the provided literature in Chapter 2.2. See Appendix C for the PD plot regarding the variable measuring the type of product brand.

According to the variable importance plot of the RF model, the category of the product is an important determinant for coupon redemption. However, the brand type of the product is given the lowest importance of all included variables.

## 6. Limitations

Coupons are not new to the consumer goods industry. They are being extended to other markets and developed into more up-to-date digital coupons. In this paper, the research is done on data from a fictional company in the consumer goods industry that shares the coupons through different channels such as email and flyers. However, no information is given in the data set about which type of coupon is used by the customer during the transaction. Researching the effectiveness of the individual channels could provide insights into the best distribution channel to reach coupon-prone customers and the type of coupon mostly redeemed.

Moreover, information regarding the basket size of the customer could further develop the research. Basket size is the total number of products purchased by the customer in a single shopping visit. Including this in the study could improve identifying the different relations of coupon redemption for customers with low and high incomes. Noble et al. (2017) state that customers with lower incomes purchase fewer products during a shopping trip which disguises their likelihood of coupon redemption. The data used only included the number of products bought with coupons but not the total items bought during the shopping trip.

Therefore, further research can address the mentioned limitation and provide more insights regarding coupon redemption behaviour to make the research more complete. Furthermore, due to the increasing use of technology and the rise in online coupons, research only focusing on Ecoupons could provide different insights regarding the key customer and coupon characteristics for coupon redemption. As well as establishing this research on real consumption data.

By conducting similar research on digital coupons, different insights can be obtained and applied to online coupon campaigns. Therefore, increasing the obtained insights for different types of coupons and markets will help to develop more accurate and effective managerial actions to increase coupon redemption since customers behave differently in various markets.

## 7. Conclusion

The use of coupons is still prevalent and used in many markets. In the consumer goods industry, coupons are used to promote the products for which the coupon is valid. However, despite the billions worth of issued coupons, the number of redeemed coupons is relatively low, approximately 2.5 per cent in 2015 in the consumer goods industry. Therefore, to enact efficient and effective coupon redemption campaigns, managers and marketers need to know the key determinants of coupon redemption to identify their coupon-prone customers.

This coupon proneness depends on a combination of the attractiveness of the coupon and the features of the customer. Therefore, the objective of this paper is to identify the key customer and coupon characteristics that determine coupon redemption and to analyse the relationship of these characteristics with coupon redemption. In order to establish this research, fictional consumption data is used, and the applied classification algorithms are the Logistic regression and the Random Forest method.

According to the findings in this paper, managers and marketers should focus the coupon distribution on customers with low and middle incomes. Moreover, customers that are middleaged show to be more prone to the use of coupons as well as customers that have big households including children.

Regarding the coupon characteristics, coupons for products that are included in the Food category have a higher possibility of being redeemed than coupons that are valid for products in other categories. Moreover, managers and marketers should focus their coupon campaigns on products of established brands to make the campaign more effective since the likelihood of coupon redemption is higher for products from established brands than from local store brands.

To make the research usable for more markets, conducting similar research with respect to digital coupons could provide more and different insights regarding online coupon campaigns. For the reason that customers behave differently in different markets as well as their behaviour online. Moreover, including a variable accounting for the number of items bought during the shopping trip could help identify coupon prone customers.
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## Appendices

Appendix A: Descriptive statistics

| Variable | Observations |
| :--- | :--- |
| redemption_status: |  |
| No | 676,835 |
| Yes | 63,081 |
| brand_type: |  |
| Established |  |
| Local | 624,811 |
| category: | 115,105 |
| Food |  |
| Nonfood | 506,361 |
| Services | 33,205 |
| age_range: | 350 |
| $18-25$ |  |
| $26-35$ | 24,241 |
| $36-45$ | 124,693 |
| $46-55$ | 204,584 |
| $56-70$ | 215,791 |
| $70+$ | 84,874 |
| marital_status | 85,733 |
| Marries |  |
| Single | 578,152 |
| rented | 161,764 |
| No |  |
| Yes | 683,844 |
| family_size | 56,072 |
| 1 |  |
| 2 | 97,951 |
| 3 | 368,425 |
| 4 | 106,855 |
| 5 | 70,520 |
| no_of_children | 96,165 |
| 0 | 114,603 |
| 1 | 68,592 |
| 2 |  |
| 3 |  |
|  |  |

income_bracket
low-class 303,666
middle-class 329,635
high-class 106,615

Appendix B: Variable importance plot - Gini


Figure: Variable importance by mean decrease in Gini

## Appendix C: Partial dependence plots



Figure: Partial dependence plot on the predictor no_of_children


Figure: Partial dependence plot on the predictor marital_status


Figure: Partial dependence plot on the predictor rented


Figure: Partial dependence plot on the predictor family_size


Figure: Partial dependence plot on the predictor brand_type

