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Abstract
The recent empirical findings show the positive role of financial development on economic growth. However, the causal flow on the relationship between them differs among these studies either uni-directional relationship or bi-directional relationship. Consequently, this study aims to investigate the role of financial development especially banking sector on economic growth of Indonesia and to examine the causal relationship between them by using a dynamic Granger causality test and Granger causality test based on error correction model (ECM). This study employs data from period 1970-2006. Within this period, Indonesia has many experiences in the financial development starting from financial reforms, financial liberalization, and restructuring of financial sector.
The results reveal that the relationship between financial development and economic growth in Indonesia is uni-directional from economic growth to financial development. Economic development in Indonesia creates demands for financial services and financial sector responds to these demands or demand-following approach. It can be said that the financial liberalization in 1988 has increased the role of financial sector especially banking sector on economic growth of Indonesia through intermediary function. 

This study, therefore, informs that any argument on the view of “finance leads growth” should be stated very carefully. In case of Indonesia, there is not enough evidence to support that financial development leads to economic growth.
Relevance to Development Studies

It is widely accepted that the long-term sustainable economic growth depend on the capability of a country to enhance the rates of accumulation of physical and human capital. Therefore, financial development through domestic financial market supports this process. Nevertheless, the evidences on the causal relationship whether finance leads to growth are not conclusive. The results vary among countries. These results confirm that there are different levels of financial development in each country due to difference in policies, costs, and problems of a country.
Here we study about financial development in Indonesia. Indonesia is relevance for development studies since it has many experiences in financial development. These experiences had caused dynamic changes on the financial system especially banking sector. The government policies as well as economic growth have played important role on the development of financial system. The banking sector through its intermediary function participates on economic development by financing the investment in Indonesia.
Keywords

Financial development; financial reform; financial liberalization; economic growth; Indonesia; Causality test

Chapter 1 
INTRODUCTION
1.1 Background

A new thinking of economic development through financial development is started in 20th century when the few influential economists began to pay attention to the contribution of financial development to economic growth. Schumpeter (1911), McKinnon (1973), and Shaw (1973) have suggested that financial system should have played an important role in the economic growth.

The important role of financial development as an engine of economic growth in a country can be elucidated by the functions and services that they provide. More precisely, the financial sector is able to mobilize savings in efficient way and provide borrowers variety of high quality and low risk financial instruments. On the other hand, the occurrence of asymmetric information, which is manifested in the form of high transaction costs and information in the financial markets can be minimized, if the financial sector to function efficiently (Levine, 1997).

The contribution of financial development in economic growth also included the debates of causal relationship between them, whether the relationship is uni-directional causality (either economic growth to financial development or financial development to economic growth) or bi-directional causality (mutual relationship). This dynamic causal relationship between finance and growth in the latter discussion leads to the distinction of causal approaches into supply-leading approach and demand-following approach.

Most of the previous empirical studies on the causal relationship employed a group of countries and across countries; moreover, these studies agreed that financial development positively led to economic growth, for instance, Odedokun (1996) employed time series data for 71 developing countries found that financial intermediation in most of 85% of country’s studies had promoted growth and support the opinion on finance leads growth.

In addition, Demetriades and Hussein (1996), by using time series data for 16 countries also showed that financial intermediation had promoted economic growth of these countries. However, they results revealed bi-directional causality in most of countries and opposite causality that economic growth caused financial development in few countries. Both of the empirical studies above have the same opinion that the different effect of finance-growth relationship caused by different level of financial development in each country.

However, the empirical studies in a group of countries or across country had generalized financial development in those countries without considered that there might be different in financial structures regarding to the difference on costs, risks, or problems in each country. Therefore, the recent empirical studies focus more on a particular country to examine the relationship between finance and growth. Abu-Bader S. and Abu-Qarn S.A. (2008) examined the relationship using Egypt as a case of country and found the mutual (bi-directional) causality in financial development and economic growth. On the other hand, Odhiambo M. Nicholas (2007) in his recently studies for Kenya found that the relationship between financial development and economic growth as a demand-following relationship, where the economic development creates demands for the type of financial services and financial sector responds to these demands.
The differences in the relationship between finance and growth either from cross country or a particular country studies above implicitly indicated that the development of financial system differs regarding the progress of economic development of a country or across countries. Therefore, the differences in financial markets and institutions between countries might occur due to differences in costs, risks, or problems in each country.

Similarly, this study also uses time series data with Indonesia as a country case of developing country. This study however only focuses on the role of banking sector to examine the causal relationship between financial development and economic growth in Indonesia because of lack of data and information on the non-bank financial sector and the limitation of time for finishing this study. Another reason, it can be said that the role of non-bank financial development not really significant due to the domination of banking sector in economy of Indonesia in the most of period of studies; moreover, for developing countries including Indonesia the financial development likely occurs within banking system because there have no significant non-bank financial innovation if it compared to developed countries (Abdurohman, 2003). The usage of long period on time series data is more appropriate in order to capture country’s specific issue in financial development process; moreover, to examine the causal inference between financial development and economic growth in Indonesia.

As a developing country, Indonesia has many experiences in financial development during three decades. The important role of financial development which emphasizes on the importance of the financial sector as the intermediaries between the savers and investors has become the main reference for economic development in many countries including Indonesia. The initial development of the financial sector or better known as the financial reform in Indonesia was started by the new regime in 1967. This initial financial reform had successfully managed the macroeconomic condition in Indonesia especially the effect of hyperinflation because of “printing money” policy and budget deficit policy from the previous regime. Furthermore, following the initial financial reform, the financial development was continued with the strong government intervention through the central bank and the stated owned banks in order to support development programs of the new regime. This can be happened as a result of high revenue of government derived from soaring world oil price and foreign aids.
 The fall in world oil price had forced government to make the second financial reform in 1983 in order to get out from the high reliance on oil revenue. Nevertheless, the stated owned banks still dominated the banking activities which caused less competitiveness of the private national banks in the economy. As a result, the government released policy of financial liberalization in 1988 with more focus on banking-sector liberalization. The various banking policy packages had been released in order to carry the liberalization process; moreover, to stimulate the economic growth of Indonesia. During that time, the performance of the Indonesian economy experienced a rapid progress with the average level of economic growth was seven percent per year. This liberalization had speed up the growth in banking sector regarding to the simplicity on the requirements of making a new bank. The growth not only can be seen from the number of banks but also in mobilizing funds (credit to private sector).
Nevertheless, in 1997, the economic crisis hit Indonesia. The banking sector was the most severe sector due to the economic crisis in 1997. Many banks were closed and the government had injected a huge amount of money for restructuring.

As the result of restructuring, sixty eight banks were closed until early 2000s, thirteen were nationalized, twenty seven were re-capitalized, four state owned banks were merged into one new state owned bank, one nationalized bank was merged with Bank Central Asia (BCA), and eight nationalized banks were merged to become Bank Danamon. Thus Indonesian banks were drastically reshuffled (Hamada Miki, 2003). These conditions had forced alteration for Indonesian financial system. The alteration not only occurred in term of number on state owned banks or nationalized banks but also on the Central Bank with the amendment of the central banking law which caused the independence of the central bank.

1.2 Research Questions
The experiences of Indonesia in financial development and dynamic relationship between financial development and economic growth have generated several questions. 
1. What is the role of financial development on economic growth of Indonesia? 
2. Whether the relationship between financial development and economic growth in Indonesia is uni-directional or bi-directional?

1.3 Hypothesis and Objectives of Study
It is believed that financial development through financial reform and financial liberalization process has been played a significant role in economic development of Indonesia. Therefore, the hypothesis for this study is financial development had been caused economic growth and investment in Indonesia.
Under that hypothesis, the objectives of the study are to investigate the role of financial development in boosting the economic growth of Indonesia and to examine the causal relationship between them whether uni-directional or bi-directional relationship.
1.4 Organization of Study  
The study is divided into five chapters. Chapter one is introduction which contains of background, research questions, hypothesis and objectives of study, and organization of study. Chapter two discusses on the theoretical and empirical review of the nexus between financial development and economic growth. Chapter three discusses about financial development and economic growth in Indonesia. Chapter four provides the empirical model specification, estimation techniques, and analysis of the empirical results. Finally, chapter five concludes the study.
Chapter 2 
THEORETICAL AND EMPIRICAL REVIEW ON THE NEXUS BETWEEN FINANCIAL DEVELOPMENT AND ECONOMIC GROWTH
This chapter briefly discusses theory and empirical findings on the relationship between financial development and economic growth. The first section discusses theoretical review starting with the basic production function which assumes only use capital in order to portray the link between financial development and economic growth. This link has lead to five basics functions of financial intermediaries in capital accumulation and technological innovation and finally leads to economic growth. The second section presents recent empirical findings on the nexus between financial development and economic growth with different conclusion on the role or relationship between them. In general, these empirical findings in the second subchapter will be used as comparison of my result on the empirical analysis in the chapter four. 
2.1 Theoretical Review on Financial Development and Economic Growth

It widely accepted that the long-term sustainable economic growth depends on the capabilities of a country to enhance the rates of accumulation of physical and human capital, to utilize the productive assets in efficient way, and to ensure that people have a right to use these assets. 
Therefore, we can take a basic production function of a firm in which I assumes only use capital stock for production processes in order to be more thoughtful on the relationship between financial development and growth of output. The basic production function is given as below:
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Where y stands for output and K stands for capital stock. Furthermore, by taking first differentiation on the equation above we get.
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In order to get the growth of output, we divide the equation above with output (y), thus the equation become:
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Where ∂y/y is the growth of output, f’(K) is the marginal productivity of capital, and ∂k/y is the growth of capital. In here I assume that the growth of capital is resulted from saving. The capability of a firm in capital accumulation is determined by it ability of saving from previous growth of output or profit. By taking ∆y for the rate of output growth and ∆s for the saving rate of growth of capital, the equation above can be written as follow:

[image: image5.png]Ay = f'(K)As




Hence, it is quite clear from the equation above that the rate of output growth depend on the marginal productivity of capital and saving rate from output as a result of capital utilization. 
Therefore, financial development through domestic financial market supports the process of capital accumulation through mobilizing savings to the most productive use, spreading the risk and providing the liquidity to investors so that the firms can operate efficiently. In addition, according to Shaw (1973), the financial development not only has the ability in enhancing the efficiency of capital accumulation, but also plays an important role in increase the saving rate through interest rate and attractive financial product. In line with the increase in saving rate, financial development through efficient intermediary-function will stimulate the economic growth by servicing investors and thus increases the investment rate of a country.
The development of financial system becomes more important in mobilizing savings and financing investment as economic growth of a country speed up. The development process of financial system thus involves the emergence of financial markets and institutions in which reorganize the costs or problems created by information and transaction frictions. The different types of costs or problem would cause different level of financial development in a country. Hence it can be said that economic development without well-developed financial market would be disadvantageous to the long run economic growth of developing countries.

According to Merton and Bodie (1995) as quoted in Levine (1997), the financial systems provide a major function in order to manage the costs of information and transaction. They smooth the progress of the allocation of funds in a vague atmosphere. Furthermore, Levine (1997) divides the primary function of financial systems into five basic functions, those are: facilitate the hedging, diversifying, and pooling of risk; allocate resources; monitor managers and exert corporate control; mobilize savings; facilitate the exchange of goods and services. Figure 1 described the two channel of financial system to economic growth.
Figure 1: Theoretical Approach to Finance and Growth

 









Source: (Levine, 1997)
These five basic functions of financial system affect economic growth through two channels: capital accumulation and technological innovation. The financial system in the first channel affects capital accumulation through correcting the saving rate or distributing savings to become different capital producing technologies, whilst the financial system in the second channel affects the invention of new production processes by changing the rate of technological innovation and thus the economic growth (Levine, 1997). 
Therefore, if we see from these two channels, the financial development and economic growth are thus clearly related, and this relationship has engaged the economist’s minds. Nonetheless, there are different opinions from economist regarding the important relationship of the financial system for economic growth. For instance, Walter Bagehot (1873) argued that financial system was played an important role in the industrialization of England, by channelling the mobilization of funds for “immense work”. In line with Bagehot’s thought, Joseph Schumpeter (1911) discussed the nexus between financial development and economic growth as a supply-leading one in which the well-functioning banks encourage technological innovation through selecting and financing the entrepreneurs that are expected to be successful; moreover, ensuring that funds are used to finance the most dynamic and efficient projects. On the other hand, Joan Robinson (1952), in contrary, declares that “where enterprise leads finance follows” or the relationship is demand-leading. In this typical relationship, the economic development of a country generates demands for variety of financial services and the financial system responds to these demands (Levine, 1997). 

The different opinions amongst economist have raised question whether financial structure changes or differs regarding the development of a country or across countries? The differences of costs, risks, or problems in a country might encourage dissimilarity in financial markets and institutions. Demirgucs-Kunt and Levine (1996) had examined the association between the mix of financial intermediaries, markets, and economic development for forty-four developing and industrial countries over the period 1986-1993 found that financial structure differs considerably across countries and changes as countries develop economically. 

This finding thus confirmed that the difference or change in financial structure in a country can exist and should be interpreted carefully. Therefore, the distinction is needed in order to state the differences and to examine the causal link between financial development and economic growth. 
According Patrick (1966), there are two approaches that can be used as distinction namely the demand-following approach and supply-leading approach. The demand-following approach appears as a result of the development process of the real sector, where together with the growing of markets and product-differentiations in a country created the needs on risk of diversification and decent control on costs of transaction. As a result, financial sector responds to these needs and provides the efficient services which automatically develops financial sector through various product and services. On the other hand, the supply-leading approach go before demand for financial services in which is also believe have positive influence on growth. The latter approach or supply-leading approach ensures that the resources are used to finance the most dynamic project; moreover, it can indeed transform the traditional sector into modern sector through mobilize financial resources (Berthelemy & Varoudakis, 1996). Therefore, the distinction creates a gap between developed and developing country. The supply-leading approach seems to dominate the early stage of development in a developing country especially in financing investments that stimulates the innovation of technology (Patrick, 1966). Once the economic development in a country has reached its maturity, the financial system takes over and the approach becomes demand-following relationship (Berthelemy & Varoudakis, 1996).
Although the theoretical review on the direction of causal flow between financial development and economic growth not really clear and must be stated carefully, the role of financial system on the economic development is clearly explained as an important part for sustainable economic growth of a country.
Therefore, the researcher attempted to answer the questions on the role and causal relationship between finance and growth. As a result, there are many empirical evidences with various causal flow suggest a positive relationship between them. Most of the findings believe that the financial development is an important part of the growth process. There is even evidence that the level of financial development is a good predictor of future rates of economic growth, capital accumulation, and technological change (Levine, 1997).

2.2 Empirical Review on Nexus between Financial Development and Economic Growth
There is a bulk of studies to assess the nature of financial development and economic growth relationship which demonstrated a strong and positive link between them. Most of these prior studies emphasized more on the group of country or cross-country studies. Odedokun (1996) determined and analyzed the results of financial intermediation on economic growth for LDCs by using annual time-series data for seventy one countries. He prefers to use the expanded independent variables which also explained on growth instead of single independent variable of financial development in the equation. In the econometric model, he employed the conventional neo-classical aggregate production function.

The ratio of the average of the nominal value of the stock of liquid liabilities to the nominal GDP and broad money stock (M2) for countries that not have sufficient series on the first ratio were used as financial depth measurement. Another variables related to the economic growth were also used for model analysis, specifically, the annual growth rate of population as proxy for labour force, gross nominal fixed capital formation plus the increase in nominal stock over the GDP as proxy for investment, the annual growth rate of real export of goods and non-factor services over GDP as proxy for export growth, and finally the annual growth rate of real GDP as proxy for economic growth.
By using OLS technique for estimating, he concluded that financial intermediaries in 85 per cent of countries had promoted economic growth, the role of financial intermediaries to be the same as the role of export expansion and capital formation (investment); moreover, he also revealed that the role of financial intermediaries higher than labour force in promoting growth. Lastly, the effects of growth-promoting of financial intermediaries were more prevalent in low income countries and different across country or region (Odedokun, 1996).
To some extent with study above, Demetriades and Hussein (1996) carried out causality tests between financial development and economic growth by using time-series data for sixteen countries. The ratio of bank deposit liabilities to nominal GDP and the ratio of bank claims on the private sector are used as proxies for financial development. They results revealed that for the most part of countries showed mutual causality (bi-directional causality) between financial development and economic growth, while small part of them showed uni-directional causality from growth to finance (reversal causality); consequently, there is no sufficient evidence to support the view that financial development leads to economic growth (Demetriades & Hussein, 1996).
However, studies with across countries or group of countries generalized the observed variable between financial development and economic growth. Although the findings from these cross-country studies still helpful for the analysis, they fail to address country’s specific issues since there are different stages of financial development in each country. More precisely, these studies suffered from the inherent unobserved heterogeneity, for example historic, policies, and institutional factors which affected both of finance and growth. Another problem on across countries study is the data which collected from various sources might have different treatment on it. For instance the definition of M2/GDP may be different among countries.

Therefore, many of the recently studies had focused on a particular country case in order to capture country’s specific issues and to examine the role and the relationship between financial development and economic growth. Ang James B (2008) tried to see the mechanism linking of financial development and economic growth by estimating six equations, i.e., financial development, private saving, private investment, foreign direct investment, saving-investment correlation, and aggregate output to label the basic form of this model. The results showed that financial development has a significant impact on economic growth in Malaysia through both the quantitative and qualitative channels (private saving and private investment) which provided some support for the hypothesis of endogenous financial development and growth models through improved the efficiency of investment. The results also showed evidence that the repression on financial policies, such as interest controls, high reserve requirements and directed credit programs in Malaysia have contributed positively to financial development, while government interventions in the economy have negative impacted in economic development in Malaysia (Ang, 2008). 

Although the positive role of financial development to economic growth had been revealed by the empirical findings, the causal relationship between finance and growth not clearly explored. Therefore, Abu-Bader S. and Abu-Qarn S.A. (2008) examined the causal relationship between financial development and economic growth in Egypt during period 1960-2001 by using a tri-variate vector autoregression (VAR) framework with the investment as the additional variable. According to them the Egyptian financial market was forced by the massive government intervention during period of 1960-1990 which resulted lower savings rates and lower investment respectively. In addition, these economic interventions by the government had caused sharp fluctuation in GDP per capita within this period, from the high growth rate of 12 percent in 1976 to become 0 per cent in 1987. Consequently, since early 1990s, the government formulated the economic reform with the economic liberalization as a major force. These reforms not only had significantly increased the participation of foreign banks in the banking sector but also automatically increased the share of private investment in total investment in the Egyptian economy. 
The dynamic changes in the Egyptian economy particularly in financial development had interested them to examine the relationship between finance and growth by employing four different measurements on financial development namely: M2 to nominal GDP (M2Y) as ratio of money stock, M2 minus currency to GDP (QMY), the ratio of bank credit to the private sector to nominal GDP (PRIVY), and the ratio of credit issued to non-financial private firms to total domestic credit excluding credit to banks (PRIVATE) as the role of the distribution of credit between private and public sector. In order to capture period of financial reform in 1991 and afterward, they employed a dummy variable. Lastly, Granger causality test using the cointegration and vector error correction (VEC) methodology was applied to see the causality between variables.
Their empirical results revealed the existence of mutual causality between financial development and economic growth (bi-directional relationship). They also found that in case of Egypt there is an indirect causality from financial development to economic growth when using investment as controlled variable. By including investment, they found that three financial development indicators affected economic growth either through increasing investment resources or enhancing of investment efficiency. As a conclusion, it is crucial for Egypt to accelerate the liberalization process rather than the financial repressed system and to improve the efficiency of the financial system to stimulate saving/investment in order to enhance long-term economic growth (Abu-Bader & Abu-Qarn, 2008, p. 667).
The different finding in term of causal flow between finance and growth had been proposed by Yang Y. Yung and Yi Hoon Myung (2008). They examined the causal relationship between financial development and economic growth in Korea by using superexogeneity-methodology test
. They used annual time series data from period of 1971-2002 in which Korea has phenomenal economic growth and financial liberalization. The financial development (FD) which is measured by the ratio of the sum of loans and discounts of all financial institutions and trading value of securities to nominal GDP included in the growth equation as explanatory variable together with the ratio of gross fixed investment to GDP (INV), the ratio of government consumption to GDP (G), and the ratio of export plus import to GDP (OPEN). There were three major policy interventions (1988, 1994, and 1999) by the government in the financial liberalization process. In order to capture these policy interventions, they employed three dummy variables. The result provided evidence that financial development control causes growth in Korea, but the reverse is not; therefore, they empirical evidence support the finance causes growth view while rejecting the growth cause finance view. Consequently, Korea should give policy priority with a decisive and accelerated pace of restructuring to financial reform rather than economic growth to ensure a sustainable economic growth in the medium and long run (Yang & Yi, 2008, p. 838).
In contrary with Yang Y. Yung and Yi Hoon Myung (2008), Odhiambo M. Nicholas (2007) examines the causal relationship between financial depth, savings and economic growth in Kenya during period 1969-2005. Variables of broad money (M2) to GDP (M2/GDP) is used as proxy of financial depth, while variable of saving to DGP (S/Y) is used as third important variable which affected the relationship between finance and growth; moreover, the presence of savings variable is to avoid the effect of omitted variable bias. Within the tri-variate causality framework with dynamic Granger causality test and error-correction mechanism, the empirical result revealed that there is distinctive uni-directional causality from economic growth to financial depth in which the economic growth Granger causes savings while savings drive to the development of financial sector in Kenya. For that reason, he warns that any opinion that financial depth definitely leads to economic growth should be treated with extreme caution (Odhiambo, 2007).
Another empirical finding which also uses Indonesia as a country case was done by Inggrid (2006). With quarterly-data from 1992-2004, she investigated the role of financial sector in stimulating economic growth in Indonesia. Credit to private sector, (LGCCRED) and spread of interest rates between landing and saving rates (SPREAD) are used as indicators for financial-sector development while real of exchange rate (LGREER), Consumers Price Index (CPI), and Central Bank Certification (SBI) are used as control of financial-sector variables. By employing Vector Error Correction Model (VECM), the empirical results revealed that there is long-term relationship between financial sector and economic growth. The Granger causality test showed bi-directional causality between output real and credit and one-way directional causality from spread to output real. Therefore, she concluded that financial system can be engine of growth for Indonesia (Inggrid, 2006).
These empirical findings on a particular country studies again show the different result on the causal relationship between financial development and economic growth. For that reason, once we can conclude that the different level of financial development exists in each country. The different causal flow on the relationship can occur depend on costs and problems in each country in which lead to dissimilarity on policy implication by the government.
Although the empirical findings above show the different causal flow in the relationship between finance and growth, it can be concluded that the financial development has a positive role in economic growth of a country. Therefore, these empirical studies support the suggestion from pioneer economist like Schumpeter (1911), McKinnon (1973), and Shaw (1973) that financial system should have played in important role on economic growth.
Chapter 3 
FINANCIAL AND ECONOMIC DEVELOPMENT IN INDONESIA
This chapter briefly portrays the history of financial development and the economic development through financial liberalization in Indonesia. For that purpose, this chapter is divided into two sections. The first section reviews on financial development in Indonesia with more focus on the history of financial development of banking sector, while the second section portrays on the role of financial system (banking sector) in economic development of Indonesia.
3.1 The Financial Development in Indonesia
Financial development in Indonesia was begun in 1966 after alteration from Sukarno to Suharto regime. At that time, the Indonesian economy still suffered with the destructive effects of hyper inflation in Sukarno’s era. The new government managed the financial system in order to get out from economic turmoil caused by the hyper inflation and “printing money” with deficit budget policy from previous regime. This year also can be said as the initial emergence of commercial banks in Indonesia because of the financial system outside the banking system hardly existed (Hamada, 2003). In 1968, when the economy was just starting to recover from the effect of hyper inflation, the initial financial reform was made and banking regulation was implemented as first movement of new regime in the banking sector. This reform included the sizeable increase in bank deposit rates from 30 per cent to more than 70 per cent per year on one year of time deposit, while increased in bank lending rates was about maximum 60 per cent which is lower than bank deposit rates. The difference between deposit rates and lending rates was covered by the central bank as part of subsidy payment (Cole & Slade, 1992). The high bank deposit rates had caused rapid increase in bank’s deposits and large inflow of foreign exchange, which in turn led to the availability of bank financing. Furthermore, in line with the availability of bank financing, the enterprises were able to recover and economic condition improved steadily.

After the initial financial reform in 1968, the financial institutions continued to develop and offered a blend of commercial and term financing which was followed by a large inflow of foreign financing as well as for investment. The foreign financing was needed at that time for financing the major projects of new government development programs. There is no doubt that this trend has helped to increase the people’s welfare. Nevertheless, the dominant portion of the whole financial system is still occupied by the banking system (Odano, Sabirin, & Djiwandono, 1988). The domination of stated owned bank in economic activities in turn leads to be more focus on discussion on the role of banking sector as major part of financial development in Indonesia in this chapter.

Two decades of 1970s and 1980s was the golden period for financial sector in Indonesia. During the decade, the financial sector was able to utilize the surplus funds derived from foreign aids and from the soaring world oil prices as we can see from the table 1. 

Table 1: Monetary Ratios
	Year
	Quasi Money (QM/GDP)
	Narrow Money (M1/GDP)
	Broad Money (M2/GDP)

	1968
	0.57
	5.44
	6.01

	1970
	2.47
	7.75
	10.22

	1975
	5.76
	9.89
	15.65

	1980
	5.93
	10.99
	16.92

	1983
	9.13
	9.74
	18.88

	1986
	15.59
	11.39
	26.97


Data source: Cole C.David in Booth (1992, p. 80)

Within 1970-1975, the three monetary ratios rapidly increased. The quasi money (QM/GDP) represented savings and deposit to GDP increased more than 100 per cent from 2.47 per cent to 5.76 per cent. It was also followed by more than 50 per cent increase in broad money (M2/GDP) from 10.22 in 1970 to 15.65 in 1975. These increases at that time were mostly caused by the higher nominal interest rates on bank time deposits as initial policy from the new regime. In general, under soaring the world oil price and period of high investment, the financial growth continued to increase. On the other hand, the positive increase in financial growth was not really related to the economic growth of Indonesia, some phase of increase in economic growth was followed with the decay in domestic financial development which indicated that financial growth at reform-phase was rather controlled by the policy measures than economic growth in Indonesia. This indication will be discussed in the following sub chapter.

In the banking sector, the state owned banks mostly dominated banking activities in Indonesia. The total lending ratio of the state owned banks is higher than other banks. However, 40 per cent of state owned banks’ lending was financed by the central bank. Consequently, Indonesian commercial bank lending relied heavily on Central Bank funds (Hamada, 2003). The domination of state owned banks represented a strong role of the government in order to develop financial sector and to maintain the economic growth of Indonesia. Figure 2 below shows the lending ratio of each bank in Indonesia.
Figure 2: Lending Ratios* of Each Bank in Indonesia, 1970-200
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Data Source: Hamada, Miki (2003)
Note*: ratio of each bank lending amount to all commercial banks’ total lending not including Central Bank Lending

As we can see from the figure 2, the state owned banks dominated the lending activities in economy from the decade of initial financial reform. At that time, the government fundamentally implemented import substitution in industrial sector; as a result, the investment-credits for those sectors were set in lower rates even in many cases the stated owned banks gave a negative interest rate margin for those investment-sectors and the central banks subsidized for each loan made by the stated owned banks. This condition caused less competitiveness for the private national banks. Under high revenue from the soaring world oil price, the government and central bank continued the subsidized program to maintain the economy of Indonesia.

The fall in world oil prices in 1982 caused the economy to become stagnant and affected government revenue and its balance of payment. This condition became a problem for economy in which led to the reorientation of macroeconomic measures in 1983 by the government.

After the re-election of President Soeharto, the government with new cabinet devalued the national currency (Rupiah) and implemented deregulation and liberalization policies in order to get out from the reliance on oil revenue. Within this decade, the second liberalization as correction from the previous financial reform in the banking sector is started by the government; moreover, gradually increased the role of private national banks in the economic activities. The significant increase in the role of private national banks reflected their positive answer to the financial liberalization, particularly with the removal of credit and interest rate ceilings from the previous policy by the Central Bank. In line with increasing in lending ratio of private national banks, the domination of stated owned banks started to decline gradually. The major reason for this was the slow response of the stated owned banks to the new policy while the private national banks were active to expand their credit-market; the stated owned bank still in the bureaucratic style which caused many businesses shifted to the private national banks as alternative financing for their investment.

In order to make healthy competitiveness among banking sector, the government had been released various policy packages as a result of second financial reform. During this period, the performance of Indonesian economy experienced a rapid progress with the average level of economic growth was seven percent per year hence the government of Indonesia made the policy of deregulation and de-bureaucracy which was managed gradually in the financial sector and economy. One point of the policy is aimed to build a health, efficient and burly banking sector. 

In 1988, the government and financial authorities published a policy package as broad set of banking-sector reform measures which most famous called “Pakto 88” as correction moreover improvement of the previous policy of banking sector. Specifically, the central aims of this policy for banking sector are to promote competition within the banking sector and to promote confidence in the banking system through stronger supervision by the Central Bank (Cole & Slade, 1992). The period of policy implementation significantly increased the credit in banking-sector because of the flexibility of interest rates and exchange rates. Another result of policy implication is the rapid growth in the number of banks, the proliferation not only happened in the domestic private banks but also in the new joint banks with foreign banks due to the convenience of the permitting process and the ease of requirement in creating a new bank. Table 2 below showed the expansion in number of Banks in Indonesia before and after policy implementation.

Table 2: Number of Banks in Indonesia, 1982-2000
	Year
	Number of Banks
	Total

	
	State Owned Banks
	Private National Banks
	Regional Development Banks
	Foreign/ Joint Banks
	

	1982
	7
	71
	26
	11
	115

	1983
	7
	70
	27
	11
	115

	1984
	7
	69
	27
	11
	114

	1985
	7
	69
	27
	11
	114

	1986
	7
	68
	27
	11
	113

	1987
	7
	67
	27
	11
	112

	1988
	7
	66
	27
	11
	111

	1989
	7
	91
	27
	23
	148

	1990
	7
	109
	27
	28
	171

	1991
	7
	129
	27
	29
	192

	1992
	7
	144
	27
	30
	208

	1993
	7
	161
	27
	39
	234

	1994
	7
	166
	27
	40
	240

	1995
	7
	165
	27
	41
	240

	1996
	7
	164
	27
	41
	239

	1997
	7
	144
	27
	44
	222

	1998
	7
	130
	27
	44
	208

	1999
	5
	92
	27
	49
	173

	2000
	5
	81
	26
	52
	164


Data Source: Hamada, Miki (2003)

Two year after policy’s implementation, the total number of Banks in Indonesia increased more than 50 per cent. The foreign/joint bank increased more than 100 percent from 11 Banks in 1988 to become 23 Banks in the first year and 28 Banks in second year after policy implementation. The increase in number of Bank also happened in the private national bank that rose from 66 Banks in 1988 to become 109 Banks in 1990. The blast in the growth of Banks especially in the private national banks and foreign/joint banks had caused rapid increase in the credit provided by the banking sector which later became problem because it was also followed with the rise in non-performing loan due to the absence of adequate skilled human capital in the management particularly in screening loan and poor accounting system in banking sector especially in stated owned bank. Figure 3 below shows the growth of both domestic credit provided by the banking sector and domestic credit to private sector as percentage of GDP. 

Figure 3: The Growth of Domestic Credit in Banking Sector, 1980-2000
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Data source: World Development Indicator 2008

Two year after Pakto’s implementation, both of domestic credit provided by the banking sector and credit to private sector rapidly increased. The major increase in credit by banking sector was mostly caused by the increase in the role of private national banks and foreign/joint banks. As it had shown in the previous figure (figure 2), the role of private national banks rapidly increased and overtook the domination of state owned banks in 1994. From this point, it can be said that the banking system became an effective sector in the market with the competitive principle functioned properly (Hamada, 2003). Nevertheless, the rapid growth for both of Bank and credit in the absence of adequate skilled human capital in screening loan, later became a problem due to increase in non-performing loan of each bank.

Therefore, in early 1990s, the Bank Indonesia published policy which required prudential banking principle in the management which emphasized in the requirement of strengthening the accounting system. In addition, The central bank classified the banks into public bank and Bank Perkreditan Rakyat (BPR)
. This policy also strengthened government and Central Bank to perform their supervisory especially for commercial banks. At the same time, the central bank also emphasized a compulsion for banking sector to give 20 per cent of total lending for credit to small and medium enterprises (SMEs) in order to support government’s development policy and poverty-alleviation policy (Hamada, 2003).

In 1992-1993, the increasing on non performing loan became a problem in the banking sector, which affected the reluctance of banks to expand credit. Another reason which caused the bank reluctances in expand credit was the strict terms of prudential banking principle. Therefore, Bank Indonesia formed the cooperation forum with related institutions to solve the problem of nonperforming loan and released policy that more compromised with prudential banking principle.

In 1994, the Indonesian economy grew rapidly; furthermore, it became a temptation for investors. This circumstance was followed by high growth in banking credit even pass the level in which caused pressure on efforts of monetary control. The economic condition roasted and the inflation increased.

Increasing number of banks especially foreign exchange bank because of the implementation of “Pakto 88” started to show the negative impact; moreover, hampered the creation of healthy banking system. Within 1995-1996, Central Bank had made various efforts to control on credit expansion and created a strict term for making a new bank.

In the beginning of year 1997, although Bank Indonesia was able to manage the banking credit expansion, the increase in number of banks became more difficult to control due to rapid financial expansion at that time. Then, the economic crisis occurred and hampered the banking sector in Indonesia. The fall of national currency value and the increase in interest rate due to crisis caused massive capital outflow. The government released the Government Blanket Guarantee; moreover, required the Central Bank to act for banking salvation. 

The banking sector was the most severe sector due to the economic crisis in 1997. Many banks were suffered from the crisis and the government had injected a huge amount of money for restructuring. In order to rehabilitate the Indonesian banks and to manage the government’s asset in restructuring banks, in 1988, the government established Indonesian Banking Restructuring Agency (IBRA) or Badan Penyehatan Perbankan Nasional (BPPN)
. The unhealthy banks were joined the restructuring program and handed over from Central bank to IBRA. 
Furthermore, the government and Central bank classified categories of banks based on their Capital Adequacy Ratio (CAR) which was 4 per cent. For banks with CAR 4 percent or more were categorized as A and were allowed to continue their business, Banks with CAR close to 4 percent were categorized as B which required more additional assets but allowed to continue their business, and banks with CAR below 4 percent faced liquidation or merged to other bank in order to fulfilled their CAR
.

As result of restructuring, sixty eight banks were closed until early 2000s, thirteen were nationalized, twenty seven were re-capitalized, four state owned banks were merged into one new state owned bank, one nationalized bank was merged with Bank Central Asia (BCA), and eight nationalized banks were merged to become Bank Danamon. Thus Indonesian banks were drastically reshuffled (Hamada Miki, 2003). The changes not only occurred on the number of state owned banks or nationalized banks which were restructured but also on the Central Bank with the amendment of the central banking law. The amendment caused the independence of the central bank.
In line with the independence of the central bank, the banking-supervision function will be transferred to a new supervisory board (Otoritas Jasa Keuangan)
 which was used to be part of the Central Bank. Thus the Central Bank’s function moved from fiscal distribution to protecting the stability of exchange rates and to conceiving monetary policy.

Although IBRA had been dispersed by the government in 2004
, it can be said that financial development particularly banking sector in Indonesia, in the present time, still in the process of restructuring due to previous problems. These problems must be solved so that the conventional financial system can be evaluated in order to deal with the globalization.
3.2 Economic development through financial development in Indonesia
The economic development which emphasizes on the important role of financial sector as intermediaries has become main reference for many developing countries including Indonesia. It can be said that the initial economic development through financial development in Indonesia was started in 1967 by the new regime which most famous called “new order” regime. At that time, the condition of monetary in Indonesia was fragile and instability. The hyperinflation effect from the previous regime had caused instability in monetary which was considered as a result of a failure or lack of monetary policy (Odano, Sabirin, & Djiwandono, 1988). Therefore, within period of economic recovery, the government together with the economy-team and International Monetary Fund (IMF) released a Rehabilitation and Stabilization Program in the period of 1966-1970 which successfully managed macroeconomic conditions in Indonesia. 
Within period of program, the financial system was significantly influenced by the government policy in order to manage the economic condition. As a result, the high growth of yearly rate on money supply
 (M1 and M2) sharply declined from more than 700 per cent in 1966 to become 37 per cent for M1 and 42 per cent for M2 in 1970. At the same time, the inflation rate piercingly declined from 920 per cent in 1966 to become 12 per cent in 1970. On the other hand, GDP growth of Indonesia drastically increased from 2.3 per cent in 1966 to become 7.5 per cent in 1970 as we can see from table 3.

Table 3: Macroeconomic Indicator for Indonesian Economy, 1966-1982
	Year
	GDP
	M1
	M2
	Inflation

	1966
	2.3
	764
	743
	920

	1967
	2.3
	132
	140
	171

	1968
	11.1
	125
	137
	128

	1969
	6.0
	58
	82
	16

	1970
	7.5
	37
	42
	12

	1971
	7.0
	28
	42
	4

	1972
	9.4
	49
	49
	6.5

	1973
	11.3
	42
	43
	31

	1974
	7.6
	40
	46
	41

	1975
	5.0
	35
	39
	19

	1976
	6.9
	26
	31
	20

	1977
	8.8
	25
	18
	11

	1978
	7.8
	24
	22
	8

	1979
	6.3
	33
	35
	21

	1980
	9.9
	51
	49
	18.5

	1981
	7.9
	29
	28
	12

	1982
	2.2
	10
	14
	9.5


Source: (Visser & Herpt, 1996)
After the rehabilitation and stabilization period, the government still played significant intervention to banking system. The major purpose of government was to stimulate investment especially manufacturing sector by channeling money from banking sector to private industrial sector. During the boom revenue derived from soaring world oil price, the government instructed the banking sector to finance particular types of investment at low interest rates (Harris, Schiantarelli, & Siregar, 1994). The government also forced the policy which known as credit rationing was used to finance privileged projects or priority sectors according to the government purposes. Interest rate in priority sectors like agriculture sector for example was set very low, whilst deposit rates were set relatively high. Within 1973-1980, it can be said that the macroeconomic conditions of Indonesia in average were considered in good conditions and the development process under high intervention of government in banking sectors continued until the fall of world oil price in the beginning 1980s.
With the worldwide recession and fall in world oil price in 1982, the economy of Indonesia became agitated. In 1983, the government reformed the banking system in order to mobilize the domestic funds through financial sector (Harris, Schiantarelli, & Siregar, 1994). This reform not only had enhanced competition among banks but also gave authorization for stated owned banks to set their own interest rates independently. The increase in competitiveness in banking sector was expected to act as bridge for savers and investors and to mobilize savings or funds in efficient way particularly in real sector which likely stimulated economic growth. 
The process of financial reform had significant impact in deepening and broadening the financial system in Indonesia (Abdurohman, 2003) in which caused significant increase in M2/GDP as well as credit to private sector as we can see from the table 4. 

Table 4: Financial Development Indicators and Economic Growth in Indonesia, 1983-2000
	YEAR
	Money and Quasi money (M2/GDP)
	Credit to private sector (% of GDP)
	GDP Annual Growth (%)

	1983
	16.75
	14.80
	8.45

	1984
	18.33
	17.22
	7.17

	1985
	21.44
	19.70
	3.48

	1986
	25.04
	23.57
	5.96

	1987
	24.98
	25.09
	5.30

	1988
	25.76
	28.39
	6.36

	1989
	28.34
	34.61
	9.08

	1990
	34.24
	48.09
	9.00

	1991
	37.14
	47.25
	8.93

	1992
	39.01
	45.53
	7.22

	1993
	40.04
	48.98
	7.25

	1994
	41.05
	51.94
	7.54

	1995
	43.34
	53.53
	8.40

	1996
	47.08
	55.47
	7.64

	1997
	50.35
	60.85
	4.70

	1998
	48.32
	53.24
	-13.13

	1999
	55.21
	20.59
	0.79

	2000
	50.04
	19.91
	4.92


Data source: World Development Indicators 2008

Nevertheless, the positive increased in the indicators of financial development was not followed by the positive increase in economic growth. The GDP annual growth of Indonesia negatively responded to this second financial reform. While M2/GDP increased from 16.75 per cent in 1983 to become 24.89 per cent in 1987 and credit to private sector rose from 14.80 percent in 1983 to become 25.09 per cent in 1987, the GDP annual growth languished from 8.45 per cent in 1983 to become 5.30 per cent in 1987.
The other reason except the fall in the world oil price, as it is mentioned in previous subchapter, was caused by the stated owned bank as major banks dominated banking activities still in the bureaucratic control mode and not ready for this reform-policy; moreover, it found more comfortable for them to take their funds in abroad or to lend it to private national banks which were more aggressive in expanding their credit-market (Cole & Slade, 1992). Another reason was the speculative capital outflow due to dread of considerable devaluation of national currency (Visser & Herpt, 1996). 
The second world oil price shocks in 1983 and less competitiveness amongst banking sector in mobilizing funds had forced government to release policy in 1988 in which drastically changed the banking sector to become more market oriented. All credit ceilings and bank’s constrains were abolished and exchange rate has been left to the market force (Visser & Herpt, 1996). This caused rapidly increase in the indicators of financial development. The M2/GDP rose from 24.98 per cent in 1987 to become 47.08 per cent in 1996. The rapid increase also happened in credit to private sector from 25.09 in 1987 to become 55.47 per cent in 1996. This increase was followed by the fluctuating increase in the annual economic growth which rose from 5.3 per cent in 1987 to become 9 per cent in 1990 and 7.64. The development of good financial system was continued until the economic crisis occurred in 1997. 
In sum, it is quite clear that in the early stage of the economic development through financial development in Indonesia was mostly determined by the changes in government policy rather than changes in the rates of economic growth. Although the intervention of government via credit ceilings and lower interest rate had managed the economy conditions and manufacturing sector in Indonesia, the role of banking sector in economic development was not really clear. It can be said that the broad financial liberalization in 1988 had drastically increased the role of banking sector in stimulating economic development through credit or financial intermediary function. The high economic growth rate of Indonesia after liberalization on banking sector had created demands for financial services due to increase in investment. However, the direct impact of the role of banking sector in economic growth must be carefully stated because until present the banking sector in Indonesia can be said still in the process of restructuring. 
Chapter 4 
EMPIRICAL ANALYSIS ON THE NEXUS BETWEEN FINANCIAL DEVELOPMENT AND ECONOMIC GROWTH IN INDONESIA
The basic empirical framework for econometric regression in order to examine the role of financial development to economic growth in this study is started with the standard model of panel data which has become the general form for econometric analysis. Econometric investigation with panel data used a regression specification given by:
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 is the growth of per capita income real GDP or a measure of total factor productivity growth. [image: image12.png]


 is a standard set of conditioning variables which may include the ratio of government consumption to GDP, the inflation rate, or the ratio of export plus import to GDP, among others. Conclusively, [image: image14.png]


 is one of the measures of the financial sector development. There might be two econometric problems with this type of econometric regression. The first is there may be simultaneity between financial variable and economic growth and the second is there may be biased estimation from unobserved country-specific issues. Thus, leads to correlation between error term and variables (Wachtel, 2003). The first problem might be happen if the income elasticity for the financial product or services in a country is high due to increasing income caused by the development of a country. This typical country will have more well-developed financial sector than a country with lower income elasticity. The second problem might occurs because of any specific issue of a country will become part of error term; therefore, there might be correlation between error term and variable finance and growth. However, these problems can be solved with various modern econometric approaches. 
Furthermore, the previous empirical studies have been dominated by a group country and across country due to the lack of sufficient time series data for a country especially developing country. These previous studies demonstrated that the financial development is an important determinant for economic growth. Although the empirical findings of these studies provide a useful guide on the finance-growth nexus-analysis, it is difficult to see how the result can be generalized since there are systematic differences in the finance-growth relationship among countries with different characteristics. For example, there is evidence that financial effect among developed countries is stronger if we compare to the financial effect among less developed countries (Wachtel, 2003).

Therefore, this study use a particular country and employs the time series method in order to capture the financial development processes in a country and to examine the relationship between financial development and economic growth of . Thus we can make the standard form above into the basic equation as follow:
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 is an error term.
4.1 Measurements and data sources

Even though many empirical studies found positive nexus between financial development and economic growth, the empirical measurements of financial development still become controversy. McKinnon (1973) used the real interest rate as the measurement of financial development. He argued that the positive interest rate stimulates savings and financial intermediation, therefore increases supply of credit for productive sector. In the latter studies, the financial depth ratio or monetization ratio, measured by dividing the stock of broad money (M2) over GDP and the bank credit measured by dividing credit to private sector over GDP are generally used to measure the financial development.
However, the indicators based on monetization ratio are more related to the ability of financial systems to provide transaction services, and not necessarily the ability of financial intermediaries to channel funds from savers to borrowers (Gregorio and Gudotti, 1995). Since the financial development is generally classified as a process of improvement in quantity, quality and efficiency of financial intermediary services; moreover, as it is mentioned in previous chapter, this study focuses on banking sector development. Therefore, In order to examine the relationship between finance and growth, I use the credit to private sector (CREDIT) instead of monetization ratio (M2/GDP) because of the aspect of financial development in which related to investment and growth is more closely to the ability of financial sector in channelling funds from savers to borrowers. Therefore, credit to private sector more appropriate to represent the role of financial intermediaries in channelling funds to the investors efficiently.

The weakness of credit to private sector as indicator is that it only represent financial role in banking system. Consequently, in order to measure the level of financial intermediation, credit to private sector as a fraction of GDP is more appropriate to represent the role of financial intermediaries in channelling fund to private sector (Gregorio & Guidotti, 1995). As financial development also occurs outside the banking system, it cannot be captured by this indicator. 

However, in most developing countries including Indonesia, the development of non-bank financial intermediaries is not really significant (Abdurahman, 2003) and it can be said that financial system outside the banking sector in Indonesia hardly existed in the early (first and second) financial reform. Therefore, financial development likely occurs within banking system. For that reason, the credit to private sector is used as the measurement of financial development in this study.

The data that is used in this study are secondary data and sourced from the World Development Indicator (WDI), the central Bank of Indonesia, the Central Bureau Statistic (BPS) of Indonesia, and journals. Specifically, using period of 1970-2006 of the data, this study examines the causal relationship between financial development and economic growth.

4.2 The econometric methodology

This study used the dynamic Granger causality test based on error correction model to examine the causal relationship between financial development and economic growth. Granger causality test has been chosen because of its favorable response to both large and small sample. Granger causality also suggests that if we have cointegration then Error Correction Model (ECM) exists. According to Granger (1998) as quoted in Loizides and Vavoukas, (2005), in a cointegrated of two time series expressed by ECM representation causality must run in at least one way direction. Thus the basic model of Granger causality test can be expressed as follows:
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cointegration equation.

The result of causality test from bi-variate model above is unreliable due to omission of the important variable affecting economic growth. Therefore, the investment as third variables is used to reduce the effect of omitted important variable; moreover, it based on thought that financial development through the competent financial sector leads to the capital accumulation and thus serves the investor. These activities will enhance the investment sector and stimulate the economic growth. Nonetheless, the usage of investment as third variable in fact can change both the causal inference and magnitude of the estimates (Odhiambo, 2007). However, it is also possible that the causal relationship between financial development and economic growth because of changes in investment. For that reason, this study uses the tri-variate model by including investment as third variable which can be expressed as follows:
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Y/N
=
per capita income as a measure for economic growth variable.

FD
=
One of financial development indicators.

INV
= 
Investment as third important variable affecting finance-growth relationship.

ECT 
=
Error Correction Term of the lagged value residual from the cointegration equation.

4.3 Stationary test and cointegration analysis

In dealing with the time series data, the variables economic growth (GDP per capita), financial development (credit to private sector), and investment (gross capital formation) must be tested for the stationary in order to avoid spurious regression. A time series is considered stationary if its mean, variance, and covariance are independent of time. A stochastic process is said to be (covariance) stationary if it has a constant mean, it variance remains constant over time, and the covariance between two data point depends only on the lag parameter but not on actual time at which the covariance is computed. These conditions can be expressed as follow:
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 ; where k is the lag length

There are many test to see whether unit roots exist or not in the variables. The test can be either through graphical analysis or statistical analysis. The statistical analysis can be used by estimating the t-statistic and comparing it with the critical values. Moreover, this study uses statistical analysis namely the Augmented Dickey-Fuller (ADF) test and Phillips-perron (PP) test for the non stationary test. The usage of both tests is importance since the ADF test has a weakness toward accepting the null hypothesis of a unit root even the variable is stationary. The Phillips-perron (PP) test is similar to the ADF test but it allows for mild assumption concerning the distribution of errors. The usage of these tests is to make sure the non stationary and to identify the order of integration of variables. The results of the stationary test can be seen from table 5. 
Table 5: Non Stationary Test of Variables

	Variables
	ADF Test Statistic
	PP Test Statistic
	Critical Value
	Status

	
	
	
	1%
	5%
	10%
	

	Gdppcap
	No Trend
	0.160***
	0.067***
	-3.675
	-2.969
	-2.617
	Non Stationary

	
	Trend
	-2.031***
	-2.311***
	-4.279
	-3.556
	-3.214
	Non Stationary

	Credit
	No Trend
	-1.386***
	-1.493***
	-3.675
	-2.969
	-2.617
	Non Stationary

	
	Trend
	-0.961***
	-1.233***
	-4.279
	-3.556
	-3.214
	Non Stationary

	Gcf
	No Trend
	-2.829**
	-2.792**
	-3.675
	-2.969
	-2.617
	Non Stationary

	
	Trend
	-2.671***
	-2.603***
	-4.279
	-3.556
	-3.214
	Non Stationary


Note: ** and *** denote significance at level 5% and 1% critical value
From the table 4.1 above, it can be concluded that all variables are non stationary at the level. By assuming there is no trend in each variable, both of variables Gdppcap and Credit are statistically non stationary in the level of 1% of the critical value, while Gcf variable is statistically non stationary in the level of 5% of the critical value. Nevertheless, if we put the trend in three variables, the results reveal that all variables are significantly non stationary in the level of 1% of the critical value. So it can be concluded that all variables are have unit root and non stationary.

After confirmed that all variables are non stationary in the level, the next step is to difference the variables once to see whether all variables are stationary or not in the first difference. The results of stationary test at the first difference are presented in the table 6.
Table 6: Stationary Test of Variables

	Variables
	ADF Test Statistic
	PP Test Statistic
	Ctritical Value
	Status

	
	
	
	1%
	5%
	10%
	

	DGdppcap
	No trend
	-4.499***
	-4.439***
	-3.682
	-2.972
	-2.618
	Stationary

	
	Trend
	-4.457***
	-4.395***
	-4.288
	-5.56
	-3.216
	Stationary

	DCredit
	No Trend
	-4.402***
	-4.340***
	-3.682
	-2.972
	-2.618
	Stationary

	
	Trend
	-4.455***
	-4.375***
	-4.288
	-5.56
	-3.216
	Stationary

	DGcf
	No Trend
	-6.167***
	-6.360***
	-3.682
	-2.972
	-2.618
	Stationary

	
	Trend
	-6.163***
	-6.391***
	-4.288
	-5.56
	-3.216
	Stationary


Note: *** denotes significance at level 1% critical value
As we can see from table 4.2, all variables are stationary in their first difference which also known as integrated processes of order one, or I(1) processes. The statistic tests using ADF test and PP test show that all variables significantly stationary in the level of 1% of the critical values. After all variables are stationary in the first difference, the next step is to see whether the cointegration exist or not between variables. This is important step before we run the regression. If all variable indicated cointegration, then there must be some adjustment in the short run. 

There are two tests that are use in this study in order to see the cointegration between variables. First test is the general Engle-Granger cointegration test based on residual approach. This test uses the residual derived from cointegration equations of tri-variate equations above and tests the stationary of residual with ADF and Philips-perron tests by comparing the statistic test with the level of critical values. Secondly, the Johansen cointegration test in the tri-variate model is used to see whether the cointegration exists or not in each variable. The multivariate cointegration test using Johansen approach is used to examine if [image: image34.png]v/N,
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 on its own. The results of cointegration tests are presented in the two tables below.
Table 7: Residual Based Cointegration Test

	Variables
	ADF Test Statistic
	PP Test Statistic
	Critical Value
	Status

	Dependent
	Independent
	
	
	1%
	5%
	10%
	

	GDPPCAP
	Credit and GCF
	No Trend
	-0.945
	-0.617
	-3.675
	-2.969
	-2.617
	No Coin-tegration

	
	
	Trend
	-1.828
	-1.701
	-4.279
	-3.556
	-3.214
	

	Credit
	GDPPCAP and GCF
	No Trend
	-2.079
	-2.062
	-3.675
	-2.969
	-2.617
	No Coin-tegration

	
	
	Trend
	-2.051
	-2.029
	-4.279
	-3.556
	-3.214
	

	GCF
	GDPPCAP and Credit
	No Trend
	-3.437**
	-3.431**
	-3.675
	-2.969
	-2.617
	Coin-tegration

	
	
	Trend
	-3.469*
	-3.375*
	-4.279
	-3.556
	-3.214
	


Note: ** and *** denote significance at level 5% and 10%

Table 8: Johansen-Juselius Cointegration Rank Test

	Trace Statistic
	Max-Lamda

	Null
	Alternative
	Statistic
	95% critical value
	Null
	Alternative
	Statistic
	95% critical value

	r=0
	r≥1
	57.5814
	34.91
	r=0
	r=1
	53.9753
	22

	r≤1
	r≥2
	3.6061
	19.96
	r≤1
	r=2
	2.4699
	15.67

	r≤2
	r≥3
	1.1362
	9.24
	r≤2
	r=3
	1.1362
	9.24


Note:

1. r stands for the number of cointegration vectors

2. The maximum lag is determined by the highest values of the Akaike information Criterion, Hannan Qinn information criterion and Schwartz Bayesian information criterion.

Based on the results in table 4.3, both of statistic tests with trend or without trend tests in the first and second equations are under all critical values which mean that the residuals derived from both equations are non stationary. These indicate that there are no cointegrations in the first and second equations in which also signify no long run relationship between variables. However, in the third equation, the statistic test with trend or without trend indicates cointegration in the level of 5% and 10% critical values. So it can be concluded that there is long run relationship in the third equation.

The residual based cointegration test in table 4.3 is reinforced by the result of Johansen cointegration rank test in table 4.4. Under the null hypothesis of no cointegration and alternative hypothesis of at least one cointegration; moreover, by using the trace statistic and max-lamda, the statistic reject the null hypothesis of no cointegration. So it can be concluded that there is cointegration between variable in the third equation.

4.4 Empirical analysis of causality test
Having determined that there is cointegration or long run relationship in third equation. The next step is to estimate the error correction term by using residual from cointegrating equation and to include the residual lagged one period in the third equation. The error correction terms serve as measures of disequilibrium. It represents the proportion by which the long-run disequilibrium in the dependent variables is corrected in each short term period. The coefficients of error correction terms are expected to be negative and statistically significant.

The results of cointegration test above have changed the previous tri-variate equations. In order to examine the causality, the econometric models to become as follow:
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Gdppcap
=
GDP per capita as a measure for economic growth variable.

Credit
=
Credit to private sector as financial development variable.

Gcf
= 
Gross capital formation as investment variable.

ECT 
=
Error Correction Term of the lagged value residual from the 



cointegration equation.

We can now run the Granger causality test from the tri-variate models by using maximum of two lags. The maximum lag is determined by the highest values of the Akaike Information Criterion (AIC), Hannan Qinn Information Criterion (HQIC), and Schwartz Bayesian Information Criterion (SBIC). The empirical results of Granger causality test can be seen from table 9 below.

Table 9: Test of Causality between Variables

	Independent Variables
	First equation
	Second Equation
	Third equation

	
	Dependent Variables

	
	∆GDPPCAP
	∆Credit
	∆GCF

	∆GDPPCAP
	-
	-0.0003733(-0.11)
	0.0075293(4.47)***

	∆GDPPCAP-1
	0.0280421(0.11)
	0.0152908(4.44)***
	-0.0015673(-0.53)

	∆GDPPCAP-2
	0.4040171(1.36)
	-0.0063841(-1.21)
	-0.0060245(-1.84)*

	∆Credit
	-1.202354(-0.11)
	-
	0.3373429(2.52)**

	∆Credit-1
	-10.92757(-0.97)
	0.1681656(0.84)
	0.1548083(1.16)

	∆Credit-2
	5.390479(0.83)
	0.1455083(1.29)
	-0.0456221(-0.54)

	∆GCF
	58.30232(4.57)***
	0.5766097(2.05)*
	-

	∆GCF-1
	17.27842(1.07)
	0.5594293(2.09)**
	-0.2645375(-1.27)

	∆GCF-2
	16.32796(1.36)
	0.139526(0.64)
	-0.1362044(-0.98)

	ECT-1
	-
	-
	-0.3665445(-1.44)

	F-test
	4.24***
	13.69***
	9.21***

	R2
	0.57
	0.81
	0.77

	DW
	1.85
	1.99
	1.99


Notes:
1.
The numbers in parentheses represent t-statistics.

2. *, **, and *** denote 10%, 5%, and 1% level of significance.

There are many insignificant variables in the table 4.5 but we can still examine the Granger causality between variables. The problem of the results from three models above that all models undergo with the autocorrelation determined by the low value of Durbin Watson test. In order to obtain the appropriate models for causal estimation, the Hendry’s general-specific method is adopted to allow the re-estimation of the basic model by dropping variables which are not significant from the system, until the ideal model is obtained
. The empirical results of appropriate granger causality test using Hendry’s general-specific method are presented in the table below.

Table 10: Test of Causality between Variables

	Independent Variables
	First equation
	Second Equation
	Third equation

	
	Dependent Variables

	
	∆GDPPCAP
	∆Credit
	∆GCF

	∆GDPPCAP
	-
	-
	0.0073105(4.45)***

	∆GDPPCAP-1
	0.01462885(0.97)
	0.0152872(4.25)***
	-

	∆GDPPCAP-2
	0.3073081(1.15)
	-0.0065378(-1.32)
	-0.0071421(-2.45)**

	∆Credit
	-
	-
	0.3088025(3.18)***

	∆Credit-1
	-5.691335(-0.58)
	0.172322(0.90)
	0.1321616(1.09)

	∆Credit-2
	1.618198(0.30)
	0.1435606(1.31)
	-

	∆GCF
	53.56769(5.19)***
	0.5550957(2.90)***
	-

	∆GCF-1
	-
	0.5532278(2.16)**
	-0.1695721(-1.20)

	∆GCF-2
	13.73477(1.19)
	0.133491(0.65)
	-

	ECT-1
	-
	-
	-0.4674542(-2.24)**

	F-test
	5.60***
	16.26***
	14.43***

	R2
	0.55
	0.81
	0.76

	DW
	2.06
	1.99
	2.04


Notes:
1.
The numbers in parentheses represent t-statistics.

** and *** denote 10% and 5% level of significance.

The appropriate models from the table 4.6 above have no autocorrelation problems. The empirical result of appropriate Granger causal models which is presented in the first equation in table shows that financial development causal flow to economic growth have been rejected, whilst investment variable statistically has significant impacts to economic growth. However, the empirical result on the second equation shows that there are statistically significant causal flows from both of economic growth and investment variables to financial development which also mean that both of the economic growth and investment lagged values variable Granger causes financial development in Indonesia, whilst investment statistically has significant impact on financial development. Finally, the empirical results on third equation reject the causal flow from financial development to investment and support the causal flow from economic growth lagged value to investment. This shows that economic growth variable Granger causes investment and financial development statistically has significant impact to the investment in Indonesia.
In conclusion, using Granger and Hendry’s general-specific method, the results reveal that there is uni-directional causality from economic growth to financial development in Indonesia as well as from economic growth to investment. The result also supports previous empirical finding by Nicholas M. Odhiambo (2007) with Kenya as a country case. As a result, it can be said that the relationship between financial development and economic growth in Indonesia is demand-following. As it mentioned in previous chapter, the period of high economic growth in Indonesia created demands for financial arrangements and financial system responds to it. It also can be said that the financial sector through investment plays an important role in economic growth. More precisely, the financial sector is able to mobilize savings and provide borrowers a variety of financial instruments in which enhance investment and accelerate the economic growth. Therefore, this empirical result argues that any argument on finance causes growth must be stated in carefully since there are different levels of financial development regarding different policies, problems, and costs in each country.

Chapter 5 
CONCLUSION
The major aim of this study is to examine the causal relationship between financial development and economic growth in Indonesia by using investment as important third variables during period of 1970-2006. The theoretical review has suggested that financial development should have played an important role in economic growth of a country. The financial system affects economic growth via capital accumulation and technological innovation (Levine, 1997).

Both of empirical findings in a group of countries or cross-countries studies and empirical studies with a particular country agreed that financial development had positive role in economic growth but the relationship is difference among countries due to difference in the level of economic development of a country.
Most of empirical studies used bi-variate causality framework and cross-sectional data to examine the causal relationship between finance and growth. As it mentioned in early chapter that the cross-sectional data cannot satisfactory addressed the country-specific issues since it generalized the observed variable between financial development and economic growth. More precisely, these studies suffered from the inherent unobserved heterogeneity, for example government policies, and institutional factors which affected both of finance and growth. Another problem on across countries study is the data which collected from various sources that might have different treatment on it. For instance the definition of M2/GDP may be different among countries or the government policies on financial development in Indonesia might be different with those in Malaysia. Furthermore, the bi-variate causality framework may be invalid due to the omission of an important variable in the causality model. 
For that purpose, this study applied dynamic Granger causality test within tri-variate framework of the cointegration and error correction model with investment as third variable. The usage of third variable affecting financial development and economic growth into tri-variate model not only modified the direction of causality but also the magnitudes of estimates.  Moreover with Indonesia as a country case and the tri-variate models, this study uses Gross Domestic Product (GDP) per capita for economic growth variable, credit to private sector as variable of financial development and gross capital formation as investment variable.

The empirical results reveal that the relationship between financial development and economic growth in Indonesia as uni-directional causality, where economic growth and investment variables Granger causes financial development. Although the financial reforms carried by the government had successfully managed the economic conditions of Indonesia, it can be said that these reforms not enough increased the competitiveness on the banking sector in mobilizing funds. The financial development especially banking sector in Indonesia at the early stage of financial reforms mostly determined by the government policy instead of economic growth rates until financial liberalization had been released in 1988. In this financial-liberalization process, the increase in competitiveness among banks together with the rapid increase in the economic growth creates demands for financial services which in turn also lead to development of banking sector in Indonesia.  
The results also reveal that economic growth Granger causes investment, whilst investment drives the development of the financial sector as well as the economic growth of Indonesia which so called the demand-following relationship. To some extent with the result from Abu Bader and Abu Qarn (2008), it seems that the role of financial development on economic growth in Indonesia as an indirect role, where financial sector especially banking sector played the role through investment. The economic development in Indonesia stimulates the investment and creates demands for the type of financial services and financial sector responds to these demands. The financial development in Indonesia which is started with the financial liberalization in 1988 has been successfully played the role in mobilizing funds from the savers and investors. The dramatic increase in the monetary aggregate especially credit to private sector had proved to have a significant role in enhancing economy through financial intermediary function. Therefore, for policy proposition, it is better for government to keep the liberalization process on the banking sector, to improve the efficiency of the banking sector in stimulating savings, and to encourage banking sector to mobilizing funds to appropriate sector that boosting economic growth of Indonesia.
The uni-directional causal flow and demand-following relationship on this study however informs that any argument on the view of “finance leads growth” should be stated very carefully. In case of Indonesia, there is not enough evidence to support that financial development leads to economic growth. The policies and strong interventions of government also played a role on financial development in Indonesia in which also confirm that financial development is difference among country regarding the differences in policies, problems, and costs in a country.
This study however only shows the role banking sector through credit to private sector to examine the relationship between financial development and economic growth. Therefore, it is better for further study to examine the relationship by using various instruments of broad financial development (stock exchange and non-banking sector) in the equation in which it could not be completed in this study due to lack of data and limitation of time. It is also better for further study to investigate the role of policies on financial sector by the government since it likely has significant impact on the financial development as well as on economic growth of Indonesia.
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Appendices

1. Augmented Dickey-Fuller (ADF) test for non-stationery test without trend and with trend.
. dfuller gdppcap, lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)              0.160            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.9699
. dfuller gdppcap, trend lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -2.031            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.5845

. dfuller credit, lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -1.386            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.5889

. dfuller credit, trend lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -0.961            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.9491
. dfuller gcf, lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -2.829            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0542

. dfuller gcf, trend lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -2.671            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.2483
2. Phillips-perron (PP) for non-stationery test without trend and with trend.
. pperron gdppcap

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)            0.060           -17.948           -12.852           -10.420

 Z(t)              0.067            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.9637

. pperron gdppcap, trend

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -10.048           -23.908           -18.736           -16.128

 Z(t)             -2.311            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.4281

. pperron credit

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)           -3.541           -17.948           -12.852           -10.420

 Z(t)             -1.493            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.5371

. pperron credit, trend

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)           -4.037           -23.908           -18.736           -16.128

 Z(t)             -1.233            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.9035

. pperron gcf

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -11.027           -17.948           -12.852           -10.420

 Z(t)             -2.792            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0595

. pperron gcf, trend

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -10.444           -23.908           -18.736           -16.128

 Z(t)             -2.603            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.2786

3. Augmented Dickey-Fuller (ADF) test for stationery test
. dfuller Dgdppcap, lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        35

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -4.499            -3.682            -2.972            -2.618

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0002

. dfuller Dgdppcap, trend lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        35

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -4.457            -4.288            -3.560            -3.216

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0018

. dfuller Dcredit, lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        35

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -4.402            -3.682            -2.972            -2.618

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0003

. dfuller Dcredit, trend lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        35

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -4.455            -4.288            -3.560            -3.216

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0018

. dfuller Dgcf, lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        35

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -6.167            -3.682            -2.972            -2.618

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0000

. dfuller Dgcf, trend lags(0)

Dickey-Fuller test for unit root                   Number of obs   =        35

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -6.163            -4.288            -3.560            -3.216

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0000

4. Phillips-perron (PP) for non-stationery test
. pperron Dgdppcap

Phillips-Perron test for unit root                 Number of obs   =        35

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -25.142           -17.880           -12.820           -10.400

 Z(t)             -4.439            -3.682            -2.972            -2.618

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0003

. pperron Dgdppcap, trend

Phillips-Perron test for unit root                 Number of obs   =        35

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -25.320           -23.780           -18.660           -16.080

 Z(t)             -4.395            -4.288            -3.560            -3.216

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0022

. pperron Dcredit

Phillips-Perron test for unit root                 Number of obs   =        35

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -24.384           -17.880           -12.820           -10.400

 Z(t)             -4.340            -3.682            -2.972            -2.618

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0004

. pperron Dcredit, trend

Phillips-Perron test for unit root                 Number of obs   =        35

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -24.535           -23.780           -18.660           -16.080

 Z(t)             -4.375            -4.288            -3.560            -3.216

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0024

. pperron Dgcf

Phillips-Perron test for unit root                 Number of obs   =        35

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -31.469           -17.880           -12.820           -10.400

 Z(t)             -6.360            -3.682            -2.972            -2.618

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0000

. pperron Dgcf, trend

Phillips-Perron test for unit root                 Number of obs   =        35

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)          -31.535           -23.780           -18.660           -16.080

 Z(t)             -6.391            -4.288            -3.560            -3.216

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0000

5. Residual based cointegration test of first equation
. dfuller ECT1

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -0.945            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.7728

. dfuller ECT1, trend

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -1.828            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.6911

. pperron ECT1

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)           -1.909           -17.948           -12.852           -10.420

 Z(t)             -0.617            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.8671

. pperron ECT1, trend

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)           -7.337           -23.908           -18.736           -16.128

 Z(t)             -1.701            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.7503
6. Residual based cointegration test of second equation
. dfuller ECT2

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -2.079            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.2530

. dfuller ECT2, trend

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -2.051            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.5736

. pperron ECT2

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)           -9.037           -17.948           -12.852           -10.420

 Z(t)             -2.062            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.2601

. pperron ECT2, trend

Phillips-Perron test for unit root                 Number of obs   =        36

                                                   Newey-West lags =         3

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(rho)           -8.998           -23.908           -18.736           -16.128

 Z(t)             -2.029            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.5857

7. Residual based cointegration test of third equation
. dfuller ECT3

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -3.469            -3.675            -2.969            -2.617

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0088

. dfuller ECT3, trend

Dickey-Fuller test for unit root                   Number of obs   =        36

                               ---------- Interpolated Dickey-Fuller ---------

                  Test         1% Critical       5% Critical      10% Critical

               Statistic           Value             Value             Value

------------------------------------------------------------------------------

 Z(t)             -3.437            -4.279            -3.556            -3.214

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0467

. pperron ECT3

Phillips-Perron test for unitroot                 Number of obs   =        36


Newey-West lags =         3


---------- Interpolated Dickey-Fuller ---------

Test
1% Critical       5% Critical      10% Critical

Statistic
Value             Value             Value

Z(rho)          -16.340
-17.948           -12.852           -10.420

Z(t)             -3.431
-3.675            -2.969            -2.617

MacKinnon approximate p-value
for Z(t) = 0.0100

. pperron ECT3, trend

Phillips-Perron test for unitroot                 Number of obs   =        36


Newey-West lags =         3


---------- Interpolated Dickey-Fuller ---------

Test
1% Critical       5% Critical      10% Critical

Statistic
Value             Value             Value

Z(rho)          -15.976
-23.908           -18.736           -16.128

Z(t)             -3.375
-4.279            -3.556            -3.214

MacKinnon approximate p-value
for Z(t) = 0.0548
8. Johansen-juselius cointegration rank test
. johans gdppcap credit gcf

Johansen-Juselius cointegration rank test             
Sample: 1 to 37

                                                           

Number of obs =  36

                                        H1:

                 H0:    |   Max-lambda        Trace

 Eigenvalues  rank<=(r) |   statistics      statistics

  (lambda)        r     |  (rank<=(r+1))   (rank<=(p=3))

------------------------+--------------------------------

  .77671663       0     |     53.97529       57.581405

  .06630831       1     |    2.4699239       3.6061154

  .03106803       2     |    1.1361915       1.1361915

    Osterwald-Lenum Critical values (95% interval):

    Table/Case: 1*  

    (assumption: intercept in CE)

                 H0:    |   Max-lambda        Trace

             -----------+--------------------------------

                  0     |      22.00           34.91

                  1     |      15.67           19.96

                  2     |       9.24            9.24

9. Test for maximum lag
[image: image56.emf] 
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    Exogenous:  _cons

   Endogenous:  gdppcap credit gcf

                                                                               

     4   -361.644  10.298    9  0.327  8.1e+06   24.2814   24.8765     26.05   

     3   -366.793  12.612    9  0.181  5.9e+06    24.048   24.5058   25.4085   

     2   -373.099  33.578*   9  0.000  4.8e+06*  23.8848*  24.2052*  24.8371*  

     1   -389.888  253.87    9  0.000  7.6e+06   24.3568   24.5399    24.901   

     0   -516.823                      9.7e+09   31.5044   31.5502   31.6405   

                                                                               

   lag      LL      LR      df    p      FPE       AIC      HQIC      SBIC     

                                                                               

   Sample:  5 - 37                              Number of obs      =        33

   Selection-order criteria

. varsoc gdppcap credit gcf


Does Financial Development Cause Economic Growth? Micro Evidence from Indonesia





Market frictions: information and Transaction costs





Financial markets and intermediaries





Financial function:


Mobilize savings


Allocate resources


Exert corporate control


Facilitate risk management


Ease trading of goods, services, contracts





Channels to growth:


Capital accumulation and technological innovation





Growth








� According to Yang Y. Yung and Yi H. Myung (2008) page 829, this superexogeneity methodology had been developed by Engle et al. (1993) and Engle and Hendry (1993).


� Bank Perkreditan Rakyat (BPR) is the secondary bank which operates  mostly in district or rural area


� based on the Presidential Decree No 27 year 1998


� Based on document from �HYPERLINK "http://www.bi.go.id"�www.bi.go.id�, see also �HYPERLINK "http://www.bi.go.id/NR/rdonlyres/67B56EF7-481A-4945-897A-D746B8CCD95E/1293/MicrosoftWordHistoryofBankingPeriod19971999.pdf"�http://www.bi.go.id/NR/rdonlyres/67B56EF7-481A-4945-897A-D746B8CCD95E/1293/MicrosoftWordHistoryofBankingPeriod19971999.pdf�


� With the revision of Bank Indonesia’s law in 2004, the supervisory board (Otoritas Jasa Keuangan) would be established in the end of 2010.


� Indonesian Banking Restructuring Agency (IBRA) was officially dispersed in 2004 through presidential decree number 15 year 2004


� In general, the definition of money supply can be divided into M1, Quasy Money, and M2. M1 represents all the finance that are ready and accessible for payments including coins and traveler’s checks. Quasi money represents commercial paper such as stocks, bonds, etc. M2 represents M1 plus quasi money. 


� See also Loizides et al, 2005 and Odhiambo, 2007
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