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Abstract: In demand forecasting, historical data is often limited. In this thesis, we propose
a method that leverages unrecorded predecessor products to improve demand forecasts for current
products. This increases the sales history available to our forecasting model, thereby increasing
its accuracy. Furthermore we apply our method to model ongoing transitions to improve forecasts
for newly introduced items. Based on our experiments, we find historical transitions can be used
in most cases, but their effect on forecasting performance is limited. In contrast, we found that
ongoing transitions can have a substantial effect on forecasting performance. To accurately model
them, however, one requires a dataset of sufficient size and quality. The forecasting methods we
consider are ETS and SARIMA. In addition to these forecasting methods, for ongoing transitions
Gradient Boosting and Random Forest are employed.
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1 Introduction
Accurate demand forecasts are essential in business. Many processes within companies can be
optimised when these forecasts are both available and accurate. If they are unavailable, however,
the results can be detrimental. Consider the case of a retailer. If he has no accurate demand forecast
available, sensible procurement is near impossible. In case demand is underestimated, some demand
will remain unfulfilled, which leads to out-of-stock situations and lost sales. Additionally, it also
negatively impacts customer satisfaction. This can harm reputation and sales in the long-term. On
the other hand, if demand is overestimated the consequences can be even worse. The excess product
needs to be stored and financed, which brings additional costs. Sometimes, the excess needs to be
entirely discarded or sold at a discount, which is costly. This is often the case if the product is
perishable, such as with food and pharmaceuticals, or subject to fast changing trends such as in
the fashion industry. Which brings significant financial risk. Other examples of processes that can
be improved with better demand forecasts can be found in all aspects of a company. These can
be related, among others, to supply chains, logistics, human resources and inventory (Aburto &
Weber, 2007; Hart et al., 2013; Kot et al., 2011). Better management of these factors ultimately
leads to lower costs, better margins and improved service to customers.

Historically, demand forecasts were made by a company’s sales department. The sales repre-
sentatives request information from the different clients regarding their purchasing intentions and
combine it with their expert knowledge of the business to create a forecast. This approach is called
judgemental forecasting. Examples of the expert knowledge that may be used include the inter-
actions between items, major events affecting one or more clients or commercial actions such as
a promotion. In recent years, many companies have transitioned towards statistical forecasting
methods. Almost universally, statistical forecasting methods have lead to increased forecasting
performance, when compared to judgemental approaches (Webby & O’Connor, 1996). While on
average performance increases, this might not be the case for individual products. This is because,
often, some expert knowledge is lost during the transition to a statistical method. While an ex-
perienced sales representative will implicitly consider all information significant to the forecast, a
statistical model can only leverage the information it is explicitly provided with. When forecasting
at scale, some product specific information might be lost.

One such case are so-called product transitions. A transition occurs when an established product
is replaced by a new product. For the purpose of this thesis, we will focus on one-to-one transitions
since they are easiest to detect and model. Note, however, that one-to-many or many-to-one
transitions can also occur. A transition can be due to a new product iteration being introduced, as
is often the case with electronics. Another example, is that a minor change is made to a product’s
packaging. However small a change might be, often this results in a new SKU code. In case we
are forecasting on a SKU level, it is essential this change is recorded. Otherwise, a model might
mistakenly overestimate the demand for the old product. Forecasts for the new product will be even
worse, as there is no available demand history. Despite the obvious relationship between the two
products, any meaningful forecasts for the new product are therefore impossible in the first month
after introduction. While with each month, the forecast will gradually improve, the sample size
remains very small. This limits the complexity of suitable forecasting models. For example, only a
few months of data do not allow for seasonal effects to be correctly modelled. This has a negative
impact on forecasting performance. Furthermore, during the transition, as the new product replaces
the old product, sales will increase almost by definition. A model trained only on these months will
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therefore overestimate demand in the months following the transition.

To illustrate this effect, we will now consider an example. In Figure 1 we see a product transition.
From 2018 until August 2020, only the old product is sold. During that month, a new product is
introduced, which by January 2021 completely replaces the the old product. In the first plot we
see a one-month-ahead forecast based only on the new product. At the first forecasting month, it
is based on 12 months of demand history. The resulting forecast for the new item is very poor and
has a large confidence interval. In the second plot, we aggregate the demand for the two products.
The resulting model dramatically improves the forecast. Furthermore we see that the confidence
interval is much smaller, indicating a higher degree of certainty.

Figure 1: Improved predictions by leveraging discontinued products

Given the profound impact of these product transitions, it is essential they are recorded. The
necessity of this data management, however, is often only realised when a company starts applying
statistical forecasting techniques. In this case, historical transitions might not have been recorded.
The obvious solution in this case is to record the transitions retroactively. While this can be done
manually, by examining historical records or correspondence, this may not be possible or feasible.
The relevant information might be lost, or it can be prohibitively expensive. In these cases, an
statistical method is needed to record transitions.

To develop this method, we propose the following central research question. Can unrecorded
product transitions be identified and used to improve forecasting performance? To partition the
problem we will develop a general framework. Each part of the framework corresponds to sub
question. The first question is how can we optimally identify historical product transitions? The
detection of unrecorded transitions is essential as they contribute to the forecast and form the basis
for the next stage. The second question we will answer is how can we optimally identify ongoing
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product transitions? Ongoing transitions have a very large impact when forecasting in real time,
hence this phase will contribute most to the practical value of our method. It is also the most
challenging. Since the number of available observations often is small, some forecasting methods
are not appropriate or perform badly. Therefore, we will answer which forecasting method is best
suited to deal with the various challenges of this prediction task?

The remainder of this thesis is structured as follows: In the next section we will provide a
detailed description of the problem. Next, in Section 3 we will provide an overview of the relevant
literature. In Sections 4 and 5 we will discuss the datasets at our disposal, as well as a detailed
description of our proposed framework, respectively. Finally, in Sections 6 and 7 we will present
out experimental results and conclusion.
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2 Problem Description
As described in the previous section, accurate demand forecasts can yield significant rewards for
companies. The potential reward has driven many companies towards a more data driven approach
(Kühne & Böhmann, 2019). For this approach to be successful, several key ingredients are needed.
Perhaps the most important factor is the presence of appropriate infrastructure to store, process and
manipulate data. Over the last few years platforms such as Amazon Web Services and Microsoft
Azure have made cloud storage and -computing more accessible than ever (Saini et al., 2019).
The second ingredient is appropriate data management. This encompasses the implementation of
procedures and standards to gather and store data across the company. It ensures that relevant
information is kept and accessible for analysis. The third and final ingredient is a statistical or
machine learning method. While continued research has certainly improved methods over the past
few years, most have been around for several decades.

When these three ingredients are combined, it has yielded significant results. Consider, auto-
mated quality control based on Convolutional Neural Networks (CNN) (Imoto et al., 2018). Another
example can be found in e-commerce, where accurate churn prediction is being combined with per-
sonalised marketing materials to increase customer lifetime value (Srigopal, 2018). Contrary to
popular belief, many machine learning methods have been around for decades (Fradkov, 2020).
Despite this, their practical application remained limited until recently. In addition to the rise of
cloud storage and computing, data availability has been the single biggest driver of innovation. An
E-commerce company has all kinds of data on thousands or millions of customers. This includes
purchase history, basic demographics, address information and even browsing behaviour through
the use of cookies (Akter & Wamba, 2016). This allows them to accurately predict customer churn,
and identify factors that might reduce it. Similarly, manufacturers these days have data on thou-
sands of products they produce, which can be used to train the anomaly detection network. This
allows for a complex and accurate technique such as a CNN.

One area that has not experienced the same improvement, despite continued research, is demand
forecasting. Popular methods include classical time-series models such as Auto Regressive Moving
Average (ARMA) models and state of the art Recurrent Neural Network (RNN) architectures such
as Gated Recurrent Unit (GRU) and Long Short Tem Memory (LSTM). In the context of demand
forecasting, however, these advanced methods often fail. This can mostly be attributed to poor
data management. The main culprit is data availability. Since demand is measured over time, data
quantity is closely related to the duration and frequency of the measuring process. In business
time-series the frequency of orders is often insufficient to support hourly or even daily observations.
These time-series will be too sparse to fit models and make meaningful predictions. More common
are weekly, monthly or even quarterly frequencies (Daly & Ortuzar, 1990). While this reduces the
noise in the data, it also severely reduces the number of available data points. Which in turn limits
options when forecasting in terms of model complexity and performance.

In addition to these quantitative limitations there may also be qualitative limitations. Poor data
quality can have a multitude of causes. In case it is captured during, for example, a production
process, the accuracy of the capturing device has a direct influence on the data quality. More
frequently, the transformation from analogue to digital causes a loss of information. Consider
the judgemental forecast discussed in the previous section. In this analogue setting, the forecast is
produced by a company’s sales department. The sales people request information from the different
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clients regarding their purchasing intentions and then use their experience and expert knowledge
of the business to create a forecast. While some aspects of the forecast can certainly be improved
using a statistical method, it is the expert knowledge that is vital in this process. This knowledge
could be anything related to the forecast. Examples may include global events such as geopolitical
tensions or a pandemic. Or it could be inherent to the client or the business itself. Such as legal
trouble for a client, a change in the production process or a product transition.

When applying a statistical model in the case of demand forecasting, it is difficult to incorporate
these factors in the model. Furthermore, due to the limited sample size that is often available in
a demand forecasting setting, model performance can be significantly influenced by the effect of
a relevant event if it is not modelled. Suppose we would like to forecast sales of some fictional
smartphone, the XPhone. As can be seen in Figure 2, monthly sales follow a relatively stable
(seasonal) pattern. Based on this data, forecasting Xphone sales next month should be relatively
easy. Now suppose the task is to forecast the demand for the latest Xphone model. In addition,
suppose it is not known which Xphone model is the current model’s predecessor. This scenario is
represented in the bottom of Figure 2, where we try to model the pink spike on the right, without
knowing all the spikes that happened before. In this case, the forecasting task is much harder, since
there is no demand history available. Furthermore, the similarity or temporal ordering of other
products is not known.

Figure 2: Sales for Xphone smartphones

While the importance of previous product iterations in the Xphone example is clear, in other
settings it might be less pronounced. Consider an e-commerce giant, that sells millions of products.
If a single supplier makes a minor change to the product packaging, for example, the product
may receive a new SKU code. A sales representative will implicitly take this change into account
when making a forecast. A statistical model, however, can only use the information it is explicitly
given. Often, these product transitions are not recorded. In this case, when a statistical method
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is applied, the model cannot leverage this information, which will have a negative impact on the
forecast quality.

Consider the example of the Xphone previously discussed. In case no succession information
is recorded, any statistical method will only base its forecasts on the very small demand history
sample that is available for the latest Xphone. While, the overall demand for Xphones is a well
documented process that is easily modelled. The difference in forecasting performance between the
same method with only a few observations, or the combined demand history of the current product
with the previous product cycle can be significant. There are two main reasons for this.

First of all, having a longer demand history allows for more complex models. These models could
for example incorporate seasonal effects, which often explain a portion of the observed variance.
Secondly, incorporating the demand of the previous product cycle limits the upward bias that
occurs after the transition. This bias is caused by the transition. When a product is introduced,
by definition its sales start at zero. Hence, the demand can only grow initially. During the same
time, the old product shows a significant, and otherwise unexplained, decrease in demand. If we
fit a statistical model, that only makes use of these first few months of the new product, we might
predict that the increase will keep going forever, as can be seen in Figure 3. This does not represent
reality. When we include the previous cycle, however, the demand process is more stationary. In
this case we are predicting the total demand for Xphones, and attributing a share to the latest
Xphone.

For the purpose of this thesis we will limit the research to one-to-one transitions. Situations
where multiple old products are merged, or a product line is split will not be considered, as this will
increase the search-space exponentially. In the context of our Xphone example, we will consider
only a single new Xphone. Transitions where a the Xphone product line is split, for example with
the introduction of the Xphone XL and the Xphone XS, are beyond the scope of this research.

Figure 3: Xphone7 forecasting performance
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3 Literature
As described in the previous section, the problem is one of demand forecasting. In subsection 3.1
we will briefly introduce the concepts and methods that have previously been proposed in this
field. Next, in subsection 3.2, we will present an overview of the literature regarding the challenge
of forecasting new products. Finally, in subsection 3.3 we will discuss the literature on simulated
data.

3.1 Time series forecasting
A time series is a series of observations that have a temporal ordering (Wei, 2006). Due to this
ordering, the patterns and dependencies in time series are different from those found in cross-
sectional datasets. In particular, phenomena such as auto correlation, seasonality and trend should
be considered. Autocorrelation refers to the short-term dependence within the data, that is the
relation that exists between the current observation and recent lags. Seasonality refers to a stable,
fixed frequency repeating pattern in the data. This could be hours in a day, days in a week or
months of the year. A trend refers to the long term movement of a time series over multiple
seasonal periods. Trends can be constant (i.e. non-zero mean), linear, or follow a more complex
pattern.

In classical time series modelling we extend the concept of linear regression to include these
dependencies, which results in the Auto Regressive Moving Average (ARMA) model family (Ger-
shenfeld & Gershenfeld, 1999). These models consider lagged dependent variables (AR), as well as
lagged error terms (MA) as regressors. In case a time series is non-stationary, one can apply one or
more orders of differencing, resulting in the Auto Regressive Integrated Moving Average (ARIMA)
model. When a time series contains a seasonal pattern, one can include seasonal ARMA param-
eters, resulting in a seasonal ARIMA, or SARIMA model. Including static exogenous regressors
within the model specification results in the SARIMAX model.

A limitation of the ARIMA approach is the assumption that a time series is stationary (Koreisha
& Pukkila, 1993). In many cases this stationarity can be obtained by taking one or more first
differences of the data. In case the normality assumption does not hold, applying a power law
transformation such as a Box-Cox transformation may improve the model fit.

Selecting an appropriate model specification is often done by minimising the Akaike Informa-
tion Criterion (AIC) or the Bayesian Information Criterion (BIC) (Hurvich & Tsai, 1989). These
information criteria are based on the likelihood function, together with a penalty on the number
of parameters. This is essential to avoid overfitting. While the likelihood of a model will improve
with each additional parameter, given a fixed set of observations, this means each parameter can
be optimised for fewer training samples. The main idea here is to identify the optimal trade-off
between goodness-of-fit and model complexity.

Another approach are so-called Structural Time Series Models (STS) (C. Kim & Nelson, 1998).
This approach is based on the assumption that a time series can be decomposed into different latent
components. The series is then interpreted as the sum or product of these components. Since each
component can be specified separately, based on prior knowledge, this approach has a clear link
with Bayesian inference. A simple example is the Local Level Model, which specifies a model with
a time-varying mean. Similarly, trend and seasonal components can also be specified to vary over
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time, as is the case in the Local Linear Trend model (Shephard & Harvey, 1990). To estimate the
parameters for the different components in STS models maximum likelihood is used. The state
distribution can then be estimated using the Kalman Filter (Li & Zhu, 2021). A state of the art
model in this class is Trigonometric Box-Cox ARMA Trend and Seasonal components (TBATS)
(De Livera et al., n.d.). Other succesful approaches based on STS models include Error Trend
Seasonality (ETS) models, which apply exponential smoothing. Exponential smoothing refers to
taking moving averages of past observations, with exponentially decaying weights (Holt, 2004). Each
of the three components in the ETS model can either be specified as additive or multiplicative.

Another noteable approach within this class is Facebook’s Prophet (Taylor & Letham, 2018).
As stated by the authors, the method seeks to solve the forecasting problem by optimally fitting a
curve to the time series without specifically modelling the temporal relationships within the data.
The method is an additive model with three main components: seasonality, trend and holidays.
The authors argue that these components are the most important when modelling business time
series, and justify this restriction by citing increased interpretability and ease of use. Especially for
businesses without access to highly specialised knowledge of time series modelling.

Recurrent Neural Networks (RNN) have become a popular time series forecasting method. They
have been successfully applied in a wide range of settings including, among others, modelling
electricity demand (Muzaffar & Afshari, 2019), air pollution (Chang et al., 2020), traffic (Zhao et
al., 2017) and financial time series (Cao et al., 2019). Two successful kinds of RNN’s are the Gated
Recurrent Unit (GRU) and the Long Short Term Memory (LSTM). The LSTM model architecture
was proposed to solve the vanishing and exploding gradient problem that typically occures in RNN’s
(Hochreiter & Schmidhuber, 1997). Each unit in the network is comprised of a cell with an input,
output and forget gate. One limitation of LSTM’s are the large number of parameters, subsequently
they require substantial amount of data to train. Since data quantity is often an issue in the context
of time series, GRU was proposed (Cho et al., 2014). The GRU is very similar to a LSTM, but it
does not have an output gate. The simpler architecture performs equally well on many problems and
it is easier to train. On smaller datasets with low frequency, GRU has been shown to outperform
LSTM (Chung et al., 2014).

Figure 4: Comparision of RNN, LSTM and GRU (Tembhurne & Diwan, 2021)

In addition to methods specifically developed for time series analysis, more generic supervised
learning approaches have recently been adopted to perform time series tasks (Bontempi et al., 2012).
This is done by converting the forecasting problem into a supervised learning task. The conversion
is a simple manipulation of the time series such that you are left with an input that contains the
lags and exogenous variables that you would like the model to consider, as well as the period you
would like to predict as the dependent variable. The popularity of this approach can be derived
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from the results from the famous M5 competition on time series forecasting. The M5 competition
is the latest iteration of the M competition first organised in 1982. During this edition, 5507 teams
were tasked to create forecasts for 100,000 individual time series. It was found that methods based
on the Light Gradient Boosting Machine (LGBM) was substantially superior to other methods in
predicting hierarchical retail sales (Makridakis et al., 2022). In our instance, there is a notable issue
with this approach. Like an RNN, LGBM needs sufficient samples to converge to a stable solution.
Therefore, they might not be appropriate in our case, as our time series are of limited length.

3.2 Forecasting with limited historical data
While the methods in the previous section have proven to be successful in many instances, they
often perform poorly or cannot be implemented in business settings. The main culprit here is data
availability. In case there is insufficient historical sales data available, one should look to alternative
sources of information.

One of the earliest attempts at modelling this problem was the Bass diffusion model (Bass,
1969). It was developed in the sixties, when new household appliances such as colour televisions,
refrigerators and other consumer durables were introduced in rapid succession. The model is a
theoretical framework that considers two groups of consumers, innovators and imitators. Based on
the estimated rate of adoption of these two groups, the model predicts a profile for the ratio of
adoption within the population. The Bass model has long been obsolete, since the assumptions
made are not reflecting the more complex dynamics we find in practice.

More recently, a number of methods have been proposed to deal with specific kinds of new
products and substitutions. These methods are developed to forecast products with short life cycles,
like a single season (fashion), single occasion (Mother’s Day) or planned obsolescence (technology)
(Berbain et al., 2011). Almost all approaches that deal with this problem propose to analyse
historical introductions of similar products. This is also known as analogous forecasting (Szozda,
2010). These methods create a forecast based on the introduction profiles of similar observations,
and have been successfully applied in predicting box office revenue for movies (Neelamegham &
Chintagunta, 1999), weather forecasting (Van den Dool, 1989), as well as in predicting the spread
of influenza epidemics (Viboud et al., 2003). Another approach to forecast new products combines
K-means clustering with a Quantile Regression Forest van Steenbergen and Mes (2020). Within
the fashion industry, Thomassey and Happiette (2007) applied K-means clustering combined with
a probabilistic neural network to predict the sales profiles for new products. Similar research was
done applying Extreme Learning Machines to the problem (Sun et al., 2008).

3.3 Simulated Data
We will now briefly discuss the use of simulated data. Simulation is an established practice in
many fields of study. It is widely used in meteorology (Noh et al., 2003), engineering (Bird, 1981)
and physics (Georgescu et al., 2014). In statistics and econometrics, simulation essentially refers to
sampling from some distribution (Kleijnen & van Groenendaal, 1992). It is very common in Bayesian
Inference, where Monte Carlo methods are used to estimate the distribution of parameters (Bird,
1981; Chen et al., 2012).

Data can be simulated in a similar way by sampling from a number of distributions. This simu-
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lated data gives researchers much more control over the data generating process (DGP) (Shannon,
1998). This allows for clean comparison between and comprehensive analysis of different methods.
Depending on the research requirements, data can be simulated from a wide range of distributions.
When researching clustering methods, for example, one might sample from several Gaussian distri-
butions. By specifying these distributions with different means and variances, different clusters of
observations can be simulated (Milligan & Cooper, 1987). Other distributions commonly used for
simulation include Exponential-, Gamma-, Uniform- and Poisson distributions.
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4 Data
To evaluate our proposed method we will make use of two types of data. The practical evaluation of
the method is done using a real dataset provided by a global aqua feed producer. For this dataset,
the true product mappings are unrecorded. Therefore, we will use simulated datasets to develop
and test the method. This will allow us to evaluate and optimise each component individually.

4.1 Fish feed data
The data for these experiments was provided by a market leader in aqua feed production. They
produce feed for a wide range of fish species, including salmon, trout, shrimp etc. They operate in
markets all around the world. Most of their products are specialised products, such as medicated
feeds, which are produced in small quantities and made to order (MTO). This production style,
however, is not suited to all of their products, as for some the quantity required is simply too large.

Since many products are perishable and warehouse space is limited, made to stock (MTS)
production requires accurate demand forecasts. For the purpose of this paper we will focus on 300
products that were identified as candidates for MTS production. This subset of products represents
the bulk of total production output. Hence, improving these forecasts will have the greatest impact
on the business. The data is organised in three tables.

The first is historical sales data. This table is comprised of 15606 transactions. It contains
information on the product, quantity, customer and delivery date; as well as information about
the production process such as at which factory, production line and warehouse the product was
produced. Example entries of the relevant columns can be found in Table 1. For the purpose of our
analysis we will aggregate the transactions by product and by month. Since we have a little over
four years of data, this leaves us with 300 time series comprised of 52 months.

We also have a brief description of each of the products. This table contains information about
product characteristics, such as the intended fish family and life stage; as well as information about
the products profit margin, production speed and maximum storage time. Example entries can be
found in Table 2. This table will be used in the clustering and classification stage of our method, to
determine similarity between different products. Therefore, we will apply some feature engineering
to this table. More specifically, we extract relevant information from the product names. This
includes information on the product composition, intended fish weight and production methods.

Finally we were provided the expert forecast made by the company’s sales department. This
monthly forecast is made for most products and is created by aggregating the expectation of all
account managers. It therefore leverages their knowledge of long term contracts, as well as the
intention of clients. For most products this forecast has not proven to be reliable, nevertheless it
contains information that could be beneficial to our analysis. Specifically, we use this forecast to
derive the expected introduction and discontinuation date of each product

Within our dataset we observe a significant change in late 2021. A large number of products
was discontinued around this time, while a similar number of new products was introduced. After
inspecting the product descriptions, it was found that this group of products had been re-branded
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and are now sold under a new name. The goal of our method is to correctly detect and model this
change.

Product ID Customer ID Transaction ID Order Date Requested Delivery Date Invoiced Quantity
1234 456 123342451 2022-04-23 2022-05-13 35000
1253 342 121234432 2021-09-12 2021-09-28 61200

Table 1: Example rows for sales data

Product ID product Name Brand Fish family Life stage
1234 Grow 60A25C RC 9.0MM 1T Growbest Atlantic Grower Diets
1253 Super 30A40C 12.0MM 1T Super Trout (freshwater) Smolt Diets

Table 2: Example rows for product data

Product ID Date Forecast Made Quantity
1234 2019-03-01 2019-01-01 75000
1253 2021-10-01 2020-12-01 8000

Table 3: Example rows for expert forecast

4.2 Simulated Data
The goal of our simulated experiments is to evaluate each of our method’s component. This allows
us to better develop the method, and will ultimately lead to improved performance on the real
data. The simulated dataset will closely resemble the fish feed dataset, with the exception that the
true product mappings are known.

Simulating the dataset is comprised of three main stages. Each dataset consists of 200 product
families. For each of these, we generate a time series with a length of 60 months and assign them
into groups of size d. This difficulty parameter represents the number of distinct product families
within a candidate group. In our experiments we will consider datasets for d between 2 and 5..
The time series are generated based on the structural time series (STS) model family (Harvey &
Shephard, 1993). Since sales data is non-negative, we specify the data generating process (DGP)
in terms of its components, and then take the exponent. This results in a multiplicative DGP.
The components that we consider are level, trend and seasonality. Each of these are specified
randomly using Gaussian, Uniform and Exponential distributions (Wackerly et al., 2014). Finally
we introduce some Gaussian noise and outliers to each of the series. The level is drawn from
a Gaussian distribution. The trend component is specified as the cumulative sum of Gaussian
draws and can hence be seen as a random walk. The seasonal component is created based on a
sine function. We offset this function a random number of periods by drawing from a Uniform
distribution, and add some Gaussian noise.

Next, we simulate the product features. We specify two types of features, numerical and cate-
gorical. This choice was made to resemble the kind of features present in the fish feed data. The
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features can be interpreted as the product characteristics, such as ingredient content or brand. A
change in one of the numerical features can be seen as a proxy for changes to the product itself
such as an improved formula or a new iteration. The categorical features represent features such
as the product packaging, branding or intended fish specie. These kind of variables can be further
subdivided into those that are and are not allowed to change. An example of the latter is the
intended fish species. products that are not in the same category here cannot be candidates for
succession. In our simulated dataset we capture these features in a single group variable. Other
categorical variables, such as packaging quantity and brand, can change during a transition. Hence
these will be represented by a number of variables in our dataset.

To simulate the numerical features, we sample each from a Uniform distribution. Next we divide
by their sum, such that they can be interpreted as percentages. This represents the aforementioned
product composition. Next we consider categorical variables. Here we specify the number of levels
and assign each product according to a Uniform distribution.

Finally we introduce an product mapping into our data. For each of the products we draw the
number of transitions per product family from a Geometric distribution. Then, for each product
and each transition, we generate a random transition profile, and distribute the demand across our
new products. We then generate new features for these products by adding some Gaussian noise
to the numerical features, and changing a subset of categorical variables.

Content Category
Product ID 1 2 3 4 5 1 2 3 4 5 Group

54607 0.136 0.121 0.045 0.352 0.346 0 0 7 1 1 11
74360 0.182 0.121 0.301 0.266 0.130 0 1 2 2 0 11
87291 0.245 0.253 0.277 0.037 0.188 1 2 3 2 1 11
40060 0.184 0.163 0.000 0.294 0.407 0 0 7 1 1 11

Table 4: Example of simulated product characteristics

17



Practical demand forecasting L.W. van Someren

5 Methodology
5.1 General framework
The general framework of our method consists of three stages. Each stage is related to one of our
research questions. First we leverage historical data to detect historical transitions. Secondly, we
use these historical transitions to train our a classification model to predict ongoing transitions.
Finally, we use these transitions to create a forecast.

Within the scope of our problem, products can be classified into four types: new, recent, es-
tablished and discontinued. With our method, we seek to improve forecasts for new and recent
products. To do so, we will use established and discontinued products. Established products are
products that have been around for a while, such that there is enough data available to incorporate
seasonal effects into the model. Hence, they can already be accurately modelled. Discontinued
products are products that are no longer actively being sold. However, they are an essential part of
our approach as their demand history contains valuable information about new and recent products.

Recent products are defined as products that have been introduced between approximately 6
and 20 months ago. This means that we can apply a simple statistical model, but this model
will not be able to account for any seasonal effects. If these effects are present, the forecast will
not be accurate. Finding the correct discontinued product that preceded it, essentially gives more
historical data, allowing a more complex model and better forecasts. A schematic overview of how
we forecast recent products can be found in Figure 5 Finally, we have new products. These are the
most challenging to model, since often very little information is available. Most importantly there
is no demand history available, since the product has not yet been sold. Additionally, there could
still be an ongoing transition, that could influence the demand. To identify predecessors in this
case we will rely on the historical transitions previously identified. Figure 6 shows how forecasts
for new products are created.

Figure 5: Method overview when forecasting recent products
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Figure 6: Method overview when forecasting new products

5.2 Detecting historical transitions
The detection of historical transitions is the backbone of our method. Not only do they contribute
to the forecast for recent products, they are also used to predict ongoing transitions. To detect
historical transitions we use sales and product data. Whenever a new product is introduced we
apply a three staged process, which can be seen in Figure 7.

Figure 7: Three staged detection approach

We begin our search by identifying a set of candidate predecessor products. Candidates are
defined according to some predetermined parameters. These parameters and their values depend
on the dataset. In general they should include, among others, product hierarchy and maximum
distance or overlap. Including product hierarchy information, ensures only products from the same
group are considered as candidates. Distance or overlap refers to the time between the introduction
of the new product and discontinuation of the old product. If the distance or overlap is large,
it is unlikely a transition is occurring. In case no products meet these criteria, no candidates
are available and no predecessor is detected. Therefore, the candidate selection stage is a trade-
off between precision an efficiency. In case strict restrictions are imposed, the method will work
will be very efficient. At the same time, however, some transitions will be missed. Without any
restrictions, on the other hand, the number of comparisons will increase exponentially with regards
to the number of new products that are introduced. This is very inefficient. Furthermore, a large
number of very distant predecessors may lead to incorrectly detected transitions by increasing false
positives. Hence it is essential the restrictions are chosen in a way that is appropriate for the
dataset.

In the second stage we create a forecast on a predetermined validation interval. This interval
should be chosen such that it includes several months of post-transition data, but remains close to
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the transition. In our case, as will be explained in section 6.2, we chose a validation period from
the fourth to the eight month of the new product. With the validation period chosen, we create
a forecast for this period based on the aggregated demand of each of the candidates with the new
product. We then compare the forecasting performance for each to a forecast without a predecessor
and test if any yield a significant improvement. For this, we use the Diebold Mariano test, which
will be described in Section 5.2.1. In case no significant improvement is found, we conclude there
is no predecessor. In case a single candidate yields a significant improvement, this candidate is
classified as a predecessor and a transition is detected.

In case there are multiple products that yield a significant improvement the forecast, we proceed
to the third stage. Here we will consider two approaches. In the first approach, we will select the
product that yields the biggest improvement in the forecast. Alternatively, we apply the Nearest
Neighbour algorithm on the product characteristics. An overview of the latter approach can be
found in Algorithm 1.

Algorithm 1 Historical Transition Detection
Data: Historical demand D, product characteristics I
Result: Transitions (k, l) ∈ T where k, l ∈ I
Φ = getNewproducts(D)
for i ∈ Φ do

ŷit = createForecast(Di)
C = getCandidates(i, D, I)
for c ∈ candidates do

Di,c = Di +Dc

ŷct = createForecast(Di,c)
end for
Let B ⊂ I such that MSE(ŷc, yi) <MSE(ŷi, yi) for c ∈ C
Let F ⊂ B such that dieboldMariano(ŷc, ŷi) is significant
if |B| ≥ 2 then

p = selectNearest(B, Ii)
T ∪ {(i, p)}

else
if B = {b} then

t = b
T ∪ {(i, p)}

end if
end if

end for
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Figure 8: Example of a new product (green), with its candidate predecessors

To further illustrate the mechanics of the method, we will consider an example. In Figure 8 we
see a newly introduced product (green) with several candidate predecessors. These candidates were
selected using product and demand data. In stage two, we consider the validation forecast error
with only the demand history for the new product. This can be seen in the top graph of Figure 9.
We see that the forecast performs well during the first thee months. It then spikes, resulting in a
very large error. This is likely due to the large spike during the very small training period. Hence
the model is very sensitive to upward spikes, resulting in some large errors. When we consider an
incorrect predecessor, the prediction error is worse than before, as can be seen in the middle graphs
of Figure 9. At the bottom of the Figure, we see the prediction error for a correct predecessor.
Here the error is much smaller than in all cases before. Since in this example, there are no other
candidates who outperformed the benchmark of no predecessor, we will select this candidate as the
predecessor.
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Figure 9: Prediction error with no (top), wrong (middle) and correct (bottom) predecessors
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5.2.1 Diebold Mariano Test

The Diebold Mariano (DB) statistical test is used to test if two forecasts perform significantly
different (Diebold, 2015). Suppose we have a baseline forecasting model, in our case this would be
the forecast without a predecessor. We now compare the actual values with the predictions made
by the baseline and alternative models. Let fit denote the forecast for model i ∈ {b, a} at time t.
We then have the forecast error eit as:

ebt = yt − fbt eat = yt − fat

We can now calculate the average loss differential d̄ by taking the mean of the difference in squared
errors for both models.

d̄ = 1
T

T∑
t=1

dt where dt = e2
bt − e2

at

In this instance, d̄ is based on the mean squared error (MSE). Note that we could equivalently base
d̄ on another metric such as the mean absolute error (MAE). In that case the dt would be defined
as the difference in absolute errors. We now calculate the auto-covariance γk of the time series dt,
where k denotes the number of lags as:

γk = 1
T

T∑
t=k+1

(dt − d̄)(dt−k − d̄)

We can now calculate the DB test for h ≥ 1 statistic as:

DM = d̄
√
T√

γ0 + 2
∑h−1
k=1 γk

Where h denotes the forecast sample size. Under the H0 of equal predictive performance, the DB
statistic (asymptotically) has a N (0, 1) distribution. Hence we reject the null hypothesis if it is far
from zero. For the purpose of this thesis, we will use a p-value of 0.05 as a significance threshold.

5.2.2 Nearest Neighbour Search

The Nearest Neighbour Search (NNS) problem is concerned with finding observations that are
close to a query point (Knuth et al., 1973). Suppose we have S ⊂ M , where S represents a set
of points in M dimensional space. The nearest neighbour of a query point q ∈ M , is the point
n ∈ S that minimises some distance metric. Often this metric is the euclidean distance. Solving
this problem can be done in several ways. A simple approach would be to compute the pairwise
distance of the query point to each of the points in S. This approach is known as a a linear search
since it runs in linear time in terms of number of points in S. When searching large numbers of
points, this approach becomes slow. To improve the speed of the search, several space partitioning
methods have been proposed. We will apply the k-dimensional tree based method (Mark et al.,
2008) implemented in the Scikit-learn package (Pedregosa et al., 2011),

23



Practical demand forecasting L.W. van Someren

5.3 Predicting ongoing transitions
Correctly predicting ongoing transitions presents some additional challenges. Since there is no or
very little sales history, we have to mainly rely on product characteristics to predict transitions.
Furthermore, since the transition is ongoing, we must split the demand between the old and new
product. To answer our research question we propose a three staged approach, which can be found
in Figure 10.

Figure 10: Three staged prediction approach

The candidate stage of our approach is exactly the same as the candidate stage for the detection
method described in section 5.2. This is by design as our classification method will be trained on
historical candidates and transitions. Since we are training the classification models to predict the
relationship between two products, we cannot directly use the product characteristics. Instead, we
transform the original product characteristics based on the type of data, such that they capture
(dis-)similarity between the two products. This is done in a generic way, such that this approach
is applicable to multiple datasets. In addition, when available, we include the prediction error for
the previous months as well as the new product’s share of joint demand in the previous month.
A detailed overview of the features can be found in the table below. As the set and distribution
of the features is different for each month, we will create four different classification models. The
methods that we will consider for pair classification are the Random Forest and Gradient Boosting
algorithms, which will be discussed in Section 5.5.6.
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Feature Description
Numerical Difference For numerical product characteristics, we calculate the difference be-

tween the old and new products. Examples of these characteristics are
ingredient content or price per tonne. In this case the transition features
become difference in in ingredient content and price.

Ordinal Distance For ordinal product features, we compare the distance between the
groups. An example for fish feed would be the target weight. Common
values are 500, 1000, 2000 and 3500. Since this relationship is nonlin-
ear, the difference can give skewed results. Treating it as a categorical
variable results in a loss of information. Hence we count the number of
steps between the old and new product.

Categorical Equal For boolean or categorical features we compare the value for both prod-
ucts. In case these are equal we return true, and false otherwise.

Transition Duration The transition duration is the number of months between first sale of the
new product and the (expected) last sale of the old product. In case the
old product has not yet been discontinued we use the expert forecast that
was provided by the company as an indicator of the expected date of last
sale. Note that in case there is an overlap between the two products, this
number is positive, and in case there is a gap it is negative.

Prediction Error This feature captures the explanatory power of the new product over the
prediction error of the old product. It is calculated of as the a WMAPE,
where we predict the old product and have the sum of old and new
products as actuals. Note that as this feature requires demand history
it is not calculated when forecasting the first month.

Percentage New This feature calculates the share of new product in the previous month.
In case of a true transition, one would expect this ratio to approach
one as the new product replaces the old. Otherwise, the two would be
uncorrelated. As with the previous feature, since this feature requires
sales, it is included from the second month onward.

Once a likely transition has been identified, we apply one of our forecast methods to predict
the joint demand of both products. To split the demand between them, we use techniques inspired
by van Steenbergen and Mes (2020). The transition profile of a product pair is the ratio of their
demand the in the first four months after the introduction of the new product. An example can be
seen in the left plot of Figure 11. We calculate the transition profiles for all historical transitions
identified in the previous section. We then, for each month train a regression model that predicts
the demand split for future transitions based on the transition characteristics described above.
The forecast for the new product is calculated by multiplying the joint demand with the predicted
transition profile.
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