
ERASMUS UNIVERSITY ROTTERDAM

ERASMUS SCHOOL OF ECONOMICS

Master Thesis MSc Econometrics

Business Analytics and Quantitative Marketing

Cost of equity estimation in the case of an unlisted
company

Name Student:

Justine HONORAT

Student Number:

622000
Academic Supervisor:

Dr. Erik KOLE

Second assessor:

Dr. Jeffrey DURIEUX

Internship supervisors:

Jelle DEN HOLLANDER

Rianne LURVINK

The content of this thesis is the sole responsibility of the author and does not reflect the view of the supervisor,

second assessor, Erasmus School of Economics or Erasmus University.

September 29, 2022





Abstract

This paper studies and compares different methods aiming to estimate the cost of equity of an unlisted com-

pany. The purpose is to find the technique with the best complexity/ accuracy trade-off. Two different approaches

are used : estimating the systematic risk of the Capital Asset Pricing Model and of the returns by finding a re-

lationship with other variables. It is safe to use several methods and to compare the estimates in order to have a

more robust estimation of the company’s cost of equity. Different models including varying factors are used in

this paper. It seems that estimating the cost of equity by a systematic risk estimate gives more accurate results

than a return estimation. The k-means clustering algorithm and the similarity metric are the methods with the

most accurate results. Finally, in the case of a small sample in our case, it is better to use the model with the

smallest number of factors because the factor coefficients are very sensitive to extreme values.
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1 Abbreviations overview

The following table describes the significance and meaning of different abbreviations used in the following

report.

Abbreviation Meaning

AG PLC Admiral Group PLC

AG SpA Assicurazioni Generali SpA

AIC Akaike information criterion

CAPM Capital Asset Pricing Model

CMA Conservative Minus Aggressive

EBIT Earnings before interest and taxes

FTE Full-Time Equivalent

HG PLC Hansard Global PLC

HML High Minus Low

PeGH PLC Personal Group Holdings PLC

PhGH PLC Phoenix Group Holdings PLC

RMW Robust Minus Weak

SCA SpA Societa Cattolica di Assurazione SpA

SMB Small Minus Big

TA Total assets

TC Target company

TL Total liabilities

TWSS Total Within Sum of Squares

USA SpA UnipolSai Assurazioni SpA

UIG AG UNIQA Insurance Group AG

WW AG Wuestenrot & Wuerttembergische AG

ZI Group Zurich Insurance Group

Table 1: Abbreviations overview
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2 Introduction

In order to grow, companies have to raise funds either through debt or through equity. The debt corresponds to

different loans provided by financial institutions such as banks. The equity is a funding method that relies on the

sale of stocks to individuals. In order to attract potential investors, the return on investment has to be high enough

to balance out the risk taken by investing on the company’s capital. This return represents a cost for companies

which is why it is crucial for them to determine it, as they have to keep track of each of their financial operations.

The Capital Asset Pricing Model (CAPM) is one of the most common methods used to determine the cost of

equity of a company Pereiro (2002). It describes the relationship between systematic risk and expected return for

assets. The systematic risk represents how a company’s market value changes when there’s a change in the overall

market. In the CAPM, the systematic risk can be found with a linear regression over a period of time - for example

a monthly regression over 5 years that can be found in Appendix B or a weekly regression over 2 years. The

necessary data can easily be found in financial data bases in the case of listed companies.

Unlisted companies, representing a substantial part of the economy Abudy et al. (2015), have the particularity

to be owned by private investors. This implies, among other things, that market data of these particular companies

is not available, unlike public companies. Therefore, the exposure to systematic risk cannot be found by a regres-

sion and it makes the valuation of a private company more challenging.

This thesis aims to use and compare different methods in order to determine the cost of equity of an unlisted

company. As no literature comparing different estimation methods was found, it seemed important to use different

approaches. The first approach focuses on estimating the exposure to systematic risk through different techniques.

The second one aims to find a relationship between certain variables and the returns themselves.

This paper intends to extend the literature on estimating the cost of equity of unlisted companies by answering

the following research question :

How to estimate the cost of equity of an unlisted company ?

The data used to answer this question was gathered using Bloomberg, Eikon and Yahoo Finance data bases.

It is bi annual data regarding the companies such as the book value or the headquarter country from years 2012

to 2021. The first method focuses on estimating the systematic risk by choosing similar companies by hand. It

is the most common method as it requires no machine learning knowledge. However, it is time consuming and

does not give the most accurate results. In a second step, the k-means clustering was used in order to determine

groups of similar companies. This technique is the less time consuming but it only takes quantitative variables

into account, which led to the third method. The similarity metric method aims to create an algorithm that imi-

tates a choice that would have been done by hand. Compared to the k-means clustering this method was expected

to perform better because it takes both qualitative and quantitative variables into account. Compared to the first

method, it is expected to be more accurate and less time consuming. A linear regression was also used in order to

find a relationship between variables and the returns. This method focuses on estimating the returns and not the
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systematic risk. To finish, the Fama-MacBeth regression was applied. This method is adapted to panel data and

was expected to perform best. However, both those techniques require certain assumptions to be valid which can

lead to a time-consuming preprocessing phase.

This study shows that estimating the systematic risk gives more accurate results than estimating the expected

returns directly. The difference in accuracy between the two approaches is very high and cannot be neglected.

The k-means clustering and the similarity method are the ones that perform best and the regression methods are

the ones that perform worse by far. Also note that the number of companies chosen for the estimation has to be

large enough in order to obtain proper estimations. It is also a plus to use several efficient estimation methods to

compare the results and be more confident about the obtained results. Finally, using a lot of companies for our

estimation does not significantly increase the estimations’ accuracy but using more variables and/or time periods

would definitely give better results.

The existing literature on the CAPM rarely applies to unlisted companies. Furthermore, when it come to pri-

vate companies, the studies focus on one specific method. Also, the used methods are not diverse and they are not

compared to one another. This paper contributes to the existing literature by using and comparing several methods

that aim to apply the CAPM on unlisted companies.

To answer the research question, several methods are studied and compared. The remainder of the paper

is structured as follows. Section 3 focuses on describing the already existing models and estimation methods.

Then, the data description and preprocessing are described in Section 4. Section 5 provides information about

the methodology and the results are discussed in Section 6. Finally, the conclusion and limits of the study are

addressed in Section 7.

This research was conducted in the context of an internship at a Dutch insurance company : Achmea. The

purpose of that internship was to derive the company’s cost of capital through an estimation of its cost of equity. In

this paper, I focus on the different methods used to estimate the company’s cost of equity using listed companies’

actual cost of equity as the actual outcome in order to compare the different methods’ outcomes.

Note that all the data used for this study is publicly accessible and can be found online.
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3 Related Work

A small number of articles can be found concerning the derivation of a private company’s cost of equity. Most

of them describe methods that could be used without applying them on concrete cases or without comparing them

to other techniques.

3.1 Determining the yield rate of a company

Over the past 30 years, several models were developed in order to determine the cost of equity of a listed

company. Two approaches can be used :

• Estimating the returns through a relationship with other variables

• Estimating the returns through the systematic risk

3.1.1 Fama-MacBeth regression

Devised in 1973 by Eugene Fama and James MacBeth, this method is used to estimate the parameters of the

CAPM Pasquariello (1999). It highlights the linear relation between the returns and other factors Fama & MacBeth

(1973). It is a two-step approach :

1. T Cross-sectional regressions using the explanatory variables :
ri=1,t

...

ri=I,t

=


1 ci=1,1

... ...

1 ci=I,1


αt

λt

+


εi=1,t

...

εi=I,t


rit being the returns of company i at time t, αt and ci parameters to be estimated.

2. Time-series average in order to determine each coefficients’ value :

1
T

T

∑
t=1

λ
k
t

This method is appreciated because it also takes the temporal aspect into account. The following assumptions

need to be respected in order to conduct this model :

• Linearity assumption : linear relationship with the variables used in the model

• Random sampling of observations

• Conditional mean of error terms equal to 0

Checking for the validity of those assumptions can unfortunately lead to a time-consuming preprocessing phase.

3.1.2 Capital Asset Pricing Model and β estimation

The Capital Asset Pricing Model, published in 1964 by William Sharpe (Sharpe, 1964) had a consequent im-

pact in the area of financial management. It describes the relationship between expected return for assets and
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systematic risk. It is derived as follows :

E(Ri) = R f +βiE(Rm −R f )

R f corresponding to the risk-free rate, βi to the systematic risk, Rm to the overall market return and E(Rm −R f ) to

the market risk premium.

The systematic risk βi describes how much a stock moves compared to the market. A βi equal to 1 means that the

stock is expected to move exactly like the market. A higher βi corresponds to a stock expected to be more volatile

than the market which implies higher risk and returns. It is derived as follows :

βi =
Cov(Ri,Rm)

Var(Rm)

Ri being the return on the individual stock and Rm the overall return of the market. βi is the result of a linear

regression over time. It can be derived on a daily, weekly or monthly basis over different time periods such as

six months, two years, five years, etc. Usually, the βi is the result of a monthly regression over five years and

corresponds to the slope coefficient of this regression. A company’s β is levered by its debt which means that

that we cannot compare the βs as they are and therefore (Drobetz et al., 2014) they should be unlevered with the

following formula :

Unlevered β =
β

Leverage

Leverage β = 1+(1−Tax Rate)∗ Debt
Equity

Although it is very known, this model is often criticised. Indeed, its assumptions are often described as unreal-

istic and its parameters are not always easy to derive (ACCA, 2020). However, it is still a very common technique

that is not too complex, which is why this study focuses on it. In the case of an unlisted company, one has an

additional issue as market data is not accessible. This implies that the β cannot be regressed over a period of time.

The slope of the regression therefore needs to be estimated and the following part describes some of the methods

previously used.

3.1.3 Valuation of an unlisted company

The Fama-Macbeth regression can be used to estimate the returns as it aims to show a relationship between

independent variables and the returns. If the company is listed, the systematic risk is added to the regressors. If

not, it simply just cannot be used as an explanatory variable.

In his article, Mirzayev (Mirzayev, 2021) proposes to estimate the slope of the β coefficient by finding public

companies that are similar to the one one wants to estimate the β slope of. It is a simple method that is quite

efficient if one chooses the companies carefully. However, this procedure takes a lot of time if one wants the

estimation to be as accurate as possible. It can be tricky to find several companies that are comparable to another

one in terms of size, activity, dynamic, etc. Indeed, listed companies are most of the time big companies that

generate their revenue from several activities when unlisted companies are generally smaller and usually have a

single operation (Favereau, 2015). This makes it hard to find a public company with a β that reflects the unlisted
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company’s business. Also, this procedure has to be executed each time one wants to do the estimation as the sim-

ilar companies might differ from one year to another. Other researchers use a different method such as using the

company’s previous earnings. However, not much information can be found concerning this method.

Although the CAPM is very famous and widely used to estimate the cost of equity of a company, some agree

that the single factor β cannot capture all risk (Reinganum, 1981) and therefore cannot explain returns on its own.

This is why some researchers made the statement that additional factors are needed.

3.2 CAPM expansion

As stated above, some studies have focused on expanding the CAPM in order to explain expected returns better.

The following part describes some of the research conducted to add factors in order to the CAPM.

3.2.1 Fama-French Three Factor Model

This model, developed by Eugene Fama and Kenneth French, is an expansion of the CAPM. The researchers

criticised the single factor model, stating that the returns could not be explained only by the systematic risk (Fama

& French, 1992). This model takes two more parameters into account in order to make the model more flexible :

Small Minus Big (SMB) and High Minus Low (HML). It is derived as follows :

E(Ri) = R f +βiE(Rm −R f )+βSMBE(RSMB)+βHMLE(RHML)

SMB refers to the exposure to the size factor and compares the historic excess returns of small capital compa-

nies with the ones of big capital companies. Excess returns highlight how an investment performs compared to

other investment alternatives (Alhassane Garba et al., 2019), being the risk free rate in our case. If the coefficient

is positive, it implies that small companies have on average higher returns than big ones.

HML compares the returns of companies with a high book-to-market ratio with the ones with a low book-to-

market ratio. In other words, it is the yield premium, at time t, related to the book-to-market ratio i.e. the returns

of securities with a high book-to-market ratio minus the returns of securities with a low book-to-market ratio (Li-

maiem, 2009).

This model allegedly allows to explain more than 90% of a portfolio’s return (Fama-French Three-factor

Model, 2020) but can also be expanded which brings us to the Fama-French five-factor model.

3.3 Fama-French Five-Factor Model

This model adds 2 factors to the preceding one : Robust Minus Weak (RMW) and Conservative Minus Aggres-

sive (CMA). It is derived as follows :

E(Ri) = R f +βiE(Rm −R f )+βSMBE(RSMB)+βHMLE(RHML)+βRMW E(RRMW )+βCMAE(RCMA)

10



RMW returns the spread of the most profitable firms minus the least profitable ones. The profitability is derived as

follows :

Pro f itability =
EBIT

BV

EBIT corresponding to the earnings before interest and taxes and BV the book value. The book value is derived as

follows :

BV = Total assets−Total liabilities

This coefficient highlights the return difference between robust and weak companies. If the company is considered

neutral at time t, the βRMW coefficient is equal to 0 for that time period.

CMA returns the spread of firms that invest conservatively versus aggressively. The investment is derived as

follows :

Investmentt =
TAt

TAt−1

TA corresponding to the Total Assets of the company at time t.

In his study (Jansen, 2019), Jansen states that the Five-Factor Model performs better than the two other models

when it comes to predicting returns on the stock market in the Netherlands. In our paper, we will focus on which

model performs better when it comes to estimating the yield rate of a company that is non-listed and on which

estimation technique is the most accurate. However, it is important to keep in mind that his study was performed

on the whole Dutch market whereas the present one is done on a smaller sample. However, even though the Three

and Five factor models cannot be directly applied, they give motivation regarding the different characteristics that

will be considered in the study.

11



4 Data

The data was gathered on Eikon and Bloomberg in order to have as much information from as many companies

as possible. The data set contains 380 observations and 14 variables. Every company of the data set is a European

insurance company specified in one or several of the following sectors : life, non-life or health insurance.

4.1 Data description

The data set has information about companies such as the total revenue, book value, full time equivalent, etc.

all according to a specific period (bi annual data) from 2012 to 2021. They are very diversified in terms of size

: the smallest full time equivalent value is 125 and the largest one is 125,411. They also differ in terms of book

value, market capitalization, etc. This diversity is done on purpose, as different clustering methods will be used

later in the study and it is preferable to have a large panel of companies. The data that was gathered is bi annual

meaning that each company has 20 rows. The data set contains a total of 19 companies. The goal was to gather as

many companies as possible with as much data as possible. This is why companies with too many missing values

were not included in the study. This leaves us with only 19 companies but it was preferable to have less companies

with accurate data than more companies with a lot of estimated values. The following table describes each variable

used in the study and where it was retrieved from :
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Variable Description Modalities Source

Company Name of the company 19 Eikon

Industry Name Specification of the company

Life

Nonlife

Health

Eikon

Headquarter Headquarter country 10 European countries Eikon

Year
Half year period from

01/01/2012 to 31/12/2021

Half year period from

01/01/2012 to 31/12/2021
Eikon

FTE

Full-time Equivalent :

unit of measurement equivalent

to an individual worker (38h/w)

(Beitone et al., 2012)

Internal + external workers

From 125 to 125,411
Eikon

Bloomberg

Book value Total assets - Total Liabilities From -1,926,749 to 84,596 Bloomberg

Total liabilities

Total legal obligations or

debt owed to another person

or company (Beitone et al., 2012)

From 8.21 to 2,857,444 Bloomberg

Total assets

Total resources with economic value

that company owns or controls with

the expectation that it will

provide a future benefit

(Beitone et al., 2012)

From 39.27 to 1,139,429 Bloomberg

Total debt

per share
From 0 to 396.25 Bloomberg

Shares outstanding From 30.06 to 3.083,95 Bloomberg

Total debt Total debt per share * Shares outstanding From 0 to 46,691.69 Bloomberg

Tax rate Tax rate of the company From 0 to 0.314 (KPMG, 2021)

Profit Before Taxes

Variable used instead of the

Earnings Before Interest and Taxes

for the HML factor.

Bloomberg

Returns Returns of the company in % Eikon

Table 2: Variable description : All the figures are in Millions except for FTEs, Debt per share, and Tax rate

The variables of the data set have different purposes.

• Variables used to determine the similarity with the TC or to fins a relationship with the returns : Industry

Name, Headquarter, FTE, Book value, Total Assets, Total Liabilities

• Variables used to unlever the companies’ βs : Total debt, tax rate
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4.2 Pre-processing

As explained above, the different companies were chosen according to the amount of available data so there

were not a lot of missing values to deal with. Indeed, if a company had too many missing values, it was simply not

added to the data set. Companies that did not have data for the whole study period were not included. The ones

who had a variables missing values for more than 50% of the time period were not included either. Finally, the

ones with not enough available market data were also not included.

Concerning the full time equivalent variable, each missing value was replaced by its preceding value, or the

next one if the missing value was from the first year. The variable with the most missing values was the earnings

before interest variable. This has no impact on the CAPM estimation as this variable is not used in its formula

3.1.2. It is not used either as a factor in order to determine the similarity between the TC and another company.

However, it is used in the three and five factor models. If one missing value was in between two existing values, it

was replaced by the mean of those values. It was decided not to use the mean of all the company’s values to avoid

sudden jumps throughout the time. However, if a company had several missing values in a row, the company’s

mean was computed and chosen as new value.

The variables with the most missing values are the ones used in the CAPM expansions. This implies that it can

have an impact on the result of the models, especially as the data set size is small.

To finish, note that all the monetary information of the data set is in euros.
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5 Methodology

This part aims to describe the different methods used in order to estimate a private company’s cost of equity.

The risk-free rate used in this study is the 31/12/2021 Euro short-term rate which is equal to -0.59% (ECB, 2021),

as all the companies in the data set are in Europe. The risk premium that was used is the Q4 2021 risk premium

equal to 5% (KPMG, 2022) and the tax rates were found in the Corporate Tax Rates table by KPMG (KPMG,

2021).

As no paper was found comparing different estimation methods on the CAPM, finding a comparison metric was

challenging. The RMSE seemed to be the one that reflects the most the accuracy of an estimation method and it

can be used for every one of them. It shows the average distance between the estimated value and the real one

Hodson (2022) and is derived as follows :

RMSE =
√

MSE

MSE =
1
n

n

∑
i=1

(Yi − Ŷi)

MSE being the mean squared error, n the number of observations, Yi the real value and Ŷi the estimated value. From

now on, we will call target company (TC) the company we want to do our estimations on. No literature was found

in order to determine what a good RMSE value is. It was decided to aim for a RMSE equal to 0.5. The choice of

this value does not rely on any previous study as none was found on this matter.

5.1 Comparable Companies Analysis

This method is most clearly the easiest one. It consists in finding a couple of companies that are similar to the

TC in terms of size, revenue, etc. Five companies were chosen as they seemed similar to each other in terms of

the different variables but also in terms of tendency. Not only the raw values were used but also their evolution

throughout time. The next step is to make sure that the βs can be compared. A company’s β is levered by its

debt which means that that we cannot compare the βs as they are and therefore they should be unlevered with the

following formula :

Unlevered β =
β

Leverage

Leverage β = 1+(1−Tax Rate)∗ Debt
Equity

To estimate the TC’s β, the median of the unlevered β of the five chosen companies is selected. It is then relevered

with the median of the companies’ leverage :

β̂ = Median(β similar companies)∗Median (leverages similar companies)

One of the cons of this method is that it is very subjective. Indeed, the similarity can be perceived differently from

one individual to another. This is one of the reasons why it is better to have other estimation methods even only to

compare the results and to make sure they make sense. The following part describes an other method to estimate a

company’s cost of equity.
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5.2 Choosing similar companies with k-means clustering

This part consists in finding similar companies to the TC with the k-means clustering method.

5.2.1 The k-means algorithm

The k-means algorithm aims to divide a population into subsets based on the similarity between those subsets.

It returns the population division that both maximise the intra subset similarity and minimise the inter subset

similarity (Liu et al., 2018). This algorithm works as follows:

1. Pick k the number of clusters to divide the population in.

2. Select randomly k distinct data points in the population that will be our centroids.

3. Assign each point to the nearest cluster centroid (Euclidean Distance).

4. Recompute the centroids of the newly formed clusters.

5. Repeat step 3 and 4 until the algorithm converges.

5.2.2 Choosing the optimal k

The clusters have to be as much different as possible from one another. However, within the clusters, the

population needs to be as homogeneous as possible. To have an idea of the heterogeneity of the population of each

cluster, the within variation is derived. It reflects how much the points deviate from the centroid within each cluster

so this value has to be as small as possible. The Total Within Sum of Squares is derived as follows :

Total Within Sum of Squares =
K

∑
k=1

( ¯x(k)− x(k)i )

¯x(k) being the centroid of cluster k and x(k)i the value of the ith individual of cluster k.

The moment the reduction of the Total Within Sum of Squares (TWSS) is negligible corresponds to a good

choice of k (Sinaga & Yang, 2020). Indeed, it is not efficient to add a cluster if it only makes the clustering slightly

better.

After creating the clusters, the most similar one to the TC is used for the β estimation. The βs are levered with

the median of the cluster’s leverage

β̂ = Median(β similar companies)∗Median (leverages similar companies)

Unfortunately, the clustering algorithm only takes quantitative variables into account. However, it seems im-

portant to take into account other variables such as the activity of the company or the country it makes most of its

sales revenue. The following part describes an algorithm that aims to take into account every variable regardless

of its type.
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5.3 Similarity metric

This method consists in coding a method that imitates a choice that would have been done by hand. It takes

the same variables into account as usual and studies several aspects of it. For each variable, the idea is to com-

pare one company’s value to the target company’s and assign a score to this company. The following parts will

describe how each of those variables were taken into account for the similarity metric derivation. Several similar-

ity metrics were tested and the one described below is the one that performs the best according to the chosen metric.

5.3.1 Building the similarity metric

The following part aims to describe the steps that lead to the derivation of the similarity metric for each variable

and company of the data set. No similar work was found on such a method which is why the different figures were

chosen randomly according to the importance given to each criteria. Changing the scores means changing the im-

portance of a criteria i.e changing the similarity ranking. The results obtained with other scores gave less satisfying

estimations which is why the following part describes the scores giving the best accuracy. The said results can be

found in Appendix A.2 and A.4.

Specification

This variable refers to the specification of the insurance company. It can be specified in life, non life or health

insurance. The companies of this data set have the following specifications :

• Non life

• Life and health

• Life, health and non life

This variable seems to be very important in order to determine the similarity between 2 companies. Companies

that generate revenue from the same activities obviously are quite similar. The score were attributed as follows :

TC’s specification

Company’s

specification Non life Life and health Life, health and non life

Non life 400 0 200

Life and health 0 400 200

Life, health and non life 200 200 400

Table 3: Score attribution for the specification variable

Headquarter
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This variable refers to the country where the company’s headquarters are located. This usually implies that the

company makes most of its revenue in this country. This also accounts as a similarity between two companies. If

the target company has the same headquarter country than another company, it gets the score of 400. Otherwise, it

gets the score of 0.

Numeric variables

Three aspects of each numeric variable were evaluated.

Aspect 1 i.e the raw values : An interval was created centered on each TC’s value in year y TCy and depending

on the standard deviation of the variable in year y σy :

[TCy ±0.3σy]

For each year, if a company’s value belongs to this interval, it gets the score of 5. Several values were tested for

this interval and this one was chosen because it seemed to give efficient result. Meaning that the score of 10 was

not attributed to too many or too few companies. Companies with their value outside the interval were given the

score of 0 in year y. The maximum value a company can reach is 200 (10 points by period) which is equal to the

headquarter score. Indeed, it seems that a company that falls in the interval for every year should not be penalised

by the fact that it has a different headquarter country.

Aspect 2 i.e the overall evolution : This metric aims to take into account the overall evolution of the variable.

Indeed, two companies that have doubled their FTEs between 2012 and 2021 most certainly have similarities. The

TC’s overall evolution is derived as follows :

ratioTC =
value2021

value2012

Companies whose ratio belong to that interval :

[ratioTC ±0.3]

were given the score of 200 when others were given the score of 0. This value was chosen in order to take into ac-

count companies that have had a similar evolution but do not specifically have a similar specification or headquarter

country than the TC. It is also to make a difference between companies that only share the same specification or

headquarter country with the ones that have a similar dynamic.

Aspect 3 i.e the evolution over the years : This metric aims to take into account the overall evolution of the

variable throughout the years. In order to do so, a linear regression was performed on the variable in order to get

the slope coefficient. For each company, the slope was compared to the TC’s slope. Then, an interval was created

centered on the TC’s slope, slopeTC, and depending on the standard deviation of all the companies’ slopes, slopes

:

[slopeTC ±0.5slopes]
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Companies with a linear regression coefficient within the interval got the score of 200 when others got 0.

Similarity scores

After the attribution of the scores, they were all summed giving one similarity score per company according to

the chosen target company. Two estimations methods were tested from that point :

1. Selecting the k companies with the highest score and use them to estimate the TC’s yield rate. Different k

values were tested : 3, 5 and 7.

2. Selecting all the companies of the data set and estimating the yield rate by weighing the companies according

to their similarity value.

5.3.2 Estimation methods

This part describes and compares the 2 estimation methods that were tested.

k most similar companies

For this estimation method, the k companies with the highest scores are used to estimate the target company’s

yield rate. Similarly as previously, we take the median of those leverages and the median of the unlevered βs and

derive the estimated yield rate with the single factor CAPM formula.

Weighted estimation

In this case, all the companies are used for the estimation. After all the similarity scores have been attributed

we derive their sum. Then each company will have the following weight :

Weighti =
Si

Total

Si being the similarity score of company i and Total the sum of all the similarity scores. Then, the weighted median

of the unlevered βs and the weighted median of the leverages were used in order to estimate the company’s yield

rate.

5.4 Cross-sectional regression

A cross-sectional regression aims to describe the relationship between different variables. It can be simple or

multiple. A single linear regression is a model that is expressed as follows :

y = β0 +β1x+ ε

y being the explained variable, x the independent variable/ regressor, β0 the intercept and β1 the estimated coeffi-

cient corresponding to the slope of the line and ε the error term (Supichaya, 2015). A multiple linear regression
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takes into account several dependant variables. It can be expressed as follows for a model with k dependent vari-

ables :

y = β0 +β1x1 +β2x2 + ...+βkxk + ε

5.4.1 Assumptions

In order to conduct a linear regression, several assumptions need to be fulfilled Montgomery et al. (2021):

• Linearity : The independent variables used in the linear regression need to have a linear relationship with

the dependant variable y. This implies that the result of the model is a result of multiple linear regressions

modelling the relationship between the dependent variable and each of the independent variables.

• Homoscedasticity : The variance of the error terms ε has to be independent on the dependent variables’

values. A plot of the residuals VS fitted values can be used to check the validity of this assumption.

• Lack of perfect multicolinearity : The independent variables need to be uncorrelated to one another. It can

be tested with a correlation matrix.

• Independence of errors : The error terms ε need to be normally distributed.

5.4.2 Linear regression goodness of fit

The quality of a linear regression, whether it is simple or multiple, can be determined with several factors.

The R2 indicates how close the data is to the regression line (Guyader, 2012). It ranges from 0 to 1, 1 usually

meaning that the regression fits the data perfectly. It is derived as follows :

R2 =
Explained variation

Total variation

However, even if it is often the case, a high R2 does not always mean a good fit (Corbière & Larivière, 2020). It

does not reflect the bias between the predictions and the real values which is why the residuals plots have to be

checked. They should be randomly distributed and not show any pattern else it indicates a bad fit of the regression.

This is why it is not the only parameter that should be taken into account.

The Akaike information criterion is used to choose which model performs best. There is no good AIC value

because the value cannot be interpreted as it is. It is used to compare models with one another and the one with the

lowest AIC is the one offering the best fit. It is derived as follows :

AIC = 2k ∗2ln(L)

k being the number of estimated parameter and L the maximum Likelihood. The AIC parameter is used in the

stepAIC function from the MASS package in RStudio in order to return the regression coefficients that minimize

the AIC value. The R function can also try both forward and backward selection in order to choose the one with

the smallest AIC. This refers to stepwise selection. There are two types of stepwise selection methods Supichaya

(2015) :
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• Forward selection: The procedure begins with only the regressor in the model. At each step, the variable

that improves the model the most is added.

• Backward selection: The procedure begins with all the variables in the model. At each step, the variable that

is the less significant is removed from the model.

The p-value is important to know if the coefficients are significantly different from 0 and if the model is overall

significant. The hypothesises are :

• H0 : The coefficient is equal to 0

• Ha : The coefficient is not equal to 0

If the p-value is below the threshold α = 0.05, we reject the null hypothesis.

5.5 Fama-Mac Beth regression

This method is used to estimate the parameters of the CAPM Pasquariello (1999). As a linear regression was

performed as a previous method, the assumptions are already checked and will therefore not be repeated. This

regression was performed on RStudio using the fpmg function of the plm package.

5.6 Fama-French Three and Five factor Models

Both those models are based on the excess returns of companies. The excess return corresponding to the returns

over the risk-free rate. The returns correspond to the bi annual returns of the company i.e the price change and any

relevant dividends during that period (Eikon, 2022). It is better to use average monthly returns, but the values are

not available monthly which is why it was chosen to use bi annual returns instead of monthly. The following parts

will describe the construction of the different factors used in the models.

5.6.1 Small Minus Big Factor

This factor refers to the size of the company and it is used in both 3 and 5 factor models. The variable used

for this factor is the Market Capitalisation. Companies with a market capitalization higher than the median are

considered as big companies and the other ones as small ones. Then, the average return of each category at time

t is derived. Finally, the difference between average returns of small VS big market capitalisation companies is

derived, giving the average return difference of small companies compared to big ones. The coefficient highlights

how small companies returns are compared to big companies’.

5.6.2 High Minus Low Factor

This factor corresponds to the book-to-market value of the company. It is also used in the 3 and 5 factor models

and is derived as follows :

Book-to-market ratio =
Book value

Market capitalization

Companies with a book-to-value ratio higher than the 70th percentile are considered high book-to-market ratio

companies. The ones belonging to the 30th percentile are considered low book-to-market ratio companies. The rest
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are considered neutral (Jansen, 2019). After building the different portfolios, the average return of the high book-

to-market ratio and low book-to-market ratio companies is derived. Then the average difference returns is derived.

This value corresponds to how the returns of high book-to-market ratio companies are on average compared to the

ones of low book-to-market ratio companies.

5.6.3 Robust Minus Weak Factor

This coefficient takes into account the profitability of companies. It is only used in the 5 factor model. Different

studies such as Jansen’s (Jansen, 2019) use the Earnings before Interest and Taxes to derive the profitability.

However, as interests are a very important part of financial companies it is better to include them in the reported

earnings. To address this issue, it was decided to use either the Profit Before taxes or net income instead of EBIT.

The variable used was the net income which corresponds to the amount of profit made by a company after the

payment of all its expenses (Bloomberg, 2022).

The profitability is then derived as follows :

Profitability =
Net Income
Book value

Companies with a profitability higher than the 70th percentile are considered robust profitability companies.

The companies below the 30th percentile are considered weak and the rest neutral. At each time period, the

companies are put into categories according to this rule. Similarly to the previous factors, the average return

difference between high and low profitability companies is derived in order to obtain the RMW coefficient.

5.6.4 Conservative Minus Aggressive Factor

This factor, used in the 5 factor model, corresponds to the difference in returns between firms with low and high

investment policies (Amézola & Dolz, 2017). Companies with a value higher than the 70th percentile are consid-

ered conservative investment companies. The companies below the 30th percentile are considered aggressive and

the rest neutral. Similarly to the previous factors, the average return difference between high and low profitability

companies is derived in order to obtain the CMA coefficient.
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6 Results

This part aims to describe the results obtained with the different methods. As all the companies in the data

set are in Europe, the risk-free rate used in this study is the end of 2021 Euro short-term rate which is equal to

-0.59% and the βs were regressed on the EURO STOXX 500 index. The risk premium that was used is the Q4

2021 risk premium equal to 5 (KPMG, 2022) and the tax rates were found in the Corporate Tax Rates table by

KPMG (KPMG, 2021). The β coefficient correspond to the slope of the monthly βs regressed from 01/01/2017 to

31/12/2021.

In the remainder of the paper, the actual return corresponds to the following formula :

µi = R f +Unlevered βi ∗Median (L)∗E(Rm −R f ) (1)

L corresponding to the list of the similar companies’ leverages excluding the TC’s leverage. The model implied

return refers to :

µ̂i = R f +Median (B)∗Median (L)∗E(Rm −R f ) (2)

B corresponding to the list of the similar companies’ βs excluding the TC’s β.

6.1 Comparable Companies Analysis

The results can be found in the following table :

Company Unlevered β Leverage Levered β R2 Actual return Model implied return

Aegon NV 1.20 1.34 1.85 0.48 8.65 6.10

Aviva PLC 0.85 1.64 1.04 0.63 4.62 6.4

Prudential PLC 1.15 1.33 1.81 0.52 8.48 6.15

Sampo PLC 0.93 1.27 1.47 0.64 6.78 7.00

WW AG 0.22 4.93 0.49 0.27 0.76 6.4

Table 4: Results of the CCA method

WW AG stands for Wuestenrot & Wuerttembergische AG

The results of the returns are expressed in %. Concerning Aegon NV, the CAPM using the β regressed monthly

from 01/01/2017 to 31/12/2021 gave a yield rate of 8.65%. However, the R2 associated to this company is the

lowest compared to the other similar companies. The R2 corresponds to a goodness-of-fit measure for linear

regression models. If it is equal to 1, then the regression fits the data perfectly. If it is on the contrary equal to 0,

the regression does not fit the data at all. In our case, it is equal to 0.476 which is a medium goodness-of-fit. The

CAPM based on the β estimation gave a result of 6.10%. This is a result that could have been expected. Indeed,

Aegon NV has the highest unlevered β and a medium leverage compared to the other companies. So, taking the

median of the other companies’ βs and leverage obviously leads to a lower value.
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Concerning Sampo PLC, the CAPM result using the real company’s regressed β is 6.78% versus 7.00% for

the CAPM using the β estimation. Furthermore, this company’s R2 is the highest with a value of 0.64. It seems

that the higher the R2 is, the closest the estimated yield rate is to the real one but conclusions shouldn’t be drawn

already.

On the other hand, the estimation for Wuestenrot & Wuerttembergische AG is pretty bad. This is due to the fact

that its leverage is very high compared to the other companies. As we take the median leverage of the four other

companies in order to relever our estimated β, its estimation is necessarily much lower than its real value. If it had

been chosen to take an average and not a median the problem would have remained the same, as the company’s

own leverage is not included in the estimation.

The estimations were relatively good especially compared to the low complexity of this method. However, the

companies not only have to be very similar in terms of characteristics. If their leverages are too different from

one another, the estimation is not accurate so the results have to be treated carefully. The RMSE is equal to 3.06

meaning that the estimations deviate on average from 3.06 percentage units from the real value which is a bit high.

Predicting a yield rate of 3.06 when it is actually 0 could be very problematic which is why it is essential to try

other estimation methods.

6.2 Choosing similar companies with k-means clustering

This part describes the estimation of a company’s β slope coefficient using the k-means clustering method. As

explained earlier, the TWSS was used in order to determine the numbers of clusters to create.

Figure 1: TWSS of the k-means clustering

From k = 3, the TWSS is not reduced significantly. However, it seems like the number of cluster that minimizes

the TWSS is 7. This number of clusters was not chosen because it would create clusters with a small number of

companies in each of them and the estimation cannot be based on a sample of 2 or 3 companies. This is why the

population will be split in 3 clusters :
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• Cluster 1 : Smallest companies of the data set i.e. companies with the smallest values in FTEs, market

capitalization, etc. such as Topdanmark.

• Cluster 2 : Medium companies of the data set i.e. companies with the medium values in FTEs, market

capitalization, etc. such as Aegon NV. The companies within this cluster are considered similar to Achmea.

• Cluster 3 : Biggest companies of the data set i.e. companies with the highest values in FTEs, market

capitalization, etc. such as AXA and Allianz SE.

The third cluster only contains 2 companies. The number of companies within each cluster is unfortunately

unbalanced but that is due to the fact that the companies are very diverse. The companies within cluster 2 are not

exactly the same ones as the one considered similar in Section 6.1. Indeed, the k-means algorithm takes the mean

into account and not the evolution of the variables throughout the time, unlike what was done previously. Also,

it only take quantitative variables into account i.e it does not take into account the headquarter country nor the

specification of the company. A few companies belonged to several clusters over the 10 years. If a company was

not considered medium in the year 2021, but had belonged to this cluster every year before, it was still considered

medium. If the company was considered medium in the year 2021, but small or big in all the other years, it was

not included in the cluster. Indeed, the values of the previous years will most likely disrupt the estimations. The

results can be found in the following table. The results of the returns are expressed in %.
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Company Unlevered β Leverage Levered β Actual return Model implied return

AG PLC 0.21 1.41 0.24 0.62 2.81

Cluster 1

Chesnara PLC 0.45 1.08 0.55 2.17 2.93

HG PLC 0.84 1.00 1.03 4.56 2.26

PeGH PLC 0.46 1.00 0.56 2.23 2.93

Sampo PLC 0.95 1.25 1.12 4.99 2.16

SCA SpA 1.37 1.19 1.66 7.73 2.23

Topdanmark A/S 0.36 1.26 0.43 1.55 2.81

Tryg A/S 0.47 1.17 0.48 2.29 2.90

USA SpA 0.68 1.16 0.83 3.57 2.26

UIG AG 0.74 1.46 0.87 3.77 2.16

WW AG 0.20 5.25 0.24 0.61 2.81

Aegon NV 1.19 1.34 1.67 7.78 4.91

Cluster 2

AG SpA 0.90 1.40 1.2 5.41 4.67

Aviva PLC 0.79 1.78 1.05 4.67 5.41

PhGH PLC 0.49 1.49 0.66 2.72 5.41

Prudential PLC 1.16 1.32 1.63 7.56 4.91

ZI Group 0.65 1.33 0.91 3.97 5.70

Allianz SE 1.04 1.38 1.35 5.8 8.53
Cluster 3

AXA SA 1.48 1.23 1.62 9.64 6.58

Table 5: Results of the clustering method

The abbreviations’ meaning can be found in the AO table 1

The R2 value was not included as there did not appear to have any link with the quality of the estimations.

None of the estimations are accurate according to the 0.5 threshold. The estimated yield rates range from 2.16

to 8.53. However, the yield rates using the regressed β values range from 0.62 and 9.64. For example, for the

company Societa Cattolica di Assurazione SpA (SCA SpA), the estimated yield rate is approximately three times

lower than the yield rate using the regressed β of the company. As the yield rate is estimated using the median of

the companies’ βs and the median of the leverages, it is not surprising that the results are very stable but they are

unfortunately not always accurate.

For the companies Allianz and AXA, the estimations only depend on the other company as the cluster is only

formed of the two companies. The RMSE for this method is equal to 2.34 meaning that the estimations are

usually 2.34 percentage points away from the real value. This method is considerably faster than the previous one.

However, the estimations are less accurate. Indeed, only the raw values of the quantitative variables are taken into

account. The purpose of this method was to perform better than the previous one and it does. It is also less time

consuming so this method is more efficient than choosing similar companies by hand. However, it does not take

qualitative variables into account. The following part aims to describe a method that takes both quantitative and

qualitative variables into account.
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6.3 Similarity metric

6.3.1 k closest companies

As explained earlier, this method was tested with three different values of k : 3, 5 and 7. The following table

reports the results of each company’s estimated and real yield rate. The real yield rates differ according to the k as

the leverages are not always the same.

k = 3 k = 5 k = 7

Company R2 Act. return MIR Act. return MIR Act. return MIR

Allianz SE 0.74 5.90 3.51 5.73 4.38 5.90 4.36

AXA SA 0.69 9.42 5.12 9.47 5.15 9.47 5.33

AG SpA 0.66 5.33 7.19 5.33 7.19 5.12 6.92

Sampo PLC 0.64 4.71 1.97 5.14 1.88 4.92 2.07

Aviva PLC 0.63 4.62 7.23 4.64 5.45 4.59 4.34

Prudential PLC 0.52 17.51 4.61 6.63 2.25 7.13 2.44

ZI Group 0.50 4.06 5.27 4.06 5.43 3.72 5.18

WW AG 0.49 0.66 3.11 0.66 3.09 0.61 2.16

Aegon NV 0.48 4.06 5.27 4.06 5.43 3.52 5.18

PhGH PLC 0.44 1.98 1.79 2.21 2.01 2.43 3.71

UIG AG 0.37 3.96 1.31 4.06 2.94 4.18 2.10

USA SpA 0.34 11.27 4.82 3.69 2.03 3.53 2.17

SCA SpA 0.33 7.12 2.59 7.12 2.64 7.42 2.10

Tryg A/S 0.28 1.99 4.44 1.86 2.80 2.06 3.69

HG PLC 0.15 3.79 1.79 4.20 2.01 4.38 2.16

Topdanmark A/S 0.12 1.52 3.48 1.44 2.62 1.44 3.69

Chesnara PLC 0.11 2.18 4.73 2.10 3.10 2.17 3.43

AG PLC 0.07 0.61 2.07 0.61 2.07 0.65 2.23

PeGH PLC 0.04 2.24 4.73 2.24 1.96 2.24 3.43

Table 6: Results of the similarity-based method

MIR stands for Model implied return

The R2 value was included in the tables because one expected that the estimations were better when the R2 was

high. However, it seems like this is not the case in this situation. The estimation is considered good if it is not

further than half a percent to its true value. The numbers colored in green correspond to those estimations.

Some estimations are very close to their real value and others are very far from it. For example, the estimated yield

rate for Societa Cattolica di Assurazione SpA k = 5 is 7.12% when the yield rate using the company’s real β is

2.64%. However, some companies have very good estimations. The estimations of the company Phoenix Group

Holdings PLC are very accurate for k equal to 3 and 5. In order to have an idea of the overall performance of each

method, the RMSE was also derived and can be found in the table below :
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Method RMSE

k = 3 4.11

k = 5 2.24

k = 7 2.45

Table 7: RMSE of the third method according to the chosen k

The method with k = 3 clearly performs the worse and the accuracy between choosing 5 and 7 companies is

almost the same. Compared, to the previous method 6.2, the similarity metric with k equal to 5 and 7 performs

better. The downside of this method is that each company has the same impact on the final estimation and it

might not give the most accurate results when the companies have very different similarity scores. This is why the

following part aims to describe the method that assigns a weight to the companies so that the similarity level is

taken into account in the estimation.

6.3.2 Weighted estimation method

This method consists in using all the companies of the data set into account. Each company takes part in the

estimation according to its similarity score. The results of this method are described in the following table :
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Company R2 Actual return Model implied return

Allianz SE 0.74 5.89 3.68

AXA SA 0.69 9.20 4.61

AG SpA 0.66 5.30 4.57

Sampo PLC 0.64 5.30 4.57

Aviva PLC 0.63 4.61 5.00

Prudential PLC 0.52 6.92 3.81

ZI Group 0.50 3.76 5.06

WW AG 0.49 0.68 4.03

Aegon NV 0.48 3.76 5.06

PhGH PLC 0.44 2.43 3.69

UIG AG 0.37 3.69 2.52

USA SpA 0.34 4.06 3.49

SCA SpA 0.33 8.05 3.49

Tryg A/S 0.28 2.37 3.69

HG PLC 0.15 4.71 3.49

Topdanmark A/S 0.12 1.65 3.62

Chesnara PLC 0.11 3.43 3.69

Admiral Group PLC 0.07 0.69 3.68

PeGH PLC 0.04 2.31 3.69

Table 8: Results of the weighing method

The estimated CAPM result refers to :

µi = R f +Median (Bw)∗Median (Lw)∗E(Rm −R f )

Bw corresponding to the weighted list of the similar companies’ βs of the k most similar companies to the TC.

The estimations range from 2.52% to 5.06%. However, the real values range from 0.68% to 9.20%. The RMSE

is equal to 2.31 which means that the estimations are on average 2.31 units of percentage below or above the real

value. The goal, which was actually to reach a RMSE equal to 0.5% is unfortunately not reached but it is still

below the RMSEs concerning the Comparable Companies Analysis.

6.3.3 Sensitivity analysis

This part aims to describe the impact of the different scores on the estimation results. The results can be found

in the tables in Appendix A. Concerning the method where one chooses the k = 3 closest companies, it seems like it

is preferable to give more importance to the qualitative variables or to give the same importance to each parameter.

For the k = 5 and 7 methods, the most efficient method seems to be the one where one gives the more impor-

tance to the specification and headquarter.

29



Concerning the weighing method, the results are quite similar to one another. Changing the scores does not

seem to change the estimations a lot. It changes the ranking but still takes every company into account which

obviously does not change the results by much. Giving the same level of importance to each criteria gives less

accurate estimations. it seems important to make a distinction between the different criterion taken into account.

To sum up, changing the scores of the similarity metric slightly change the estimations. The difference between

the RMSEs may not seem like much but even a 0.1 different is important especially when one is aiming for a low

RMSE.

6.4 Cross sectional regression

This method is the only one focusing on estimating the returns directly without estimating the β coefficient

beforehand. It aims to find a relationship between the returns and the variables of the data set. R proposes an

option to do both forward and backward selection and choose the best regression out of it.

6.4.1 Assumptions

The variables used in the linear regression need to have a linear relationship with the returns. The following

plots tend to give a visual idea of the validation of this assumption. In the Appendix C can be found the graphs

with outliers and without the logarithm.

Linearity :
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(a) Plot of the FTEs according to the return (b) Plot of the Total debt according to the return

(c) Plot of the Total Assets according to the return (d) Plot of the Total Liabilities according to the return

(e) Plot of the Book Value according to the return (f) Plot of the Market Capitalization according to the return

(g) Plot of the Total debt/ TL ratio according to the return

Figure 2: Plots of the different variables
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The linear relationship with certain variables such as Total Assets is not obvious but the relationship does not

need to be perfectly linear either. In order to check the validity of the assumption, the following plot can be used :

Figure 3: Residuals VS Fitted plot

The red line does not show any pattern so we can conclude that all the variables respect the linearity assumption.

Homoscedasticity :

The fitted VS residuals plot allows to determine whether there is homoscedasticity.

Figure 4: Scale location plot

The red line is not perfectly horizontal but the data points are equally spread from each side of the line so we

can conclude that the assumption holds.

As the red line is close to the dashed one, the homoscedasticity assumption seems to be valid.
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Lack of perfect multicolinearity :

One considers that the variables are not perfectly colinear if the correlation is between 0.9 and -0.9.

Figure 5: Correlation plot

There seems to be a strong correlation between the Book Value and the Total Liabilities (0.92) and between the

Book Value and Total Assets (0.93). So the TA and TL variables were removed from the model. The ratio variable

corresponds to :
Total debt

Total Liabilities

The ratio2 variable corresponds to :
BV

CMC

The graph on the left shows the correlation plot between the following variables : FTE, Debt
T L and BV

CMC . The

correlation is almost null between each variable which is a good point. The variables debt and TL had much higher

correlation values before this transformation. In order to minimize the correlation effect of the BV variable, the

ratio2 variable is added. However, in the case of an unlisted company, the CMC cannot be used. This is why the

BV was used as a proxy, hence the correlation plot on the right.
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(a) Corrplot of other variables (b) Corrplot of other variables

Figure 6: Correlation plots of different variables

The right correlation plot 6b shows a strong correlation between the variables FTE and BV. It will probably be

preferable to leave the BV variable out in the regression.

Independence of errors :

Finally, the residuals need to be normally distributed.

Figure 7: QQ plot of the residuals

The points seem to follow the dashed lines : the assumption is respected except at the extremes but the assump-

tion is still considered valid.

6.4.2 Coefficients and estimations

The variable total debt was not used in the regression. The variable ratio was used as a proxy of the book-to-

market ratio variable. In the case of an unlisted company, the Market Capitalization cannot be used which is why

another variable was used in this study. In order not to count the debt aspect twice, the variable was only taken into
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account in the ratio variable.

The regression using all the variables gave the following results :

Variables Coefficients p-value

Intercept 0.05 < 0.01∗∗

log(FTE) < 0.01 0.71

log(ratio) ≈ 0.00 0.75

log(CMC) < 0.01 0.58

log(BV) ≈ 0.00 0.84

* p < 0.1, ** p < 0.05, *** p < 0.01

Table 9: Results of the linear regression

Note that the variables BV and CMC are expressed in millions. Only the intercept is significant at the level α =

5% in this case which is surprising. This implies that none of the variables of the model are significant.

The actual return corresponds to the total index return from 01/07/2021 to 31/12/2021 (Eikon, 2022). The

model implied returns are derived as follows :

Return = Intercept+βlogFT E ∗ log(FT E)+βlogratio ∗ log(ratio)+βlogCMC ∗ log(CMC)+βlogBV ∗ log(BV )

The results can be found in the following table.
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Company R2 Actual return Model implied return

Allianz SE 0.74 6.80 9.23

AXA SA 0.69 10.04 9.14

AG SpA 0.66 6.47 9.05

Sampo PLC 0.64 6.46 8.79

Aviva PLC 0.63 3.32 8.82

Prudential PLC 0.52 -0.05 8.97

ZI Group 0.50 6.92 9.10

WW AG 0.49 2.25 8.15

Aegon NV 0.48 6.86 8.73

PhGH PLC 0.44 4.06 8.73

UIG AG 0.37 4.66 8.64

USA SpA 0.34 8.71 8.68

SCA SpA 0.33 5.54 8.26

Tryg A/S 0.28 1.82 8.56

HG PLC 0.15 2.71 7.54

Topdanmark A/S 0.12 5.54 8.61

Chesnara PLC 0.11 5.64 8.15

Admiral Group PLC 0.07 2.61 8.75

PeGH PLC 0.04 5.98 7.57

Table 10: Results of the linear regression

The results are in %

The results obtained using the linear regression range from 7.57% to 9.23% when the actual returns range from

-0.05% to 10.04%. This method does not seem very accurate and the RMSE value confirms that this method is

less accurate than the preceding ones.

RMSE 4.40

R2 < 0.01

p-value 0.72

The RMSE is not very low, especially compared to the complexity of this method. it requires a lot of prepro-

cessing and performs even worse than choosing companies by hand.

The best regression in terms of AIC is regression using only the intercept meaning that the returns are all

estimated as the same value :

This model is constant but the only coefficient is very significant. The RMSE is equal to 3.31, which is lower

than the regression using all the variables. To finish, a regression without intercept was tested giving the following

results :
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Variables Coefficients p-value

Intercept 0.07 < 2.00∗10−16 ∗∗∗
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 11: Coefficients of the linear regression using the AIC criteria

Variables Coefficients p-value

log(ratio) ≈ 0.00 0.10

log(CMC) < 0.01 < 8.56∗10−11 ∗∗∗
* p < 0.1, ** p < 0.05, *** p < 0.01

Table 12: Coefficients of the linear regression without intercept

The variable Market Capitalization is very significant even at level α = 1%. The CMC is positively linked to

the returns meaning that the higher the CMC the higher the returns. However, the results that can be found in

Appendix D are not accurate at all :

RMSE 15.28

R2 0.71

p-value < 2.2∗10−16

The p-value is very low, meaning that the model is significant. Also, the R2 is high, meaning that the linear

regression fits the data well. However, the RMSE is very high, implying that the estimation are not accurate. This

model does not seem to be very efficient.

To sum up, the linear regression is more time consuming that the other methods because assumptions need to

be checked beforehand. Furthermore, the results are not more accurate than the other methods so it will not be

chosen over the other methods.

None that the preceding methods do not take the temporal aspect into account. The following part describes a

method that does and it is expected to work better than all the preceding ones.

6.5 Fama-Mac Beth regression

This part describes the results obtained with the Fama-MacBeth regression.

6.5.1 Assumptions

Linearity assumptions :
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These refer to the assumptions that need to be valid in order to conduct a linear regression. They have been

tested in the previous part 6.4.1.

Random sampling of observations :

The observations used for the model have to be randomly picked. In this study, they have been picked according

to the amount of available data. The amount of available data being random for each company, it implies that this

assumption is valid.

Conditional mean of errors :

The conditional mean of errors inferior to 2.72∗10−19 which can be interpreted as negligible hence equal to

0.

6.5.2 Coefficients and estimations

The variables have been scaled to a million -apart from the FTE variable - in order to have higher coefficients.

Variables Coefficients p-value

Intercept 0.64 0.40

log(FTE) -0.04 0.65

log(BV) -0.02 0.44

log(CMC) 0.01 0.58

* p < 0.1, ** p < 0.05, *** p < 0.01

Table 13: Results of the Fama-Mac Beth regression

None of the coefficients is significant. The intercept is extremely high which will probably lead to very high

returns.
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Company R2 Actual return Model implied return

Allianz SE 0.74 6.80 -1.57

AXA SA 0.69 10.04 0.31

AG SpA 0.66 6.47 1.90

Sampo PLC 0.64 6.46 9.75

Aviva PLC 0.63 3.32 6.61

Prudential PLC 0.52 -0.05 9.75

ZI Group 0.50 6.92 3.72

WW AG 0.49 2.25 11.70

Aegon NV 0.48 6.86 5.65

PhGH PLC 0.44 4.06 11.50

UIG AG 0.37 4.66 4.88

USA SpA 0.34 8.71 10.00

SCA SpA 0.33 5.54 17.30

Tryg A/S 0.28 1.82 14.50

HG PLC 0.15 2.71 31.30

Topdanmark A/S 0.12 5.54 19.20

Chesnara PLC 0.11 5.64 26.00

Admiral Group PLC 0.07 2.61 13.50

PeGH PLC 0.04 5.98 30.00

Table 14: Results of the Fama-Mac Beth regression

The return results are in %

This method was expected to work best but it does not seem to explain the returns correctly at all. However,

some studies show that this method gives biased estimators even when all the assumptions are met ?. The intercept

value is very high, implying that a company with 0 for all the variables will be expected to have a 64% return. The

estimated values are either extremely high or extremely low.

RMSE 12.46

R2 0.74

Although the R2 is high, the RMSE is the highest compared to the other tested methods. This method clearly

does not perform well to estimate the returns of a company. As the numbers seemed very high, the same model

was tested but without an intercept and the results can be found below :

None of the coefficients are significant so the results are not expected to be accurate :
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Variables Coefficients p-value

log(FTE) ≈ 0 0.95

log(BV) ≈ 0 0.94

log(CMC) 0.01 0.60

* p < 0.1, ** p < 0.05, *** p < 0.01

Table 15: Results of the Fama-Mac Beth regression

Company R2 Actual return Model implied return

Allianz SE 0.74 6.80 17.70

AXA SA 0.69 10.04 17.60

AG SpA 0.66 6.47 17.00

Sampo PLC 0.64 6.46 17.30

Aviva PLC 0.63 3.32 16.80

Prudential PLC 0.52 -0.05 17.80

ZI Group 0.50 6.92 17.70

WW AG 0.49 2.25 14.90

Aegon NV 0.48 6.86 16.61

PhGH PLC 0.44 4.06 16.30

UIG AG 0.37 4.66 15.10

USA SpA 0.34 8.71 16.20

SCA SpA 0.33 5.54 15.00

Tryg A/S 0.28 1.82 17.00

HG PLC 0.15 2.71 13.70

Topdanmark A/S 0.12 5.54 16.40

Chesnara PLC 0.11 5.64 14.70

Admiral Group PLC 0.07 2.61 17.00

PeGH PLC 0.04 5.98 13.80

Table 16: Results of the linear regression

The results are in %

The results using this method seem very high compares to the actual returns :

RMSE 11.60

R2 0.72

The RMSE using this method is lower than the previous one but is still very high compared to the other

methods’ RMSEs. Although the R2 is high -equal to 0.72 - this method does not perform well at all. The Fama-
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MacBeth regression does not seem to be an efficient estimation method of the returns in the present case.

6.6 Fama-French Three and Five Factor Models

The following table describes the coefficients of the Fama-French Three and Five Factor Models. This part

does not correspond to an estimation method but shows how the CAPM can be expanded with additional factors.

Those factors do not correspond to an estimation. They show how a company’s characteristic influences the ex-

pected return. For example, if the SMB factor is equal to 0.2, it means that a small company has returns higher by

0.2 percentage points than big ones.

The coefficients are quite high compared to other studies. This is due to the fact that the data set is not very

big. This means that the averages are taken on a small sample so each company can have a big impact on the

coefficients. Furthermore, studies usually use average monthly returns. In this study, return over a 6-month period

were used, this means that only 2 values are taken into account instead of 30 in the other studies. This is why the

interpretations need to be taken into account carefully.
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Period SMB HML RMW CMA

31/12/2021 -0.73 1.04 1.12 6.45

30/06/2021 1.61 2.66 9.61 2.34

31/12/2020 0.2 -2.24 -1.93 1.57

30/06/2020 -1.38 1.41 -0.01 -2.14

31/12/2019 -0.14 5.82 -0.77 2.13

30/06/2019 0.17 2.88 1.65 6.34

31/12/2018 1.64 -1.63 -0.1 4.7

30/06/2018 -0.26 0.28 3.2 0.96

31/12/2017 2.77 0.8 7.02 8.17

30/06/2017 1.99 2.29 6.57 10.37

31/12/2016 -1.14 9.65 -3.58 2.39

30/06/2016 1.5 -4.55 12.41 11.29

31/12/2015 0.17 -1.65 5.41 12.95

30/06/2015 -0.41 0.79 5.09 1.6

31/12/2014 -3.61 -5.58 8.15 -1.29

30/06/2014 0.38 -8.63 10.78 -1.29

31/12/2013 -2.1 -2.51 7.36 5.66

30/06/2013 -0.37 -8.74 8.25 14.43

31/12/2012 -2.89 -5.44 8.15 -2.24

30/06/2012 NA 1.2 8.52 NA

Average -0.14 -0.61 4.85 4.84

Table 17: Fama-French 3 and 5 factor models results

The results are in %

The SMB factor goes against expectations Rosenberg & Reid (1985). Smalls firms are expected to have higher

average returns but in our case, small firms have on average 0.73% lower returns than large firms. The same can be

said for the HML factor, high book-to-market ratio companies gave on average 0% lower returns than companies

with a low book-to-market ratio. The results of the two other factors are in line with our expectations : companies

with robust profitability had on average returns 4.85% higher than companies with weak profitability over the time

period. Finally, companies with conservative investment have on average 4.84% higher returns than the ones with

aggressive investment.

In the case of an unlisted company, the factors can be added or subtracted according to where the company

lies in terms of size, book-to-market ratio, etc. However, in the case of a small sample, the figures can get big

and disrupt the expected returns. It would be preferable to use those additional factors with a higher number of

observations.
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6.7 Comparison of the results

The following table sums up the RMSEs associated to each of the estimation method.

Method RMSE

Comparable Companies Analysis 3.06

K-means clustering 2.34

Similarity Metric k = 3 4.11 β estimation

Similarity Metric k = 5 2.24

Similarity Metric k = 7 2.45

Similarity Metric with weights 2.31

Cross sectional regression 4.40

Optimal Cross sectional regression 3.31

Cross sectional regression without intercept 15.28 Returns estimation

Fama-MacBeth regression 12.46

Fama-MacBeth regression without intercept 11.60

Table 18: RMSEs of the different estimation methods

The approach consisting in estimating the systematic risk always performs better on average than the ones

estimating the returns. The Fama-MacBeth regressions performed very bad and adding a temporal aspect did not

increase the accuracy of the estimations. In the present case, estimating the returns through an estimation of the

systematic risk gives better results with an average RMSE equal to 2.76 versus 9.41.

The k-means clustering and the similarity metric are the methods that perform best. Note that when using other

companies in order to estimate a TC’s systematic risk, it is better to use between 5 and 7 companies. Using less

than 5 gives significantly less accurate results. Instead of just choosing companies by hand, it could be interesting

to use the similarity metric method and the k-means clustering before comparing the results. This would give two

quite accurate estimations that, if close to one another, can imply that the estimation is probably accurate.

When estimating the returns, it seems that the method that performed best is the Cross Sectional regression

using the AIC criteria. It is surprising, as adding the temporal aspect was expected to give similar or better results

but not worse ones. Unfortunately, no information was found to explain why there is such a gap between the

normal and time-series models’ accuracies.

The Fama-French Three and Five factor models are supposed to give more precise expected returns than the

CAPM, as more factors are included. However, it is better to use them with a high number of individuals. Dividing

the population in three groups with only 19 companies gives small subgroups leading to sensitive factors. Hence,

the coefficients are very sensitive to each of the company’s returns and do not result in accurate expected returns.

It is also important to keep in mind that those coefficients are relative to the data set meaning that a company

considered big in this study could be considered small if the available data was different. This implies that it is
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preferable to use those models with as many observations as possible.
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7 Conclusion and limits of the study

In this paper, different estimation methods used to determine the cost of equity of an unlisted company are

investigated. Indeed, it is extremely important for companies to valuate themselves but it is not always easy in the

case of private companies. Furthermore, the existing literature on the subject and the diversity of the methods are

quite poor. In this study, new methods were tested and also compared in order to find the best complexity/efficiency

trade off. Two approaches were considered throughout the analysis :

• Estimating the cost of equity through an estimation of the systematic risk

• Estimating the cost of equity through an estimation of the returns

Finally, additional factors were included in order to see their impact on the expected returns.

First, I focused on estimating the systematic risk through different techniques. The first method, consisting in

finding similar companies to the TC, is the easiest one in terms of required Machine Learning skills. Even though

the results are not incredibly bad, this method is very time-consuming which led to the challenge of finding a

method that performs better and that is quicker. The k-means clustering method is most definitely the most rapid

one of this paper and it gives estimations that are significantly better than the previous method. However, this

Machine Learning technique only takes quantitative variables into account resulting in a loss of information as

qualitative variables seemed very important too. This led to the construction of a similarity metric that aimed to be

an automation of the Comparable Companies Analysis. This technique, being a code written by myself, allows a

flexibility that lacked using the k-means clustering. All types of variables can be taken into account and variables

can be added or deleted from the process any time. Furthermore, it also allows to change the significance of each

criteria according to the our choices. In the end, the similarity method giving a higher importance to the qualitative

variables with k = 5 is the one that performs best.

Concerning the methods focusing on the returns, the goal was to find a linear relationship between the returns

and other variables such as the FTEs of a company, its book value, etc. Unfortunately, all those methods performed

quite poorly even when taking the temporal aspect into account.

To sum up, estimating the cost of equity of an unlisted company gives better results using an estimation of the

systematic risk. Furthermore, around 5 companies need to be used in order to do a reliable estimation. Finally, in

the case of a small sample, it is preferable not to use additional factors. However, some improvements could be

made in order to enrich the study.

As mentioned in the paper, the number of individuals used in this study was quite small. It would be interesting

to conduct it again with a sample of at least 40 companies and see the impact on the estimations. Furthermore, using

more variables or more time periods would also probably make the estimations more accurate but it is not easy to

find complete market data before 2012. Finally, an additional estimation technique could have given interesting

results. It consists in finding a relationship between the Restricted Tier 1’s (RT1) yield to call and the returns of

companies in a time-series. However, due to lack of data and time, this lead was not studied.
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Appendices

A The impact of the scores on the similarity metric

A.1 Scores 1

Criteria Score

Specification 100 - 100 -200

Headquarter 0 - 200

Raw values 0 - 10

2021/2012 ratio 0 - 200

Regression coefficient 0 - 200

Table 19: Scores of the similarity metric

A.2 Results scores 1

k = 3 k = 5 k = 7

Company R2 Act. return MIR Act. return MIR Act. return MIR

Allianz SE 0.74 5.90 3.51 5.73 4.38 5.73 4.23

AXA SA 0.69 11.10 6.61 11.10 6.61 9.71 5.47

Assicurazioni Generali SpA 0.66 5.38 5.55 5.33 6.03 5.12 6.92

Sampo PLC 0.64 4.71 2.59 4.71 1.97 4.92 2.07

Aviva PLC 0.63 4.62 7.23 4.64 5.45 4.59 6.03

Prudential PLC 0.52 17.57 4.61 0.055 0.034 6.19 3.21

Zurich Insurance Group 0.50 4.06 5.27 4.06 5.43 3.72 5.18

Wuestenrot & Wuerttembergische AG 0.49 0.66 3.11 0.64 2.24 0.61 2.16

Aegon NV 0.48 8.91 6.10 7.96 5.24 7.52 5.32

Phoenix Group Holdings PLC 0.44 7.23 4.59 2.43 3.68 2.32 2.78

UNIQA Insurance Group AG 0.37 11.27 4.82 3.93 1.96 4.18 2.10

UnipolSai Assurazioni SpA 0.34 3.96 1.31 3.69 1.96 3.53 2.17

Societa Cattolica di Assurazione SpA 0.33 7.42 2.77 7.42 2.10 7.42 2.10

Tryg A/S 0.28 1.99 4.44 1.86 2.80 2.06 3.39

Hansard Group PLC 0.15 4.52 1.94 4.52 2.21 4.38 2.16

Topdanmark A/S 0.12 1.30 1.79 1.44 2.62 1.44 3.69

Chesnara PLC 0.11 2.18 4.73 2.17 3.74 2.07 3.91

Admiral Group PLC 0.07 0.61 5.06 0.61 5.06 0.56 2.03

Personal Group Holdings PLC 0.04 2.24 4.73 2.23 3.74 2.14 3.91

Table 20: Results of similarity metric according the same importance to each parameter for k = 3, 5 and 7
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Company R2 CAPM Estimated CAPM

Allianz SE 0.74 5.89 3.68

AXA SA 0.69 9.20 4.61

Assicurazioni Generali SpA 0.66 5.35 4.61

Sampo PLC 0.64 5.35 2.52

Aviva PLC 0.63 4.61 5.00

Prudential PLC 0.52 6.72 3.69

Zurich Insurance Group 0.50 3.76 5.06

Wuestenrot & Wuerttembergische AG 0.49 0.68 4.64

Aegon NV 0.48 7.32 4.61

Phoenix Group Holdings PLC 0.44 2.52 3.62

UNIQA Insurance Group AG 0.37 4.04 3.48

UnipolSai Assurazioni SpA 0.34 3.68 2.50

Societa Cattolica di Assurazione SpA 0.33 8.03 2.10

Tryg A/S 0.28 2.36 3.68

Hansard Group PLC 0.15 4.71 3.49

Topdanmark A/S 0.12 0.024 0.044

Chesnara PLC 0.11 2.24 3.68

Admiral Group PLC 0.07 0.69 3.65

Personal Group Holdings PLC 0.04 2.30 3.68

Table 21: Results of the weighing method

Method RMSE

k = 3 4.25

k = 5 2.53

k = 7 2.37

Weighing method 2.54

Table 22: RMSEs of the third method according to the chosen k and the weighing method
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A.3 Scores 2

Criteria Score

Specification 100 - 100 - 200

Headquarter 0 - 100

Raw values 0 - 5

2021/2012 ratio 0 - 50

Regression coefficient 0 - 50

Table 23: Scores of the similarity metric

A.4 Results scores 2

k = 3 k = 5 k = 7

Company R2 Act. return MIR Act. return MIR Act. return MIR

Allianz SE 0.74 5.96 3.51 5.73 4.38 5.96 3.87

AXA SA 0.69 25.37 8.09 11.17 6.1 9.54 4.99

AG SpA 0.66 5.36 7.23 5.33 7.19 5.12 6.92

Sampo PLC 0.64 5.72 4.31 5.14 1.88 5.14 1.88

Aviva PLC 0.63 4.78 6.57 4.79 4.71 4.64 4.38

Prudential PLC 0.52 6.39 3.49 7.38 4.07 6.94 3.81

ZI Group 0.50 4.06 5.27 4.06 5.43 3.72 5.18

WW AG 0.49 0.61 2.16 0.57 2.01 0.53 4.44

Aegon NV 0.48 8.91 6.10 7.52 5.32 7.52 5.32

PhGH PLC 0.44 7.64 2.81 2.63 1.58 2.32 2.78

UIG AG 0.37 11.27 4.82 3.93 1.96 4.18 2.10

USA SpA 0.34 3.58 4.73 3.57 3.74 3.43 2.16

SCA SpA 0.33 7.12 2.59 7.12 2.64 7.42 2.10

Tryg A/S 0.28 1.99 4.44 2.19 2.78 2.06 2.62

HG PLC 0.15 3.79 1.79 4.20 2.01 4.38 2.16

Topdanmark A/S 0.12 1.6 4.32 1.44 2.62 1.44 2.52

Chesnara PLC 0.11 1.88 5.49 2.18 3.10 2.18 1.96

AG PLC 0.07 0.61 3.48 0.61 2.07 0.56 2.03

PeGH PLC 0.04 1.94 5.49 2.14 3.29 2.24 1.96

Table 24: Results of similarity metric according the same importance to each parameter for k = 3, 5 and 7
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Company R2 Actual return Model implied return

Allianz SE 0.74 5.92 4.06

AXA SA 0.69 9.21 4.61

AG SpA 0.66 5.30 4.57

Sampo PLC 0.64 5.35 2.52

Aviva PLC 0.63 4.57 4.95

Prudential PLC 0.52 7.11 4.31

ZI Group 0.50 3.76 5.06

WW AG 0.49 0.68 3.68

Aegon NV 0.48 7.32 4.61

PhGH PLC 0.44 2.50 3.68

UIG AG 0.37 4.03 3.48

USA SpA 0.34 3.69 2.52

SCA SpA 0.33 8.05 2.52

Tryg A/S 0.28 2.37 3.69

HG PLC 0.15 4.71 3.49

Topdanmark A/S 0.12 1.65 3.62

Chesnara PLC 0.11 2.25 3.69

Admiral Group PLC 0.07 0.69 3.68

PeGH PLC 0.04 2.31 1.96

Table 25: Results of the weighing method

Method RMSE

k = 3 5.05

k = 5 2.26

k = 7 2.31

Weighing method 2.42

Table 26: RMSEs of the third method according to the chosen k and the weighing method
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B Example of a systematic risk regression

Figure 8: Regression over 5 years of the monthly β for the company UnipolSai SpA
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C Linearity assumption with outliers

(a) Plot of the FTEs according to the return (b) Plot of the Total debt according to the return

(c) Plot of the Total Assets according to the return (d) Plot of the Total Liabilities according to the return

(e) Plot of the Book Value according to the return (f) Plot of the Market Capitalization according to the return

Figure 9: Plots of the different variables
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D Linear regression results using all the variables

Company R2 Actual return Model implied return

Allianz SE 0.74 6.80 -11.30

AXA SA 0.69 10.04 -11.22

AG SpA 0.66 6.47 -10.90

Sampo PLC 0.64 6.46 -10.50

Aviva PLC 0.63 3.32 -10.60

Prudential PLC 0.52 -0.05 -11.00

ZI Group 0.50 6.92 -11.10

WW AG 0.49 2.25 -9.68

Aegon NV 0.48 6.86 -10.40

PhGH PLC 0.44 4.06 -10.50

UIG AG 0.37 4.66 -9.68

USA SpA 0.34 8.71 -10.30

SCA SpA 0.33 5.54 -9.61

Tryg A/S 0.28 1.82 -10.10

HG PLC 0.15 2.71 -7.66

Topdanmark A/S 0.12 5.54 -10.20

Chesnara PLC 0.11 5.64 -9.58

Admiral Group PLC 0.07 2.61 -10.20

PeGH PLC 0.04 5.98 -7.77

Table 27: Results of the linear regression

The results are in %
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