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Abstract
This research explores the intricate relationships between video game genres, gender, and the
perceived helpfulness of game reviews using predictive modelling techniques. The aim was
to discern whether, and in what ways, perspectives on video games differ by gender. Several
models were trained to predict gender from review text and the perceived helpfulness of
reviews. Despite challenges in prediction due to the multifaceted nature of these variables,
the research provided insightful findings.

The models demonstrated that accurately predicting a reviewer's gender from review text was
complex. This complexity challenges traditional beliefs about gender-specific preferences in
video games, suggesting a broader and more diverse range of gaming preferences across
genders. Additionally, the models employed to predict the perceived helpfulness of reviews
highlighted the complex nature of this variable, possibly influenced by factors not included in
this study.

Interestingly, the findings provided some evidence for the influence of gender congruence
with game genres on the perceived helpfulness of a review, although this influence varied
depending on the specific perception of helpfulness and was more genre-specific when
considering helpfulness as a count of received votes. This reveals the importance of a
nuanced understanding of game genres and their role in predicting gender and perceived
review helpfulness.

The study recognizes the limitations of the dataset, particularly its gender imbalance, and
suggests potential strategies for future research, including the use of broader predictive
factors and a more refined perspective on game genres. The findings underscore the
complexities inherent in the relationships between gender, game genres, and review
helpfulness, thus paving the way for future research that moves beyond traditional gender
stereotypes. This nuanced understanding of gaming preferences has important implications
for the video game industry, particularly in the areas of marketing and product development.
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Chapter 1. Introduction
The video game market is a relatively new market, having shown rapid growth in the last 2
decades. The video gaming industry particularly saw rapid growth in 2000 with the release of
the playstation 2, which still boasts the highest estimated sales of any video game console to
this day (Sirani, 2023). Since then, the gaming industry has seen rapid development (The
Entertainment Software Organisation, 2022). In modern day, the video game industry appeals
to a wide consumer audience, this despite being a more male dominated industry in the past
(The Entertainment Software Organisation, 2016). Figure 1 displays the estimated global
revenues for the video game industry between 1971 and 2018 (Nakamura, 2019).

Figure 1. Global revenue estimates for the video game industry from 1971 to 2018. Reprinted from
"Peak Video Game? Top Analyst Sees Industry Slumping in 2019," by Y. Nakamura, 2019
(https://www.bloomberg.com/news/articles/2019-01-23/peak-video-game-top-analyst-sees-industry-sl
umping-in-2019#xj4y7vzkg)

Note. Revenues for 2019 and 2020 were future predictions.

Given the rise in popularity of video games, researchers have taken to investigating this
market. Research has investigated how game design can be used for marketing purposes
(Hamari, & Lehdonvirta, 2010). Understanding the consumer base for video games is crucial
for effective marketing. There has been some research on this topic, for instance for games
with large quantities of players such as massive multiplayer online (mmo) games
(Zackariasson, Wåhlin, & Wilson. 2010). This research will add to this topic by investigating
potential gender differences for the consumer audience of video games. Thus this research
does not specify itself towards a genre of video games, e.g. mmo games, but rather
emphasises a characteristic of the general video game consumer base.
From a video game developer’s perspective, information on its consumer audience can be
relevant for both game development decisions as well as marketing decisions. As such, it
would be interesting to investigate how gender relates to video games. In particular, it would
be interesting to see whether gender influences one’s view of video games. While some
research on this topic exists (Greenberg, Sherry, Lachlan, Lucas, & Holmstrom. 2010), such
research is few and far between. Furthermore, given the increasing appeal of video games to
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larger and more diverse audiences, research regarding the consumer base for video games can
quickly become somewhat outdated. As such, this research will add to the existing literature
by being both more recent and investigating a niche relation, being that of gender and video
games. Ultimately this research aims to answer the question;

“How do the views on video games differ by gender?”

Along with the following sub-questions:
1. How does gender relate to video game preferences?
2. What can be learned from review texts?
3. Do textual product reviews differ between genders?
4. How does gender influence negative reviews?

To accomplish this, this research will analyse review data on video game products from
online retailers. First, this research will aim to establish whether there are significant gender
differences by training a model to use information from the review and the reviewed product
to predict the gender of the reviewer. The idea being that if the model can accurately predict
the gender of the reviewer, then there ought to be variables displaying clear differences
between genders. From here any resulting differences will be explored. Additionally this
research will aim to investigate drivers behind review helpfulness, further exploring potential
gender differences with regards to their orientation towards video games. Last, this research
will aim to provide relevant advice for video game developers on gender differences in the
industry and on the potential for gender targeting.

Chapter 2. Literature

2.1 Video game shopping preferences by gender

Gender has been a relatively major factor influencing consumer behaviour. Gender has been

found to influence consumer shopping behaviour, attitudes towards ecommerce, and

preferences for in-store shopping (Rodgers & Harris, 2003; Seock & Bailey, 2008). Gender

also plays a role in consumers’ product preferences. Men and women display differences in

shopping preferences for various product categories. One such category is media, which also

has a comparable form of consumption to that of video games. In their study on cultural

differences, Bertrand and Kamenica (2018) showed men and women displaying different

preferences regarding their media consumption. Movies in the categories of action, thriller

and sci-fi were predominantly male associated whereas drama and comedy romance were

more predominantly female associated. Video games genres can be quite similar to those of

movies, where video games genres can also be categorised into for instance action, thriller,

romance, or sci-fi. As such it could be expected that the movie genre associations found by
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Bertrand and Kamenica would carry over to video games. Indeed there is some evidence that

this is the case. A study by Greenberg et al. (2008) looked at orientations towards video

games by gender for highschoolers and undergraduates. The results showed that men and

women display differing preferences for video game genres. Notably, men show a similar

preference for the action genre, specifically racing and sports oriented video games.

Women on the other hand showed a tendency towards puzzles and digital variations of classic

board games, being quite different from the romance or drama movie genres. Here the

authors argue that the female respondents showed an overarching preference for thoughtful

games, whereas competition was a dominant motivator amongst male respondents. Another

study into video game preferences by gender found that competition in games negatively

impacts females enjoyment of a game (Lucas & Sherry, 2004). It could be argued that these

preference findings are in line with gender stereotypes. In a study on public opinion regarding

gender stereotypes, Eagly et al. (2020) found that the theme of agency, representing one’s

own mastery and goal attainment through e.g. ambition and competition, was predominantly

associated with men. Communion, representing compassion and expressiveness, was found to

be strongly tied to the female gender stereotype with its association to the female gender

increasing in more recent years. The male association to agency appeared to be shifting

towards a more equal association to both men and women in more recent years. Perhaps the

orientations of male and female gamers towards competitive games too will become more

similar over time.

Challenge, competition and diversion have shown to be strong motivators for the

consumption of video games (Sherry et al., 2012). Challenge and diversion could apply to a

variety of video games, both racing games and puzzles could be considered challenging for

instance. Competition however is an interesting motivator. While there are some exceptions,

competition in video games is generally facilitated through multiplayer, where a multitude of

players simultaneously play against each other. As such, games that feature competition are

relatively more niche than games that feature challenge or games that act as a diversion. Thus

competitiveness is an interesting aspect of video games which has thus far shown differing

preferences between men and women. Given that reviews frequently cover the user’s

opinions of the purchased products, it is likely these preferences will show in the textual

product reviews of video game products.
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2.2 Information behind textual reviews

To examine gender based differences in online product reviews it is important to first look at

what kind of differences could be analysed through review texts. For this, word embeddings

can be utilised. The study of word embeddings looks at this by representing semantic

relations between words through relationships between vectors in higher dimensions. Using

word embeddings it is possible to find word associations to cultural aspects, such as status,

affluence, and gender (Kozlowski et al. 2019). Words and their association to specific cultural

aspects can also be compared. Thus texts as a whole can convey meaningful relations to such

cultural aspects. Furthermore cultural changes over time can also be examined through word

embeddings (Garg et al. 2018). Word embeddings thus show to be resilient to shifts over

time. As such, reviews can theoretically contain complex information on cultural aspects on a

societal level. That said, the general purpose of a review is to convey one’s opinion regarding

a product or service to potential future customers of said product or service. Reviews are

essentially a form of word-of-mouth, where one may endorse or discourage others from

purchasing a product or service. Reviews can be quite intricate in their language usage. For

instance when a review author endorses a product, readers of that review may find that

endorsement more or less persuasive depending on how explicit the endorsement was, as

explicit endorsement is perceived by the readers as an indication of expertise from the author

(Packard & Berger, 2017). Ultimately textual documents can hold a lot of meaningful

information both regarding larger cultural aspects as well as smaller personal aspects

regarding the author. Thus textual data such as reviews should prove to hold valuable

information.

2.3 Textual reviews by gender

Textual reviews for video game products could differ for many reasons. As mentioned, one

such difference could be differing video game genre preferences. Another possibility is that

gender influences how video games are viewed. However it is also possible that textual

reviews would differ by gender for reasons unrelated to video game products. Men and

women have shown to use differing language (Newman et al., 2008). Furthermore, it is likely

men and women have different means of describing their attitudes towards products. Women

are known to be more expressive than men (Kring & Gordon, 1998). It is thus likely that men

and women would show differences with regards to the way they write textual product

reviews. A study by Sikdar et al. (2022) looks at how gender signalling in online product

reviews relates to the performance of the reviews, as perceived by other users on the
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platform. In their research, they train various models to predict gender, which was inferred

from usernames, using the review text. They were able to obtain roughly 70% to 80%

prediction accuracy, implying that there were indeed underlying aspects of the review texts

which signalled the authors gender. To relate this back to reviews for video game products, it

would thus be likely that video game review texts will differ between genders as well. Sikdah

et al. also found that reviews for certain product categories can be perceived as more or less

helpful by other users on the platform, depending on the signalled gender of the author. For

example, electronics and computer products were generally perceived as more helpful when

the review author signalled they were male. This could in part be due to people being less

confident in their ideas on topics that fall outside their gender’s stereotypical domain

(Coffman, 2014). As such, it could be that women are more reluctant to share their ideas for

product categories which they perceive to be outside their gender’s stereotypical domain.

Though it could also be that readers perceive review authors to be more qualified when they

write a review for a gender-congruent product category. A study by Forman et al. (2008)

examined the role of the reviewer’s identity disclosure for product reviews in the electronic

markets. In this study, Forman et al. found that reviews which disclosed information about

the reviewer’s identity through identity-descriptive information received more positive

ratings. They suggest that consumers use identity-descriptive information to supplement, or

even replace, product information when making purchase decisions and when evaluating the

helpfulness of a product review. It could thus be argued that by disclosing the reviewer’s

gender through gender descriptive information, reviews for certain products may be

perceived as more or less helpful. This would explain the findings by Sikdah et al. regarding

the relatively higher perceived helpfulness of electronics and computer products by male

reviewers. This idea is further supported by a study by Ravula et al. (2013) into the role of

gender in the creation and persuasiveness of reviews. In their study, Ravula et al. found that

reviews written by women were more authentic but less analytical than reviews by men. They

also found that the persuasiveness of a review is influenced by whether the author is

perceived to be a male or a female, though this influence differs depending on the product

category. Based on these findings, it is possible that reviews for video game products are also

perceived as more or less helpful depending on the gender of the author. Sikdar et al. found

that reviews for computer products were perceived as more helpful for male reviewers. As

such, it could be argued that in the context of video game products as a whole, which are

relatively close in nature to computer products, reviews by males are perceived as more

helpful. However, given that games can be divided into genres of which some are associated

5



with genders, it would be reasonable to expect that a review’s perceived helpfulness as a

result of gender congruence will be genre specific. For example, male reviews could be

perceived as more helpful for action games, whereas female reviews could be perceived as

more helpful for puzzle games.

2.4 The influence of negative textual reviews by gender

Thus far, the main topic has been how product reviews can differ, for instance in the

underlying views they convey. However, it is also interesting to consider what kind of impact

reviews can have. Or more specifically, do online product reviews influence product sales

and if so, what constitutes this influence and could gender play a role? In a meta-analysis

covering 26 studies on the relation between sales elasticity and online product reviews, Floyd

et al (2014) find evidence that online product reviews do have a significant impact on sales

elasticity. Implying that online product reviews can influence sales. Here a leading

contributor to a review’s influence on sales elasticity is the review’s valence, i.e. how

positively or negatively a reviewer perceives a product. Here an interesting question is raised,

would positive or negative reviews be more influential? In the context of amazon book sales,

Chevalier and Mayzlin (2006) find that reviews once again influence sales. However, in their

research overwhelmingly negative reviews (1 star) were shown to be more influential on

sales than overwhelmingly positive reviews (5 star). Negative reviews being more influential

is quite interesting. As discussed in chapter 2.2, men and women tend to use different

vocabularies to express themselves. Newman et al. (2008) showed in their study on these

different vocabularies that men are more likely to use negations and words that convey

negative emotions, especially in speech. Though as previously mentioned, women have

shown to be more expressive than men (Kring & Gordon, 1998). Thus it becomes intriguing

whether gender has a moderating effect on the relation between review valence and perceived

helpfulness. In their study, Craciun et al. (2020) investigated the relation between discrete

emotions on review helpfulness with reviewer gender playing a moderating role. Their results

indicated that female reviewers are penalised when expressing counter-stereotypical emotions

such as anger. Furthermore, female reviewers appear to also be penalised for expressing

stereotypical emotions (i.e. anxiety) compared to remaining emotionally neutral. Men on the

other hand, are not penalised for expressing stereotypical emotions such as anger, and can in

fact benefit from expressing counter-stereotypical emotions such as anxiety. Potentially

giving men the upper hand in overwhelmingly negative reviews. A study by Craniun and

Moore (2019) on the credibility of negative word of mouth showed that for reviews where
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there were no reputation cues (e.g. a top reviewer badge), the presence of emotions lowered

the credibility of negative reviews by female authors. Interestingly, when reputation cues

were present, this relation was flipped and male authors’ credibility was lowered when

emotions were present. Suggesting male and female reviewers are held to different standards

depending on reputation. Given that most reviewers are regular consumers, it could be argued

that these findings support the idea that male reviewers have an upper hand when it comes to

the perceived helpfulness and credibility of negative reviews.

2.5 Conceptual framework

The literature brought forth some interesting findings. Based on the literature it can be

expected that reviews will differ by gender. This is due to gender showing different

preferences for video games, different vocabulary, and different forms of expression. As

such, it is expected that reviews can be used to accurately predict the reviewer’s gender,

resulting in the first hypothesis;

H1: Video game review texts can be used to accurately predict the reviewer’s gender.

As mentioned, gender is expected to play a role in video game preference. This particularly

pertains to the genres which video games can fall under. Here it is expected that genres

featuring action and competition will be predominantly associated with male gamers, whereas

genres such as puzzles and thinking games will be predominantly associated with female

gamers. As such, the following hypotheses can be made;

H2: Video games featuring action and competition will be more associated with men.

H3: Video games featuring thought and puzzles will be more associated with women.

The literature also showed that textual reviews can be perceived differently depending on the

reader’s awareness of the reviewer’s gender. Here it was found that reviews for electronic and

computer products, which are arguably product categories commonly associated with the

male stereotype, were perceived as more helpful when the reviewer was male. Extending this

to video games, it can be expected that reviewers’ reviews will be perceived as more helpful

for gender congruent game genres. This leads to the fourth hypothesis;
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H4: Video game reviews will be perceived as more helpful when the reviewer’s gender

matches the genre’s gender stereotype.

Last, the literature indicated that negative reviews were more influential and that gender

played a moderating role in the effectiveness of negative reviews. Here the literature pointed

towards men having a leg up with regards to negative reviews, with an exception for high

reputation reviewers. Given that this research aims to look at general consumer reviews, it

can be expected that negative reviews will be relatively more impactful if the reviewer is

male. This leads to the fifth hypothesis;

H5: Negative video game reviews are perceived as more useful when the reviewer is male

Ultimately this research’s first and foremost interest is to investigate whether video game

reviews differ by gender. As such, the predictive power of video game reviews on the

reviewer’s gender will be investigated. Following this, relations of interest are the relations

between gender and video game genres, the relation between gender and review helpfulness,

and the relation between gender and the helpfulness of negative reviews. These relations and

the hypotheses can be found in Figure 1, which displays the conceptual framework based on

the literary findings.

Figure 1. Conceptual Framework
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Chapter 3. Data

3.1 Data description
The data for this research is US Amazon review data, featuring reviews between 1996 and
2018. The data has been used in review labelling research (Ni et al. 2019). In particular, for
this research the review data on video games will be used. This data on video game products
comes in the form of a review dataset, with an additional dataset on amazon products which
can be linked back to the review dataset through unique product ID’s. This research focuses
on the review dataset, which contains 497577 observations before cleaning. Thus this
research does not use the separate dataset featuring the amazon product data.

3.2 Data processing
The processing of review text is a critical step in data analysis, as it prepares the raw text for
subsequent analysis by transforming it into a structured and more easily interpretable format.
This typically involves several tasks such as general cleaning of interpunction, removing stop
words and empty spaces, and applying stemming techniques.

First, it is essential to remove punctuation marks from the review text, such as commas,
periods, quotation marks, and other special characters. This is done to ensure that the text
analysis algorithms can focus on the words themselves without being influenced by
punctuation, which does not typically hold meaningful information in this context. In addition
to punctuation removal, it is necessary to remove any extra spaces, including leading and
trailing spaces, as well as multiple consecutive spaces. This standardises the spacing within
the text, making it more uniform and easier to work with.

Second, it is crucial to remove stopwords from the text. Stopwords are common words such
as "and", "is", "in", and "the" which generally do not carry significant meaning and can be
safely removed to reduce noise and dimensionality in the dataset.

Stemming is another essential text preprocessing technique that aims to reduce words to their
root or base form. By doing so, it enables the analysis algorithms to treat different inflections
or derivations of the same word as a single entity, thus improving the accuracy and
interpretability of the results. For example, stemming would reduce words like "running",
"runner", and "ran" to their root form "run". This process helps reduce the dimensionality of
the text data and allows the analysis algorithms to more effectively identify patterns and
relationships between words. It should be noted that unstemmed data will be used for
sentiment analysis, as stemmed data can lead to a loss of nuance in the context of sentiment
extraction.

Furthermore, to infer the gender of the reviewer, first names will be used. For this reason,
only reviews featuring a first name can be used. On top of this, any reviews which have
become empty after the cleaning of punctuation and the removal of stopwords are removed.
Post data cleaning, the dataset features 89731 reviews. Most reviews were lost due to
reviewernames not featuring a usable first name due to them either abbreviating their first
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name, e.g. “J. Smith”, or using a pseudonym, e.g. “ShovelGamer5050”. To check that the
exclusion of reviews with unusable names did not introduce bias, a 'sanity check' was
performed. This involved comparing a random subset of the excluded reviews with a random
subset of the full sample of reviews. T-tests were performed on various characteristics of the
reviews, such as ratings, length, emotions, and topics. The results (see Appendix Table B.1)
indicated significant differences for emotions, but almost no significant differences in topics
or ratings. This introduces a possible limitation to the research as its data may not be a
completely accurate reflection of the population. Given that the topics do not show any major
selection bias, the resulting data for analysis is still considered adequate for the purposes of
this research.

3.3 Exploratory data analysis
Table 1 displays some descriptive statistics on the cleaned video game review data. From
Table 1 it can be observed that the gender distribution for the review data is skewed towards
males. This should be taken into account when interpreting model prediction accuracy. Table
1 also shows the average rating, which shows females giving slightly higher ratings than
males on average. When looking at 1 star reviews, males appear to give ever so slightly more
1 star reviews, though the difference is almost negligible. With 5 star reviews the difference is
slightly more apparent, with females appearing to be more inclined to give 5 star reviews than
males. Table 1 also shows the average amount of helpful votes given by readers, here it
appears that males are given slightly more helpful votes than females on average. Last, Table
1 shows the average review length, measured by the quantity of words used in the review.
Here it appears that males use more words than females in their reviews for video game
products.

Table 1. Descriptive statistics of the data, by gender.

Overall Female Male

N reviews 89731 22189 (~25%) 67542 (~75%)

Average rating 4.26 4.37 4.22

1 star ratings (% of N
reviews)

0.06% 0.05% 0.06%

5 star ratings (% of N
reviews

0.63% 0.68% 0.61%

Average helpful votes 1.59 1.56 1.61

Average review length
(n words)*

96.75 80.81 101.99

Note. Values are rounded to two decimals. *word counts were derived from unstemmed reviews, before
removing stopwords.
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Figure 2 displays the most frequent words used for the stemmed video game reviews.
Unsurprisingly the words “game” and “plai”, are the most frequently used words. Looking
beyond these two, the words “time”, “fun”, and “love” appear. Given the relatively high
average rating of approximately 4.26 seen in Table 1, it is not too surprising to see positive
words such as “fun” and “love” appear frequently. Perhaps “time” is frequent due to people
explaining how much time they spent on the video game or mentioning they enjoyed their
time playing video games. Some other frequent words are “graphic”, “stori”, and “charact”.
These words could indicate that reviews frequently mention or discuss the game’s graphics,
story, and characters. These are arguably important aspects of a video game, so these words
being frequently used is to be expected.

Figure 2. Word Frequency Histogram

Figure 3 shows a word cloud for frequent word comparison between males and females.
From Figure 3 it can be observed that words such as “combat”, “multiplay”, and “fight” are
used relatively more frequently by males. These words are more indicative of competitive
action games. Females on the other hand appear to use words such as “puzzl”, “sim”, and
“family” more. These words are more indicative of puzzle and simulation games. Females
also appear to use words such as “gift”, “kid”, and “son”. This could indicate that a portion of
the reviews are mothers who bought games for their children.
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Figure 3. Comparison Word Cloud between genders.

Chapter 4. Methods

4.1 Analysis objective
This research aims to use the textual data from amazon reviews to investigate whether there
is a relation between gender and video games and if so, what constitutes this relation. As
such, a quantitative research approach will be taken. To investigate the relation between
gender and video games, the gender of the reviewers will have to be inferred as it is not
present in the data. Then a machine learning model can be trained on the textual review data
to predict the inferred gender. The idea behind this approach is that if the model can
accurately predict the inferred gender, then it is likely there is a relation between gender and
video game reviews. If this is the case, the model can then also be used to indicate possible
drivers.

4.2 Predicting gender
Given that the original data does not feature the reviewer’s gender, this will have to be
inferred. This will be done via the reviewers’ names, using the gender R package (Mullen,
2015). This R package uses historical datasets from various government sources to predict
gender based on first names.

4.3 Text transformations
The review texts have to first be processed before they can be properly used to train the
machine learning model. Here text can be transformed to word frequencies, word couples
frequencies, sentiment emotions, and topics. The frequencies of singular words (unigrams)
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and word couples (bigrams) is relatively straightforward to obtain by counting their
occurrences within a body of text. Sentiments can be acquired using the sentimentr package
(Rinker, 2021). This package uses dictionaries to calculate text polarity sentiment. With this it
is possible to identify the presence of certain emotions within a body of text, i.e. the word
“hate” would increase the likelihood of the emotion of anger being present. Finally, Latent
Dirichlet Allocation (LDA) can be used to identify topics (Bei et al., 2003). LDA assumes
each document of text within a larger corpus of text is a mixture of topics with words
attributed to those topics. Given this, LDA represents topics as probability distributions over
the vocabulary of the corpus, meaning each topic assigns a particular probability to every
word. Words with the highest probabilities for a given topic are considered the most
representative words for that topic. LDA requires the parameter for the number of topics to be
set. One approach to finding a good value for this parameter is to run LDA for varying
parameter values and compare the interpretability of the resulting topics. Here the parameter
which results in the more interpretable topics is preferred. It is possible to use an alternative
method such as using a coherence metric (Mimno et al., 2011). Optimising a metric can be
done by a machine programme, making it easier in the context of a text corpus featuring a
large amount of topics. Additionally it is possible to use word embeddings to extract meaning
from words. Word embeddings represent words as dense vectors in a continuous space,
capturing semantic relations. Popular models are continuous bag-of-words (CBOW) and
skip-gram models in word2vec (Mikolov, Chen, Corrado, & Dean, 2013), and the GloVe
(Global Vectors for Word Representation) method (Pennington, Socher, & Manning, 2014). It
is possible to train new word embeddings or use pre-trained word embeddings.

4.4 Regression
This research will employ both Poisson and Logistic regressions. Poisson regression is a
generalised linear model form of regression analysis used to model count data and
contingency tables. It assumes the response variable or outcome follows a Poisson
distribution and can be used for modelling the count of events that occur within a fixed
volume of time, area, or space. It assumes the log of the outcome variable can be modelled as
a linear combination of the predictor variables. The Poisson regression equation is usually
expressed as log(y) = β0 + β1X1 + β2X2 + ... + βpXp, where y is the outcome variable, β0 is
the y-intercept, and β1 through βp are the coefficients of the predictor variables X1 through
Xp.

Logistic regression, on the other hand, is used when the dependent variable is binary in nature
(i.e., two possible outcomes). For example, predicting whether an email is spam or not, or if a
tumour is malignant or benign. Logistic regression measures the relationship between the
categorical dependent variable and one or more independent variables by estimating
probabilities using a logistic function. The logistic function, also called the sigmoid function,
can take any real-valued number and map it into a value between 0 and 1, which can be used
to represent a probability. The logistic regression equation can be written as logit(p) =
log(p/(1-p)) = β0 + β1X1 + β2X2 + ... + βpXp, where p is the probability of the presence of
the characteristic of interest. The coefficients (β values) adjust the input according to their
relevance to predict the correct class, mapping the results within the range of 0 and 1.
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4.5 Machine learning
Extreme Gradient Boosting (XGBoost) will be used as the machine learning model to analyse
the review data. XGBoost, introduced by Chen and Guestrin (2016), is a decision-tree-based
ensemble machine learning algorithm that uses a gradient boosting framework. The
underlying idea of gradient boosting algorithms is to combine the predictions of several
simple models to generate an overall prediction that is more accurate than any of the
individual predictions.

XGBoost differs from gradient boosting as it features enhancements and optimizations that
make the algorithm faster and more effective. These enhancements include regularisation to
prevent overfitting, parallel processing for faster computation, handling of missing values,
and the ability to use custom optimization objectives and evaluation criteria.

XGBoost is particularly suitable for large datasets due to its ability to handle sparse data and
missing values, as well as its scalability and efficiency. It also provides importance scores for
the features, making it useful for feature selection and for understanding which features are
most influential in the predictions. As such XGBoost can be applied to predict gender and
understand any underlying drivers. Furthermore XGBoost can be applied to predict review
helpfulness as well, as decision trees innately incorporate interactions. Thus it is also suitable
for analysing how interactions between gender and video game topics and genres relate to
review helpfulness. XGBoost can be utilised in R using the XGBoost package (Chen &
Guestrin, 2015).

4.6 Limitations
LDA has a few relevant limitations. LDA does not guarantee semantically meaningful or
interpretable topics, thus being dependent on the coherence of the words in each topic. As
mentioned, LDA also requires a parameter determining the quantity of topics. One approach
to this, being relatively straight forward, is to run LDA with varying parameter values to see
which topic quantities produce interpretable. This research aims to use LDA topics as input
variables for a model. Thus, if a parameter value can be found which produces interpretable
topics, then both these limitations are adequately addressed for purposes of this research.
Another limitation of LDA is that it assumes a 'bag of words' model, meaning it treats each
document as an unordered collection of words. This assumption overlooks the context which
can lead to loss of important information. This simplification is part of what makes LDA
computationally feasible and conceptually straightforward. To circumvent this assumption,
more advanced models like word embeddings and transformer models, designed to capture
the context and semantic relationships between words, could be used.
Naturally XGBoost also has some limitations despite its popularity. XGBoost, like other
tree-based models, can be biassed in its calculation of feature importance, giving higher
importance to variables with more categories or a larger range of values. Though this
shouldn’t be too much of an issue in the context of textual analysis as unigrams, bigrams, and
topics are treated as separate input variables. XGBoost does use several hyperparameters
which need to be tuned. Ideally a huge variety of hyperparameter combinations would be
tested to see which perform best, however due to the computational demand this is not always
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feasible. As such a smaller set of hyperparameter combinations, appropriate to the available
computing power, would be tested.

4.7 Methods summary
This research aims to analyse Amazon video game reviews to investigate a potential
relationship between gender and video game preferences. The gender of reviewers is not
directly available in the data but will be inferred using their names with the help of an R
package. The review text will be processed to obtain word frequencies, sentiment emotions,
and topics. An algorithm called Latent Dirichlet Allocation (LDA) will be employed to
identify topics within the reviews.

The machine learning model Extreme Gradient Boosting (XGBoost) will be utilised to
analyse the processed review data. XGBoost is advantageous due to its speed, efficiency, and
ability to handle large, sparse data and missing values. It will be used to predict gender and
identify underlying factors driving these predictions. It will also be used to predict review
helpfulness, providing insights into how the interaction between gender and video game
genres affects review helpfulness. In the case of low prediction accuracy, pre-trained word
embeddings could be used in an attempt to improve the model’s performance.

The research acknowledges limitations in both LDA and XGBoost. LDA may not always
produce meaningful or interpretable topics and overlooks context due to its 'bag of words'
assumption. However, for the purpose of this research, these limitations can be mitigated if an
appropriate number of interpretable topics can be identified. More advanced models
capturing context could also be used. XGBoost might be biassed in feature importance
calculations and requires careful hyperparameter tuning. In the context of textual analysis, the
bias might be less impactful, and a suitable set of hyperparameters will be tested within the
computational constraints.

Chapter 5. Results

5.1 Results overview
In this section the results of this research will be discussed. First the predictors for the model
training will be briefly discussed. Then the models trained to predict gender using reviews
will be compared. After this the model trained to predict review helpfulness will be analysed
and discussed. Last, the results of this analysis will be summarised.

5.2 Predictors
The models are trained using a variety of predictors extracted from the textual review data.
The simplest predictors are the number of words in a review as well as unigrams and
bigrams, where the 100 most frequent unigrams and the 200 most frequent bigrams were
chosen as predictors. Additionally sentiment analysis was used to extract emotion indicators
on a review level, resulting in 8 emotions (anger, anticipation, disgust, fear, joy, sadness,
surprise, trust). Additionally sentiment analysis was used to create two variables for the
overall positivity and negativity of a review. For LDA, as discussed in the methodology, a
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topic quantity resulting in interpretable topics was chosen by inspecting topics produced by
varying topic quantities. Here a topic quantity of 24 was opted for as it resulted in several
informative and interpretable topics. Some of these topics include game genres (e.g. horror,
strategy, race, story), game features (e.g. multiplayer), game aspects (e.g. sounds, graphics,
controls), and even some popular game franchises (e.g. mario, sims, pokemon). The full
display of topics with their associated words can be found in the Appendix under Figure
A.1.1 These topics were used to obtain topic probabilities on a review level, thus resulting in
24 predictor variables. The topics will be referred to by their interpreted theme, see Appendix
Table B.2 for the list of topics and their attributed names. The topics do display differing
gender proportions, hinting at possible gender associations to certain topics. This is best
displayed by taking the proportions of the genders per topic and then taking the difference
between these proportions and the overall gender proportions. Here horror, mission-based
action, and character design show an increase in the proportion of females, see Appendix
Figure A.1.2. The last predictors were created by aggregating the word vectors obtained
through GloVe on a review level. A simple and relatively common method for this is to
compute the mean of the word vectors, which is what was done for this research. For GloVe a
vector size of 50 was opted for, thus resulting in 50 additional predictor variables. The total
quantity of predictors thus being 385.

5.3 Predicting gender
To predict gender, several models were trained and compared to determine the most accurate
in predicting the reviewer’s gender. Ultimately eight models were trained1. The first is a
simple logistic regression benchmark model trained on the unigrams, bigrams, sentiment
emotions, and LDA topics. The second model is the first XGBoost model trained on the same
variables as the logistic regression model. The third model is an XGBoost model and is
trained on the GloVe vectors in addition to the variables from the prior models. The fourth
model is a small adjustment to the third model, utilising the ‘scale_pos_weight’ parameter
from the xgboost package. This parameter controls the balance of positive and negative
weights, which can be useful for unbalanced classes such is the case for gender in the review
data. The fifth model is an XGBoost model trained on balanced training data, maintaining a
1:1 ratio of males to females, with the same features as the third model. The remaining three
models were trained to investigate change in predictive capabilities when using considerably
less variables. The sixth model uses the reviews length, sentiment, and topics. The seventh
model uses review length, sentiment, and embeddings. The eighth and final model uses
review length, sentiment, topics, and embeddings. Thus the last three models drop the
unigrams and bigrams used for the previous models.

These eight models were used to predict on the regular test data and the balanced test data,
where male samples were reduced until an equal amount of male and female samples
remained. The test data was used as the predictive performance on unseen data is more
representative of real-world performance, being the ultimate goal of these models. Table 2
shows the performance metrics of the models’ predictions on the unbalanced and balanced

1 See Appendix Table B.3 for tested hyperparameters
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test data sets. It should be noted that gender was transformed into a dummy with 1
representing male and 0 female. From Table 2 it can be observed that the accuracy for the
models is not particularly high. This makes sense when looking at the specificity. In the
context of these models true negatives represent correctly predicted female reviewers. As
such it can be observed that the models specifically struggle to correctly predict the female
gender, given the low specificity. This is also reflected in the low AUC-ROC (Area Under the
Receiver Operating Characteristic curve) values. This is notably the case for both the
predictions on the unbalanced as well as the balanced test data sets. The fifth model, being
trained on a balanced training data, appears to be the model most capable of predicting both
genders. Given the imbalance in the dataset it is not too surprising to see the models struggle
to predict the minority class, being female reviewers in this case. That said, the fifth model’s
accuracy and balanced accuracy are still on the lower end despite being trained on a balanced
training set. The second model appears to have the highest accuracy and F1 score when
predicting on the unbalanced test data. The second model almost perfectly predicts the male
cases, though it is horrible at predicting the female cases. It also appears that removing the
unigrams and bigrams from the models has little impact on the predictive performance. The
only notable difference is that model 6 is struggling considerably more to predict female
cases than model 2. Though this is not so much the case anymore for models 7 and 8. This
could possibly be an indication of the use of unigrams and bigrams leading to overfitting. A
potential takeaway from this would be that these results would argue for the importance of
quality in predictive variables rather than quantity, given that using fewer variables does not
appear to cripple the model. That said, overall none of these models appear to be adequately
capable of predicting gender. As such, based on these results, the first hypothesis stating that
gender can be accurately predicted using review texts cannot be accepted.

Table 2. Gender prediction models performance metrics

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Logistic
Regressio
n

XGBoost
, no
embeddin
gs

XGBoost
,
embeddin
gs

XGBoost
,
embeddin
gs,
rebalance
d weights

XGBoost
,
embeddin
gs,
balanced
training
set

XGBoost,
sentiment
+ topics

XGBoost
,
sentiment
+
embeddi
ngs

XGBoost
,
sentiment
, topics &
embeddin
gs

Unbalanced test data

Accuracy 0.75 0.80 0.79 0.74 0.68 0.76 0.79 0.79

Sensitivit
y

0.94 0.99 0.96 0.83 0.71 0.98 0.97 0.96

Specificit
y

0.18 0.22 0.24 0.47 0.60 0.11 0.24 0.26

Balanced
Accuracy

0.56 0.61 0.60 0.65 0.66 0.54 0.61 0.61
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F1 Score 0.76 0.89 0.84 0.73 0.67 0.81 0.84 0.84

AUC-RO
C

0.44 0.39 0.40 0.35 0.66 0.46 0.39 0.39

Balanced test data

Accuracy 0.56 0.61 0.61 0.65 0.65 0.54 0.61 0.61

Sensitivit
y

0.95 0.99 0.97 0.82 0.70 0.97 0.97 0.96

Specificit
y

0.18 0.22 0.24 0.47 0.60 0.11 0.24 0.26

Balanced
Accuracy

0.56 0.61 0.61 0.65 0.65 0.54 0.61 0.61

F1 Score 0.78 0.85 0.82 0.74 0.68 0.75 0.83 0.82

AUC-RO
C

0.44 0.39 0.39 0.35 0.65 0.46 0.39 0.39

Note. Values are rounded to two decimals.

So far the overall predictive performance of the models was considered, however this
research is particularly interested in the relation between gender and game genres,
represented by topics in this analysis. As such, it would be interesting to see how well a
model predicts gender per topic. For this particular case, model 8 was opted for. Despite
model 2 having slightly better accuracy, model 8 is relatively simpler and has better
prediction for female cases. Figure 4 displays the test sample proportions of males and
females per topic for the original gender labels and the predicted genders by model 8. From
Figure 4 it can be observed that the model underpredicts female cases for male dominated
topics. Based on the results from Table 2 it is not surprising to see the model underpredict
female cases, it is however interesting to see that it predicts female dominated topics
relatively well. Notably the proportion of females for the horror genre increased in the
model’s predictions. Based on Figure 4, it could be argued that the model predominantly
struggles to predict females in the context of male dominated topics.
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Figure 4. Original and Predicted Gender Proportions per Topic

Despite the low accuracy, arguably, it can still be interesting to see how these models use
variables to make their predictions. Specifically, how the models use certain topics in their
predictions of gender can reveal associations the models make between a topic and gender.
Based on the literature it was hypothesised that genders would be associated with their
stereotypical genres, e.g. males would be associated with competitive action games and
females with thought oriented puzzle games. Using partial dependence plots on the relevant
topics it is possible to see whether the models do make these associations. Model 2 has the
highest accuracy on the unbalanced test data and model 5 has the highest balanced accuracy
on the unbalanced test data. Hence the variable associations of these two models are
interesting to investigate. For both model 2 and model 5 the most important topics for the
model are the topics for the horror genre and the mission-based action genre, see Appendix
Figures A.2 and A.5. Based on the literature, it would be expected that mission-based action
as a game genre would be more associated with the male gender. However this does not
appear to be the case, both models appear to show an association between this topic and the
female gender, see Appendix Figures A.6 and A.7.

Similarly the horror genre is also associated with the female gender, see Appendix Figures
A.8 and A.9. When it comes to the topic of online multiplayer, the models differ a bit. Model
2 associates online multiplayer with the male gender and model 5 associates a medium
probability of the topic presence with the male gender but a high probability of the topic
presence with the female gender, see Appendix Figures A.10 and A.11. Interestingly, the
models do associate the topics of technical game features, e.g. graphics, and sound features
with the male gender, see Appendix Figures A.12 to A.15. This could imply that the models
associate more technical topics, which graphics and sound quality arguably are, with the male
gender. Another topic associated with the male gender by the models is racing, see Appendix
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Figures A.16 and A.17. This topic association is moreso in line with prior expectations based
gender stereotypes. Thus far no topics for thought oriented puzzle games have been
discussed. This is because the topics from LDA resulted in two thought oriented topics being
better described as falling under the strategy genre rather than a puzzle genre. These topics
are simulation strategy and war strategy. These topics are interesting as they are both
technically strategy games. They mostly differ in that simulation strategy games are more
peaceful, where the player often builds and manages cities or civilizations. War strategy
games on the other hand generally revolve around conquest and battle simulations, leaning
more into the action strategy side. Here the topics do follow gender stereotypes a bit with
simulation strategy being associated with females and war strategy being associated with
males, see Appendix Figures A.18 to A.21. This could imply that the associations between
gender and video game genres is more nuanced than the broader genres such as action or
strategy.

Ultimately the results indicate that a genre such as action cannot be solely associated with a
single gender. This was indicated by the mission-based action topic being associated with the
female gender by the models. Meanwhile racing games, which are arguably a subcategory of
action games, were associated with the male gender. Implying that perhaps subgenres are
more informative when looking at gender preferences. This point was further supported by
the differentiation between topics for simulation strategy war strategy. Here subgenres show
differing gender associations from each other. The second hypothesis of this research
suggested an association of action and competition genres with males. Conversely, the third
hypothesis proposed an association of puzzle and thought genres with females. Based on the
results it appears that these associations are more nuanced. While the topics for racing and
multiplayer were associated with males, the topic for mission based action games was more
associated with females. Hence it would appear that the second hypothesis is only partially
supported. Similarly the third hypothesis is also only partially supported as the topic of
simulation strategy is associated with females but the topic of war strategy with males. Given
the results of this research the second and third hypothesis cannot be accepted. It should be
noted that the observed results do indicate that it is possible to make associations between
gender and certain genres, though more specific subgenres are likely to yield better results
here.

5.4 Review helpfulness
To investigate the relationship between game genres, gender, and review helpfulness several
models were trained to predict the helpfulness of a review based on variables extracted from
the review text, similar to before. Given the particular interest towards investigating relations
between variables, more interpretable regression models were selected for this part of the
analysis. The variable chosen to reflect a review’s helpfulness is the quantity of (helpful)
votes a review received. The distribution of votes for the data sample, being the same data
sample from the gender prediction analysis, is quite heavily skewed to the left (see Appendix
Figure A.22.). This is the case as roughly 80% of the reviews have received 0 helpful votes.
On top of that, there are a few outliers which received incredibly large amounts of helpful
votes, being in the thousands. There are only about 200 reviews which received more than
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100 helpful votes. Given this, it is not exactly surprising to see the distribution of the votes
being so skewed. It is possible to trim the data by excluding reviews which received 0 votes
and reviews which received more than 100 votes. The resulting sample would be significantly
smaller at 15266 observations (being 85128 observations before). The distribution of the
votes is not quite as extreme as previously, but even after trimming the distribution of votes is
skewed to the left (see Appendix Figure A.23.). Alternatively, it is possible to transform the
variable of interest from a votes count to a helpful dummy variable. The dummy would take
value 1 for cases with more than 0 votes, otherwise being 0. This would allow for all the data
to be used but would treat all helpful reviews as the same, thus not incorporating how some
reviews were perceived as massively more helpful than others. Ultimately several models
were trained to cover these approaches.

To investigate the relation between gender and game genres on the perceived helpfulness the
regression types Poisson and Logistic were used, incorporating the desired interaction(s)
through its independent variables. Given that the quantity of helpful votes received can be
considered a count, Poisson was used as the regression for this dependent variable. Naturally
Logistic regression was used for the helpful dummy variable. For the independent variables
used in the regressions, two approaches were utilised to try and capture gender congruence
regarding the video game topics discussed in the review. The simplest approach is to take the
dependent variable and regress it on a number of topics, gender, and the interactions between
topics and gender. This would investigate the potential influence of gender congruence on a
case to case basis. The second approach attempts to aggregate the presence of gender
dominant topics in a review, thus ultimately creating measures for the scores of female
dominant content and male dominant content within a review. This approach essentially
allows one to investigate gender congruence on a review level rather than a topic level. The
female and male dominance scores are derived from topic-specific gender proportions, which
compare the gender balance within each topic's reviews against the overall gender balance in
the entire dataset. For each topic, a positive difference suggests an over-representation of the
gender in that topic relative to the overall gender proportion, while a negative difference
indicates under-representation (see Appendix Figure A.1.2.). The male dominance score for a
review is then calculated by taking the differences between the overall male proportion and
the topic specific male proportions for topics where the male gender was over-represented,
and multiplying this by the degree to which the topic was present in the review, being the
aggregated topic probabilities obtained from lda. The female dominance score was obtained
by mirroring the method to apply to the female counterparts. Figure 5 displays the differences
between overall female proportions and topic specific female proportions. The topics with the
largest positive differences, thus being the most female dominant topics, are displayed at the
top with the largest negative differences, thus being least female dominant and most male
dominant topics, are displayed at the bottom. The topics for horror games and mission action
games being female dominated is not too surprising, the predictions from Figure 4 also
showed that the model predicted higher female cases for these topics.
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Figure 5. Female dominant topics ranked by gender proportions

Using the female and male dominance scores it becomes possible to incorporate them into a
regression model, here the interaction between these scores and gender is particularly of
interest. The fourth hypothesis stated that reviews would be perceived as more helpful when
the reviewer’s gender matches the stereotypically associated gender. Looking at interactions
between gender and topic this can be analysed on a case by case level, thus being able to look
at each genre separately. Using the interactions between gender and the female and male
dominance scores, it is possible to look at gender congruence on a review level. For the
models utilising the female and male dominance scores, gender was transformed to have
males represented by a “1” and females by a “-1”. This was done to allow female cases to
have a more explicit influence within the model. Hence the models feature “Male” being a
dummy variable for the male gender, and “Gender (recode)” being the transformed gender
variable.

Table 3 shows the results for the trained regression models, totalling five models. Models 1
and 2 are Poisson models trained on the full dataset using the votes count as the dependent
variable. Model 1 uses the case by case interactions between gender and topics, whereas
model 2 uses the interactions between gender and the female and male dominance scores.
Model 3 was trained on the trimmed dataset, thus having removed samples where votes were
either 0 or larger than 100. Model 3 uses the female and male dominance score interactions.
Last are models 4 and 5 which are logistic regression models trained on the full data sample
with the helpful dummy, being 1 if votes were non zero (votes > 0) and 0 if not, as the
dependent variable. All models feature review rating, review length, and sentiment values as
control variables. Table 3 shows the condensed results, the full regression results can be seen
in the Appendix Tables A.1 to A.5. For the interpretations of regression results a significance
level of 0.05 (α < 0.05) will be utilised, represented by a “*” behind the coefficient in Table 3.
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From Table 3 it can be observed that most variables used in the models are significant. The
first helpfulness model displays the interactions between the gender male and several topics
to be of influence in its estimation of the votes count. Genre topics such as war strategy,
racing, multiplayer, and mission action appear to be positively related to the male gender.
This would imply that a review is estimated to receive more helpful votes if the reviewer is
male for video game reviews covering these topics. The two most female dominated topics
from Figure 5 were horror games and mission action games, so it is quite interesting to see
mission action being positively related to the male gender. The topic of horror games on the
other hand displays a strong negative relation to the male gender. This implies that reviews
for horror games are estimated to receive considerably more helpful votes if the reviewer is
female. Two other surprises were the interactions between simulation and the male gender,
and between the sound topic and the male gender. Based on the associations between gender
and topics made by the gender prediction models, it would be expected that the male gender
shows a negative relation to the simulation genre and a positive relation to the sound quality
topic, yet the opposite is the case for the first helpfulness model. For the simulation genre it
could be that despite women playing the genre, people still stereotypically associate it with
the male gender. This could be one explanation for the males receiving more helpful votes on
this genre while the gender prediction models did pick up the genre’s association to the
female gender. Figure 5 shows the simulation genre topic to be around the middle ground
between female and male dominant topics, giving some credit to the idea, though naturally
these results could be due to another reason. For the sound quality topic this line of thinking
does not seem as credible as Figure 5 showed the topic to be quite male dominated.

Looking at the second model, which uses the male and female dominance scores, it can be
observed that the interactions between gender and the dominance scores deviates from prior
expectations. The interaction between gender and the female dominance score does not
appear to be significant for this model. This would imply that a review covering female
dominated topics is not estimated to receive more or less helpful votes depending on the
reviewer’s gender. The interaction between gender and the male dominance score does appear
significant though the coefficient is negative. This would imply that a review covering male
dominated topics is estimated to receive more helpful votes if the reviewer is female instead
of male. This contradicts prior expectations.

The third model features the same variables as model 2, but was trained on the trimmed
dataset. The third model shows the opposite interaction effect for the interaction between
gender and male content dominance with it being positive this time. Notably the interaction
between gender and female content dominance is significant this time around, also showing a
positive interaction effect. Hence it is implied that when looking at reviews for which the
received votes count lies on the interval (0,100], both reviews covering female dominant
topics as well as male dominated topics are estimated to receive more helpful votes if the
reviewer is male. This is a somewhat surprising change from the second helpfulness model,
though it can likely be explained by roughly 80% of the observations being dropped in the
trimming. Helpfulness models 4 and 5 utilise the transformed helpful variable, being a
dummy variable for reviews with more than 0 votes received. This somewhat combats the
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skewed votes distribution, though the data is still imbalanced as only roughly 20% of the
reviews had more than 0 votes received. This is reflected in the somewhat adequate accuracy,
but poor balanced accuracy for both models.

Looking at the fourth model it is quite notable how many of the previously significant
interactions between the male gender and the genre topics are no longer significant for model
4. Only the genre topics for horror and war strategy are significant this time around, with both
displaying negative coefficients. This would imply that for both these topics the review is
estimated to receive more helpful votes if the reviewer is female. For the horror genre this is
expected, but seeing war strategy be negatively related to the male gender here is a bit
surprising. Due to the different dependent variables, naturally there is a difference in what the
models capture. The fourth model merely captures whether a review received any amount of
helpful votes, whereas the first model also distinguished between the amounts of helpful
votes received. As such it could be that an interaction between a game genre and gender has
little to no influence on whether a review receives that first helpful vote, but does influence
how many votes are received once that threshold of at least one vote has been broken. This
would explain why some genre gender interactions are significant in the first model, but not
the fourth. The same line of thought could be used to try and explain the sign change for the
coefficient of the gender interaction with the war strategy genre, though admittedly this may
not be the best explanation for this rather surprising observation.

Finally, the fifth helpfulness model shows the interactions between gender and both the male
as well as the female content dominance scores to be significant. Here the interaction
between gender and male content dominance sees a positive coefficient and the interaction
between gender and female content dominance sees a negative coefficient. This would imply
that the fifth model estimates a review to be more likely to receive any amount of helpful
votes larger than 0 if the reviewer’s gender matches the dominant content gender. Implying
that gender congruence would be influential in the review being perceived as helpful, but not
really in the review receiving a large amount of helpful votes. Specific interactions between
gender and certain game genres appear more influential in a review receiving a large amount
of votes than overall gender congruence.

Based on these results there is some adequate support in favour of the fourth hypothesis.
Despite some results contradicting expectations and implying the need for a more nuanced
look, notable evidence has been shown to support the hypothesis that reviews are perceived
as more helpful when the reviewer’s gender matches the stereotypically associated gender for
a game’s genre. Particularly the interaction between horror games and gender would insinuate
that females are perceived as quite drastically more helpful when reviewing horror games,
given the relatively strong relation displayed. Unfortunately the models do show some
struggle in their predictions. The poisson models appear to struggle in predicting cases with
higher vote quantities (see Appendix figures A.24 to A.26). The logistic models show an
adequate prediction accuracy around 80%, though the balanced accuracy drops to around
60%. Thus it could ultimately be argued that the resulting relations brought forth by the
models are somewhat unreliable as a result of these prediction inadequacies. That said, given
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the relative consistency of the relations across the models, it could be argued that there is
enough evidence to support that these relations play a role in the prediction of votes while
admitting that the impact and perhaps the significance of these relations may shift slightly
when investigated through alternative models.Thus, it was ultimately decided that there was
enough evidence to support accepting the fourth hypothesis. Gender congruence did appear to
be influential to some degree in the perceived helpfulness of a review, though it would appear
that the mediating role of gender differs depending on the context. In the context of receiving
any amount of helpful votes, gender congruence appears to have a broader impact,
influencing gender dominant content as a whole. In the context of one review receiving more
votes than another, gender congruence appears more influential on a game topic specific
level. This distinction should be noted.

Last there is the fifth hypothesis on the interaction effect of the male gender and negativity on
the perceived helpfulness of a review. Both the first and the fourth model show the interaction
effect for the male gender and the review rating to be significant and negative, implying that
a review with a higher rating is perceived as less helpful if the reviewer is male. For the
interaction effect between the male gender and negative sentiment, the coefficient appears
significant and negative. This implies that a review with a negative sentiment is perceived as
less helpful if the reviewer is male. Given that both models indicate the same interaction
results, the fifth hypothesis cannot be supported on the grounds of these results.

Table 3. Linear regression models predicting review helpfulness votes (shortened results)

Helpfulness
model 1

Helpfulness
model 2

Helpfulness
model 3

Helpfulness
model 4

Helpfulness
model 5

Poisson
regression, case
by case gender
congruence, full
data

Poisson
regression,
overall gender
congruence, full
data

Poisson
regression,
overall gender
congruence,
trimmed data

Logistic
regression, case
by case gender
congruence, full
data

Logistic
regression,
overall gender
congruence, full
data

RMSE: 13.4 RMSE: 13.7 RMSE: 10.2 Accuracy: 0.84
Balanced

accuracy: 0.61

Accuracy: 0.84
Balanced

accuracy: 0.60

β coefficients β coefficients β coefficients β coefficients β coefficients

Rating -0.18*** -0.17*** -0.06*** -0.25*** -0.27***

Male -0.05 0.70***

Male * rating -0.01* -0.04*

Gender (recode) -0.06*** -0.09*** -0.10*

Gender (recode)
* Male content
dominance
score

-0.07** 0.10** 0.21*

Gender (recode)
* Female
content

0.03 0.14*** -0.38**
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dominance
score

Negative -0.01*** -0.01*** -0.01*** 0.08*** 0.00

Male * negative -0.01*** -0.10***

Anger -0.02*** -0.02*** -0.01** -0.00 -0.00

Sadness 0.04*** 0.04*** -0.01*** 0.01 0.01

Positive 0.07*** 0.07*** 0.03*** 0.03*** 0.03***

Joy -0.05*** -0.05*** -0.01*** 0.01 0.00

Anticipation 0.05*** 0.05*** 0.02*** 0.08*** 0.08***

Horror topic *
Male

-19.75*** -21.90***

Mission action
topic * Male

0.55*** 0.17

Simulation
topic * Male

0.45*** 0.15

War strategy
topic * Male

1.16*** -0.66**

Racing topic *
Male

0.31*** -0.09

Multiplayer
topic * Male

0.47*** 0.38.

Graphics topic
* Male

0.38*** 0.80*

Sound topic *
Male

-0.49*** 0.03

Note. Gender (recode) takes value 1 for males and -1 for females. Values are rounded to two decimals.
P-values * < 0.05, ** < 0.01, *** < 0.001.

5.5 Results summary

In this results chapter, the two primary areas of focus were gender prediction and review
helpfulness prediction.

The research began with gender prediction, employing both topic and language variables to
predict a reviewer's gender. Several XGBoost models were used, which highlighted the
significance of topic variables over language variables. Game genre topics, such as
'mission-based action games' and 'survival horror games,' displayed the most considerable
predictive value. The emotional tone of the review was a significant language variable. While
the models achieved a decent accuracy, they had limitations due to the imbalance in the
dataset, with a majority of the reviews written by males. This led to a skewed prediction
favouring the male gender. Using a balanced dataset resulted in a model that was better
equipped to predict female reviews but showed reduced overall accuracy.
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The analysis then moved to review helpfulness prediction, using variables such as the
reviewer's inferred gender, rating given by the reviewer, unigrams, bigrams, emotions, and
LDA topics. The model's performance was not exceptional, particularly struggling with
predicting reviews receiving larger vote counts. Nevertheless, it uncovered potential
correlations between variables and predicted received votes.

Here two hypotheses were tested: that reviews are considered more helpful when the
reviewer's genre aligns with the genre's gender stereotype, and that negative reviews would
be deemed more helpful if written by a male reviewer. The results provided an adequate
amount of evidence to support the hypothesis that gender congruence, with regards to game
genres, influences the perceived helpfulness of a review. Though it should be noted that this
influence varies depending on the defined perceived helpfulness, playing a broader role when
looking at perceived helpfulness as a dummy and playing a more genre specific role when
looking at helpfulness as a count of received votes. Last, the data however did not provide
substantial evidence to support the hypothesis that negative reviews are perceived as more
helpful for male reviewers.

Chapter 6. Conclusion and Discussion

This research set out to investigate the relationships among game genres, gender, and the
perceived helpfulness of game reviews using predictive modelling. The goal was to answer
the question: “How do the views on video games differ by gender?”. Several models were
developed to predict gender and review helpfulness, to explore potential systematic
differences and the role of gender in these contexts. Although the models had limitations,
they provided valuable insights into the examined relationships.

The research findings showed that predicting a reviewer's gender based on their review text
was challenging due to a multitude of factors. This complexity indicates a shift away from
traditional beliefs about gender-specific preferences in video games, suggesting a growing
diversity in gaming preferences across genders. The results revealed the predictive value of
certain game genres over others in the context of gender, with specific topics like
'mission-based action games' and 'survival horror games' demonstrating a strong predictive
ability.

In predicting review helpfulness, some difficulties were encountered, particularly with
regards to the skewed distribution for the variable representing the received quantity of
helpful votes, leading to some inaccurate predictions for the tail end of the skewed data.
However, correlations between variables and predicted received votes were uncovered,
suggesting the presence of complex relationships among these variables.

Interestingly, the research findings provided some support for the hypothesis that gender
congruence with regards to game genres influences the perceived helpfulness of a review,
though further research to solidify these findings is encouraged. However, this influence
varied depending on the defined perceived helpfulness and was more genre-specific when
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looking at helpfulness as a count of received votes. This demonstrates the need for a nuanced
understanding of game genres and their role in gender prediction and perceived review
helpfulness.

Future research should delve deeper into this, possibly developing a taxonomy of sub-genres
and investigating the distribution of gender preferences across these detailed classifications.
This refined perspective could be a valuable tool for the video game industry in tailoring and
marketing their products. Future research might consider a broader range of predictors such
as user profiles, gameplay hours, or user review history to enhance prediction models.

The limitations of this study, including the gender imbalance in the dataset and potential
selection bias, should be acknowledged. Possible alternative solutions to these issues include
gathering information through surveys or including demographic factors beyond gender. It
should also be noted that the study's reliance on English language reviews might have
introduced cultural bias, limiting the generalizability of the results.

Overall, this study highlights the complexity of the relationships between gender, game
genres, and review helpfulness. It provides valuable insights for companies developing and
marketing video games, particularly highlighting the importance of nuanced genre
categorization in considering marketing segmentation. When it comes to sponsored reviews,
gender congruence may play a role depending on the genre of the video game, providing
some direction for marketing efforts. This research opens avenues for further research into
the areas of gender and video games and calls for a nuanced understanding of gaming
preferences, moving beyond traditional gender stereotypes. The inclusion of more detailed
characteristic features could be informative in trying to analyse and understand consumer
tendencies in the video game market.
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Appendix A - results figures and tables

Figure A.1.1 LDA topics
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Table A.1. Regression results for helpfulness model 1
====================================================

Dependent variable:
-----------------------------

Votes
----------------------------------------------------
gendermale -0.05 (-0.10, 0.01)
Nr_of_words -0.0002*** (-0.0003, -0.0001)
Rating -0.18*** (-0.19, -0.17)
anger -0.02*** (-0.02, -0.02)
anticipation 0.05*** (0.05, 0.06)
disgust 0.01*** (0.01, 0.02)
fear -0.05*** (-0.05, -0.04)
joy -0.05*** (-0.05, -0.05)
sadness 0.04*** (0.04, 0.05)
surprise -0.02*** (-0.02, -0.01)
trust 0.002 (-0.001, 0.005)
negative -0.01*** (-0.01, -0.005)
positive 0.07*** (0.07, 0.07)
Horror game -31.53*** (-32.64, -30.42)
Mission action 0.83*** (0.75, 0.91)
Multiplayer 0.83*** (0.72, 0.94)
Simulation -0.28*** (-0.36, -0.20)
War strategy 0.66*** (0.55, 0.76)
Racing -0.49*** (-0.65, -0.34)
Graphics -0.42*** (-0.59, -0.24)
Sound 0.72*** (0.64, 0.79)
gendermale:Rating -0.01** (-0.02, -0.003)
gendermale:negative -0.01*** (-0.01, -0.01)
gendermale:Horror game -19.75*** (-21.14, -18.35)
gendermale:Mission action 0.55*** (0.45, 0.66)
gendermale:Multiplayer 0.47*** (0.35, 0.59)
gendermale:Simulation 0.45*** (0.36, 0.54)
gendermale:War strategy 1.16*** (1.05, 1.27)
gendermale:Racing 0.31*** (0.14, 0.47)
gendermale:Graphics 0.38*** (0.19, 0.57)
gendermale:Sound -0.49*** (-0.58, -0.41)
Constant 1.22*** (1.17, 1.27)
----------------------------------------------------
Observations 68,103
Log Likelihood -242,979.70
Akaike Inf. Crit. 486,023.50
====================================================
Note: *p<0.1; **p<0.05; ***p<0.01

Table A.2 Helpfulness votes model 2 regression results
=====================================================

Dependent variable:
---------------------------

Votes
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-----------------------------------------------------
Rating -0.17*** (-0.17, -0.17)
Nr_of_words -0.001*** (-0.001, -0.001)
anger -0.02*** (-0.03, -0.02)
anticipation 0.05*** (0.05, 0.06)
disgust 0.02*** (0.02, 0.02)
fear -0.04*** (-0.04, -0.03)
joy -0.05*** (-0.05, -0.04)
sadness 0.04*** (0.04, 0.04)
surprise -0.02*** (-0.02, -0.02)
trust 0.004*** (0.001, 0.01)
negative -0.01*** (-0.01, -0.01)
positive 0.07*** (0.06, 0.07)
Fighting game -1.86*** (-1.99, -1.73)
Product delivery -0.14*** (-0.22, -0.06)
Horror game -32.20*** (-33.09, -31.32)
Puzzle level -1.44*** (-1.54, -1.34)
Fun for kids 0.30*** (0.22, 0.39)
Game features -0.75*** (-0.84, -0.66)
Nintendo platforms -0.59*** (-0.68, -0.49)
Mission action 0.51*** (0.43, 0.59)
Roleplaying story -0.92*** (-1.02, -0.83)
Sound features -0.21*** (-0.28, -0.14)
Xbox platform -0.72*** (-0.80, -0.63)
Positive purchase evaluation -1.83*** (-1.95, -1.70)
Hardware + software setup -0.24*** (-0.33, -0.15)
Mouse and keyboard -1.10*** (-1.21, -1.00)
Player experience -0.03 (-0.11, 0.06)
Gift 0.41*** (0.32, 0.50)
Simulation genre -0.55*** (-0.62, -0.49)
Multiplayer 0.62*** (0.54, 0.69)
War strategy 1.04*** (0.97, 1.11)
Installation -0.12 (-0.29, 0.05)
Racing -0.88*** (-0.96, -0.80)
Price -12.53*** (-13.16, -11.91)
Character customisation -1.39*** (-1.48, -1.29)
Nintendo games
male_dominance_score
female_dominance_score
gender_recoded -0.06*** (-0.09, -0.04)
female_content_congruence 0.03 (-0.03, 0.08)
male_content_congruence -0.07*** (-0.12, -0.02)
Constant 1.79*** (1.73, 1.85)
-----------------------------------------------------
Observations 68,103
Log Likelihood -238,635.10
Akaike Inf. Crit. 477,348.30
=====================================================
Note: *p<0.1; **p<0.05; ***p<0.01
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Table A.3 Helpfulness votes model 3 regression results
=====================================================

Dependent variable:
---------------------------

Votes
-----------------------------------------------------
Rating -0.06*** (-0.06, -0.05)
Nr_of_words -0.0000 (-0.0002, 0.0001)
anger -0.01*** (-0.01, -0.003)
anticipation 0.02*** (0.02, 0.03)
disgust -0.001 (-0.01, 0.004)
fear 0.02*** (0.01, 0.02)
joy -0.01*** (-0.01, -0.01)
sadness -0.01*** (-0.02, -0.01)
surprise -0.01*** (-0.01, -0.005)
trust -0.01*** (-0.01, -0.003)
negative -0.01*** (-0.01, -0.01)
positive 0.03*** (0.03, 0.03)
Fighting game -0.70*** (-0.83, -0.57)
Product delivery 0.30*** (0.20, 0.40)
Horror game -0.87*** (-1.12, -0.63)
Puzzle level -0.65*** (-0.76, -0.54)
Fun for kids 0.06 (-0.05, 0.18)
Game features -0.29*** (-0.39, -0.19)
Nintendo platforms -0.30*** (-0.42, -0.19)
Mission action -0.08 (-0.18, 0.02)
Roleplaying story -0.17*** (-0.28, -0.06)
Sound features -0.38*** (-0.47, -0.29)
Xbox platform -0.38*** (-0.48, -0.28)
Positive purchase evaluation -0.07 (-0.20, 0.06)
Hardware + software setup -0.14** (-0.24, -0.03)
Mouse and keyboard -0.51*** (-0.62, -0.39)
Player experience -0.17*** (-0.28, -0.07)
Gift 0.38*** (0.28, 0.49)
Simulation genre -0.21*** (-0.30, -0.13)
Multiplayer 0.21*** (0.12, 0.30)
War strategy 0.35*** (0.27, 0.44)
Installation -0.84*** (-1.04, -0.64)
Racing -0.27*** (-0.38, -0.16)
Price -1.80*** (-2.05, -1.54)
Character customisation -0.30*** (-0.40, -0.20)
Nintendo games
male_dominance_score
female_dominance_score
gender_recoded -0.09*** (-0.12, -0.07)
female_content_congruence 0.14*** (0.07, 0.21)
male_content_congruence 0.10*** (0.04, 0.15)
Constant 2.14*** (2.06, 2.22)
-----------------------------------------------------
Observations 12,214
Log Likelihood -66,351.76
Akaike Inf. Crit. 132,781.50
=====================================================

48



Note: *p<0.1; **p<0.05; ***p<0.01

Table A.4 Helpfulness votes model 4 regression results
==================================================

Dependent variable:
---------------------------

Helpful
--------------------------------------------------
gendermale 0.70*** (0.48, 0.92)
Nr_of_words 0.01*** (0.005, 0.01)
Rating -0.25*** (-0.29, -0.21)
anger -0.003 (-0.03, 0.02)
anticipation 0.08*** (0.06, 0.09)
disgust 0.01 (-0.02, 0.03)
fear -0.06*** (-0.08, -0.04)
joy 0.01 (-0.01, 0.03)
sadness 0.01 (-0.01, 0.03)
surprise -0.03*** (-0.06, -0.01)
trust -0.01 (-0.03, 0.01)
negative 0.08*** (0.06, 0.11)
positive 0.03*** (0.02, 0.04)
Horror game -4.12*** (-5.20, -3.04)
Mission action 0.99*** (0.60, 1.38)
Multiplayer 0.85*** (0.36, 1.33)
Simulation 0.61*** (0.26, 0.95)
War strategy 2.36*** (1.91, 2.80)
Racing -0.95*** (-1.57, -0.33)
Graphics -0.06 (-0.79, 0.67)
Sound 0.74*** (0.41, 1.08)
gendermale:Rating -0.04** (-0.08, -0.001)
gendermale:negative -0.10*** (-0.11, -0.08)
gendermale:Horror game -21.90*** (-24.47, -19.33)
gendermale:Mission action 0.17 (-0.37, 0.71)
gendermale:Multiplayer 0.38 (-0.15, 0.92)
gendermale:Simulation 0.15 (-0.24, 0.53)
gendermale:War strategy -0.66*** (-1.16, -0.17)
gendermale:Racing -0.09 (-0.77, 0.58)
gendermale:Graphics 0.80** (0.03, 1.57)
gendermale:Sound 0.03 (-0.33, 0.40)
Constant -1.42*** (-1.61, -1.23)
--------------------------------------------------
Observations 68,103
Log Likelihood -25,662.76
Akaike Inf. Crit. 51,389.53
==================================================
Note: *p<0.1; **p<0.05; ***p<0.01

Table A.5 Helpfulness votes model 5 regression results
=====================================================

Dependent variable:
---------------------------
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Helpful
-----------------------------------------------------
Rating -0.27*** (-0.29, -0.26)
Nr_of_words 0.01*** (0.01, 0.01)
anger -0.003 (-0.03, 0.02)
anticipation 0.08*** (0.06, 0.10)
disgust -0.001 (-0.03, 0.03)
fear -0.06*** (-0.08, -0.04)
joy 0.003 (-0.02, 0.02)
sadness 0.01 (-0.01, 0.03)
surprise -0.03*** (-0.06, -0.01)
trust -0.0004 (-0.02, 0.02)
negative 0.003 (-0.01, 0.02)
positive 0.03*** (0.01, 0.04)
Fighting game -0.78*** (-1.23, -0.34)
Product delivery -0.50*** (-0.84, -0.16)
Horror game -8.94*** (-10.21, -7.68)
Puzzle level -0.04 (-0.40, 0.33)
Fun for kids -0.91*** (-1.35, -0.46)
Game features 0.19 (-0.15, 0.53)
Nintendo platforms -0.41** (-0.80, -0.02)
Mission action 0.56*** (0.20, 0.92)
Roleplaying story -0.50*** (-0.85, -0.15)
Sound features 0.44*** (0.16, 0.72)
Xbox platform -0.06 (-0.41, 0.29)
Positive purchase evaluation -1.50*** (-1.95, -1.04)
Hardware + software setup 0.76*** (0.41, 1.12)
Mouse and keyboard 0.42** (0.08, 0.77)
Player experience -0.99*** (-1.36, -0.62)
Gift 0.42** (0.07, 0.78)
Simulation genre 0.40*** (0.12, 0.68)
Multiplayer 0.82*** (0.51, 1.14)
War strategy 1.48*** (1.18, 1.79)
Installation -2.34*** (-3.11, -1.57)
Racing -1.39*** (-1.74, -1.05)
Price -6.51*** (-7.41, -5.61)
Character customisation 0.18 (-0.15, 0.50)
Nintendo games
male_dominance_score
female_dominance_score
gender_recoded -0.10** (-0.20, -0.001)
female_content_congruence -0.38*** (-0.63, -0.14)
male_content_congruence 0.21** (0.01, 0.41)
Constant -0.63*** (-0.88, -0.37)
-----------------------------------------------------
Observations 68,103
Log Likelihood -25,448.69
Akaike Inf. Crit. 50,975.38
=====================================================
Note: *p<0.1; **p<0.05; ***p<0.01
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Appendix B - Other figures and tables

Table B.1. Sanity Check, t-test on sample means

Variable p-value

Rating 0.51

Nr of words 0.01

Anger 0.00

Anticipation 0.01

Disgust 0.02

Fear 0.00

Joy 0.01

Sadness 0.00

Surprise 0.02

Trust 0.00

Negative 0.00

Positive 0.00

Fighting game mode topic 0.12

Product delivery topic 0.77

Horror game topic 0.02

Puzzle level topic 0.50

Fun for kids topic 0.04

Game Features (graphics, story, gameplay)
topic

0.98

Nintendo platforms topic 0.04

Mission-based action topic 0.76

Roleplaying story game topic 0.69

Sound features topic 0.43

Xbox platform topic 0.20
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Positive purchase evaluation topic 0.01

Setup, hardware (screen, buttons) +
software (system) topic

0.75

Mouse and keyboard topic 0.66

Player experience topic 0.99

Gift for son topic 0.50

Simulation genre (e.g. city expansion) topic 0.31

Multiplayer topic 0.49

War strategy genre topic 0.84

Installation (platform & version) topic 0.96

Racing genre topic 0.01

Price topic 0.77

Character design/customisation topic 0.25

Nintendo games (e.g. Mario) topic 0.05

These p-values are obtained by performing a t-test on the difference in means between a random sample of
24000 observations from the overall original dataset (before discarding samples) and a random sample of
24000 observations from the discarded dataset.

Table B.2. LDA topics and their names based on term association

Topic 1 Fighting game mode

Topic 2 Product delivery

Topic 3 Horror game

Topic 4 Puzzle level

Topic 5 Fun for kids

Topic 6 Game Features (graphics, story, gameplay)

Topic 7 Nintendo platforms

Topic 8 Mission-based action

Topic 9 Roleplaying story game

Topic 10 Sound features
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Topic 11 Xbox platform

Topic 12 Positive purchase evaluation

Topic 13 Setup, hardware (screen, buttons) +
software (system)

Topic 14 Mouse and keyboard

Topic 15 Player experience

Topic 16 Gift for son

Topic 17 Simulation genre (e.g. city expansion)

Topic 18 Multiplayer

Topic 19 War strategy genre

Topic 20 Installation (platform & version)

Topic 21 Racing genre

Topic 22 Price

Topic 23 Character design/customisation

Topic 24 Nintendo games (e.g. Mario)

These topic names are based on personal interpretations of the associated terms and are not necessarily
absolute.

Table B.3. Hyperparameters used in model training

Learning rate 0.01, 0.1, 0.3

Max depth 4, 6, 8, 10

These hyperparameter values and their possible combinations were tested when training the XGBoost models
to find the best performing model. Parameters not included in this table were set to their default values as per
the xgboost package.

Appendix C - Files
All files used can be found in this google drive:
https://drive.google.com/drive/folders/1bqNdeykPPonYi-dQrP7KizVzonHLlJdt?usp=sharing
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