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Abstract 
Previously published literature provides extensive research about the effect of the 

institutional environment on one’s entrepreneurial activity, and separately on the 
gender gap in entrepreneurship. In this paper it is tested if the relationship of 

governmental institutions such as education, government size, business regulations, 
governmental stability, income regulations and government support policies with 

entrepreneurial activity is different for men and women. This is examined to try and 
combine the two related literature streams. I use individual level data on 118,795 

individuals from the Adult Population Survey collected by the General 
Entrepreneurship Monitor (GEM) in 2017 and institutional data on national level from 

50 different countries. Since the data is nested on two levels, a multilevel logistic 
regression is performed. The hypotheses are tested through the interaction terms of 

the different governmental institutions with gender on the entrepreneurial activity rate. 
These estimates suggest that women are less likely to be engaged in entrepreneurial 

activity in comparison to men. The results demonstrate that the suspected negative 
effect of a high regulatory burden on entrepreneurial activity is weakened for women 

compared to men. Thus, more regulations induce more women than men into 
entrepreneurial activity. Additionally, the negative effect of a larger government size 

on entrepreneurial activity is found to be significantly stronger for women than for 
men. Also, a more stable government is suspected to induce fewer women than men 

in entrepreneurial activity.  For the institutions of education, income regulations and 
government support policies, no statistically significant mediating relationship 

between gender and entrepreneurial activity is found. These results suggest that 
policy makers have to be aware of the impact of governmental institutions in order to 

encourage more women to participate in entrepreneurship and to attempt to decrease 
the gender gap in entrepreneurship.         
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1. Introduction 

Even though men and women are equal by law, women tend to experience inequality in various 

ways. Until the 1900’s women were still legally dependent on their husbands (Queen’s Printer 

of Acts of Parliament, 1882). In the Netherlands it was not until 1956 that women were allowed 

to open a bank account or travel without permission of their husband (Historiek, 2021).  From 

there on women’s rights became more equal to those of men. It was not until 1919 that women 

had voting rights, which introduced more equality between the genders (Library of Congress, 

2021). Gradually women became more self-competent and gained similar legal rights as men 

over the 19th century. It is overall considered that today men and women are legally equal, but 

some say this is still not the case. An example of the gap in legal rights is provided by research 

from The World Bank (2019) that suggests that in only six countries men and women have 

completely equal rights. The legal gender gap provided a huge setback to women. The initial 

disadvantage of women in the legal department does not stand on its own. According to the 

OECD (2016) women have lower activity rates in entrepreneurship compared to men. 

Women’s lower activity rate in entrepreneurship is often referred to as the gender gap1 in 

entrepreneurship. Fortunately, the gender gap has been slowly closing over the years. Year 

by year there is a rising number of women that feel capable of undertaking entrepreneurial 

activities or are willing to become an entrepreneur. In the last ten years the ratio of female and 

male Total Early-stage Entrepreneurial Activity (TEA) in the Netherlands rose with 75% 

(General Entrepreneurship Monitor, 2020). There are various special programs and 

foundations such as IWEC foundation and WEgate connect that stimulate female 

entrepreneurs as an attempt in closing the gender gap in entrepreneurship (Svelander, 2022.; 

WEgate, 2021).  

 

Historically, statements of lower engagement in entrepreneurship by women are also 

supported by findings in the literature about entrepreneurship and gender (Baughn et al., 

2006). Next to internal factors that can influence this difference; such as different personalities, 

characteristics and stereotypes, the entrepreneurial gap can also be explained by 

environmental factors (Balachandra et al., 2019; Bergmann & Stephan, 2013; Santos et al., 

2016). One of these environmental factors is the institutional environment. According to 

Chowdhury et al. (2018) governmental institutions are an important determinant of 

entrepreneurial activity in a country. It seems clear from previous research that institutions 

such as education, government size, business regulations, governmental stability, income 

regulations and government support policies influence the entrepreneurial activity (Chowdhury 

et al., 2015; Darnihamedani et al., 2018; Dutta & Sobel, 2016; Hasan et al., 2017; Parker, 

 
1 In this research the ‘gender gap’ means the gap in entrepreneurial activity between men and women 
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2007; Sternberg, 2014). Does this mean that governmental institutions can be influential to 

one’s entrepreneurial undertake, specifically for female entrepreneurs? Do certain institutions 

affect female entrepreneurship differently than male entrepreneurship? And does this mean 

that the government can find potential in altering their institutions to increase encouragement 

for female entrepreneurs? In order to find an answer to these questions the following 

overarching research question is formulated: 

 

How does the governmental imposed institutional environment influence the engagement in 

entrepreneurship of women in comparison with men?   

 

This research is important from a societal point of view. As has been previously mentioned, 

women fall behind on plenty of aspects in society. In today’s day and age in developed 

countries, gender is no valid reason to segregate groups from success. Overall, businesses 

ran by females are generally very contributive to economic wealth or innovation and create 

more potential in the development of society in comparison to businesses ran by males (Dheer 

et al., 2019; Minnitmi, 2009). Since female businesses are very contributive to the economic 

wellbeing, minimizing the gender gap can thus lead to improved economic conditions, but will 

also improve equality between genders (Dheer et al., 2019). Being aware of the main 

determinants that can help to close the gender gap, influenced by the government, is very 

important.  When governments are aware of their potential contribution via institutions to 

engage more women in entrepreneurship, they can use institutions as a tool in their attempt to 

increase equality and decrease the gender gap. This information can also be used by 

institutions or academics in their attempt to design supporting programs for women in 

entrepreneurship. If the government is aware of the determinants that can contribute to female 

success, they can help in closing the gender gap.   

 

In the existing literature about the institutional impact on entrepreneurial activity the effect of 

the governmental institutions is often discard potential gender differences. Governmental 

institutions are expected to be an important determinant of entrepreneurial activity. The paper 

by Chowdhury et al. (2018) finds significant negative effects for institutions such as tax 

regulations, governmental stability measured in corruption, and government size on business 

ownership rates. For the availability of credit, they find a positive and significant relationship, 

which all suggests the importance of the effect of governmental institutions on entrepreneurial 

activity. 

However, another strand of literature on the gender gap in entrepreneurship depicts 

that for men and women, entrepreneurial activity is different. It is not only that women are less 

often engaged in entrepreneurship (Mueller, 2004). It is also the case that they face different 
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environmental conditions, such as more difficulty in obtaining credit or the negative stereotypes 

and perceptions of women engaging in entrepreneurship (Blair & Lichter, 1991; Goel, 2018). 

It suggests that external factors, such as governmental institutions, can have a differing effect 

for men and women. To address the gap in the literature, I combine research concerning the 

effect of the institutional environment on entrepreneurial activity with research on the gender 

gap in entrepreneurship.  

 

Women in different countries experience different institutional environments, which can have 

a different effect on their entrepreneurial activity. For example, research on the Chinese 

institutional environment for women by Wang et al. (2019) suggests that the Chinese 

institutional environment encourages less women into entrepreneurship. This is due to the 

political ties that are needed in China to be successful. Women are less likely to have such 

political ties. Farooq et al. (2019) find that in India women perceive informal competition as a 

large obstacle in regions with weak institutions when engaging in entrepreneurship as in 

comparison with men. It indicates the differential effect of the institutional environment for 

female entrepreneurs on their entrepreneurial activity. Another study has found that 

governmental imposed learning programs, which decreases entrance barriers among Hindu 

women, increases their entrepreneurial activity (Field et al., 2010). All of the studies mentioned 

above focus on the institutional effect of female entrepreneurship, unique to specific countries. 

Yet, they do not portray a more general image of the institutional effect across countries.  

The other strand of research is focused specifically on the effect of female friendly 

institutions on entrepreneurial activity. Research by Thébaud (2015) finds a negative and 

significant effect of female friendly institutions such as generous child care subsidies and paid 

maternity leave on female entrepreneurial engagement. The result is conducted from a sample 

of 55 countries and 475,000 individual observations over 5 years.  

By looking at a variety of different institutions among a sample of multiple countries I 

attempt to provide a comprehensive assessment of the relationship between governmental 

institutions, the gender gap and entrepreneurial activity. Estimating this relationship can help 

governments to estimate the economic and entrepreneurial impact of their institutional 

environment. By conducting cross-country analysis, I try to bring insights into global trends of 

the effects of institutions on the gender gap instead of identifying a very country specific 

relationship.  

 

In this thesis, I investigate the research question by analyzing data on the individual level 

collected by the Global Entrepreneurship Monitor in 2017 for 118,795 individuals, and on the 

country level for 50 countries collected from The World Data Bank, Transparency International 

and the Global Entrepreneurship Monitor. These two dimensions are combined by using a 
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multilevel logistic regression. With the multilevel model I test the hypotheses that are 

constructed using literature that indicates entrepreneurship as a process of value creation 

(Bruyat & Julien, 2001). To establish the hypotheses, I combine literature that explains the 

fundaments of the gender gap in entrepreneurship with literature on governmental institutions 

such as government size, education, regulatory burden, government stability, income 

regulations and government support policies and their effect on entrepreneurial activity. I 

address the research question by estimating the coefficient of the interaction term of the 

governmental institution and gender on the entrepreneurial activity rate. 

 

The results obtained from the multilevel logistic regression find support for the expected 

negative relationship of gender with entrepreneurial activity. The result indicates that women 

are less likely to be engaged in entrepreneurship compared to men. Additionally, a larger 

government size is expected to have a stronger negative effect on the engagement in 

entrepreneurial activity for women compared to men. The negative effect supports the findings 

from the literature and accepts the hypothesis which also states that a large sized government 

has a more negative effect on entrepreneurial engagement for women then for men. The 

interaction effects of education, income regulation and government support policies give an 

insignificant effect for females on entrepreneurial activity. This insignificant effect means that 

the coefficient of those governmental institutions cannot be estimated precisely, thus one 

cannot interpret the coefficients. A higher regulatory burden is found to have an attenuated 

negative effect for women on their entrepreneurial activity in comparison to men. The 

weakened effect means that women are more positively stimulated to engage in 

entrepreneurial activity when the regulatory burden increases, in comparison to men. 

Additionally, the suspected positive effect of higher governmental stability on entrepreneurship 

is weakened for women in comparison with men. This relationship indicates that stable 

governments lead to a lower degree of entrepreneurial engagement for women then for men. 

This all suggests that the remaining hypotheses that indicate the interaction effects of 

governmental institutions and gender are not supported by the estimations of the model. 

Therefore, these results are contrary to statements in the literature.  

 

This paper has the following structure: Section 2 presents a literature review of the important 

determinants of entrepreneurship and how these relate to the gender gap in entrepreneurship. 

Additionally, literature about the effect of governmental institutions on entrepreneurship is 

described together with the motivation of the hypotheses. In the third section the data are 

described as well as the methodology that is used to answer the research question. The fourth 

section displays and explains the results of the regression and the robustness checks. The 
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fifth and last section concludes the findings and discusses the research altogether with the 

limitations and implications for practice. Also, suggestions for further research are given.  

 

2. Literature review and hypotheses building  

2.1 Background  

2.1.1 Entrepreneurship 

Entrepreneurship knows various definitions. According to research by Gartner (1990) 

entrepreneurship is related to starting new ventures, owning a business and creating value 

from opportunities. Diandra and Azmy (2020) suggest that entrepreneurship is an important 

part of the business life which will add to a successful and healthy organization. Stevenson 

(1983) focusses more on the recognition of entrepreneurship by defining it as “The pursuit of 

opportunity beyond the tangible resources that you currently control”. As stated by Bruyat and 

Julien (2001) entrepreneurship exists of value creation. The entrepreneur is able to form a 

certain situation in its environment and use its capabilities and new and existing resources to 

create value.  

This value can be in money or immaterial values. To define entrepreneurship, it is important to 

look at the development of one’s skills in order to find entrepreneurial behavior (Kobia & 

Sikalieh, 2010). These differing definitions result in fragmentary research and different 

interpretations of the definition of entrepreneurship (Anderson & Starnawska, 2008). To avoid 

fragmentation, in this research the definition of Bruyat and Julien (2001) is used to define 

entrepreneurship. The definition does not provide a narrow view, which is beneficial since the 

execution of entrepreneurship can vary per situation (Naudé, 2013). It leaves room for different 

interpretation that is suitable for different circumstances in which entrepreneurship can take 

place.  

Although it is hard to define entrepreneurship, drivers of entrepreneurship are more 

clearly classified. Key drivers of entrepreneurship are the personality characteristics and traits 

of the entrepreneur (Allport & Allport, 1921; Baum et al., 2014; Littunen, 2000). Findings by 

various researchers suggest that personality traits such as openness, conscientiousness, 

extraversion, agreeableness, neuroticism optimism, overconfidence need for achievement, 

collectivism, innovativeness and creativity positively influence entrepreneurial intentions 

(Bazkiaei et al., 2020; Biraglia and Kadile, 2017; Hao Zhao et al., 2010; Leutner et al., 2014; 

Mueller & Thomas, 2001; Obschonka et al., 2012; Trevelyan, 2008; Zeffane, 2013).  

There is criticism on the personality approach of entrepreneurship. Baum et al. (2014) 

suggest that it is too difficult to relate such various behavior and personality traits to 

entrepreneurship in a single approach since they are supposable not strong enough to all affect 

entrepreneurship in a similar way. 
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Next to psychological and personal factors, there are also environmental factors that 

can lead to entrepreneurship. Environmental factors can push a person into entrepreneurship 

through negative situational factors. These environmental factors can for instance create 

dissatisfaction about either one’s current work situation, the institutional context one is present 

in or the loss of employment (Gilad & Levine, 1986). These entrepreneurs that are pushed into 

entrepreneurship are more often necessity entrepreneurs then opportunity entrepreneurs 

(Williams, 2009). Entrepreneurs can also be pulled into entrepreneurship by an environment 

that hands them business opportunities. These opportunities can be used to ease the 

engagement into entrepreneurship or to work out their business ideas. People can also be 

induced into entrepreneurship by the fact that they prefer to experience independency from 

being an entrepreneur, instead of the dependency of working in employment (Amit & Muller, 

1995; Gilad & Levine, 1986).  

 

2.1.2 Entrepreneurship and the gender gap 

Entrepreneurship is not the same for men and women. There is a long-standing issue of gender 

differences in entrepreneurship where the literature shows that there are more men who are 

engaged in entrepreneurship compared to women (Mueller, 2004). In a sample of 300,000 

individuals over 41 countries Baughn et al. (2006) find that the number of men engaged in 

entrepreneurial activity is three times higher then the number of women that engage in 

entrepreneurial activity. Overall, men think more about starting a business and engaging in 

entrepreneurship compared to women (Díaz-García & Jiménez-Moreno, 2010; Koellinger et 

al., 2013; Shinnar et al., 2018). Females also seem to act less often on their entrepreneurial 

intentions in comparison to males (Santos et al., 2016). This makes us able to explain part of 

the gender gap since having entrepreneurial intentions can positively affect the chance of 

actually undertaking steps and engaging in entrepreneurial behavior (Kautonen et al., 2015).  

The gender gap in both entrepreneurial intentions and activity is perceived to be 

problematic for the process of improvement of gender equality and can be explained by various 

theories related among others: gender stereotyping, differing personal characteristics and 

external inequality factors. 

 

Generally, gender stereotyping is known to increase the gender gap in entrepreneurship. 

Gender stereotyping entails that there are certain beliefs and expectations that put genders 

into general characteristics and groups (Ellemers, 2018). Under these gender stereotypes, 

men are perceived to be the main working force and the breadwinners, they are supposed to 

be able to support their families. If not, they are not considered a successful man; this image 

has been prevalent for centuries. Nowadays these perceptions are not as strong anymore, but 

they are imprinted on the main division of tasks (Engle, 1997; Thébaud, 2010).  
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On the other side, plenty of women are expected to be the caregiver of their children 

and do most of the housework. It leaves them to less opportunities and time to engage in 

entrepreneurship, have entrepreneurial intentions or even have a fulltime job (Blair & Lichter, 

1991). Entrepreneurship is seen as non-compliable with these expectations (Baughn et al., 

2006). DeMartino and Barbato (2003) find that the gender gap in career motivation increases 

when females are married and have younger children that are highly dependent on them. The 

gender gap is decreasing by the introduction of new technologies. These technologies make 

it overall easier for women to start and lead their own business, whether or not online, 

regardless of the existing stereotypes (Ughetto et al., 2020). 

These embedded stereotypes led women into thinking that they are not as suited for 

entrepreneurship as men. Overall, women are less likely to see themselves as an entrepreneur 

or they think they do not have the capabilities to be one. Women also feel like they are not 

precepted to engage in entrepreneurship since society is generally more supportive to men 

starting up a business (Santos et al., 2016). This all leads to women being less engaged in 

entrepreneurship and makes them less likely to start a business (Thébaud, 2010).  

 

Additionally, different personality traits and entrepreneurial intentions among men and 

women can impact their differing engagement in entrepreneurship.  

Characteristics that are achievement orientated, incline to take charge, reflect autonomy and 

rationality are most often linked to men (Heilman, 2012). These characteristics are suggested 

to be more prone for entrepreneurship compared to the characteristics linked to women. 

Women are more often linked to characteristics that have emotional sensitivity, deference, 

affiliative tendencies and concern for others (Heilman, 2012).  

Taking risks and being a leader are mostly male-dominant traits (Bird & Brush, 2002). 

When becoming an entrepreneur there are large risks involved. Hence why risk aversion is 

seen as a trait that contributes negatively to the success of a business start-up or any 

entrepreneurial activity (Kan & Tsai, 2006). Having no risk aversion is an important trait since 

new businesses and corporations are mostly conducted in very uncertain conditions where risk 

aversity will not improve performance. Women are much more risk averse which can 

negatively influence their decision to engage in entrepreneurship, and if they do, their 

successes (Akehurst et al., 2012). This puts women into the position to think that they are less 

suitable for a career as an entrepreneur (Bird & Brush, 2002). It discourages them to set up a 

business which will maintain the gender gap in entrepreneurship (Obschonka et al., 2014).  

 Women are also less competitive and are less likely to engage in a competitive 

environment as compared to men (Bönte & Piegeler, 2013). Being more competitive is seen 

as an important indicator of having entrepreneurial intentions and a determinant of successful 

entrepreneurial behavior (Neneh, 2019). Having more masculine personality traits or behavior 
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is seen as a norm to succeed within the field of entrepreneurship and the typical female 

personalities are perceived as a negative factor (Balachandra et al., 2019). But as women 

have more experience in entrepreneurship and have learned the ropes, their behavior 

becomes more similar to those of men and differences in entrepreneurship seem to fade (Ahl, 

2006).  

But, not all male-prone characteristics are considered to be an advantage in 

entrepreneurship. For women, creativity is a more common personality trait compared to men 

(Stoltzfus et al., 2011). Creativity is an important determinant of having entrepreneurial 

intentions and interfering in entrepreneurial activity. People with a high self-perception of 

creativity or that are stimulated to think creative have a higher level of entrepreneurial 

intentions (Zampetakis & Moustakis, 2006). According to Smith et al. (2016) creativity is 

significantly of higher importance for woman and their entrepreneurial intentions in comparison 

to men. The importance of creativity leads to thinking that not all personality traits and 

characteristics that are male dominant are prone to engage in entrepreneurship since some 

perceived female behavior can also have a positive effect. Additionally, it is suspected that 

female entrepreneurship is not driven from their personal characteristics and traits but by their 

tendency to get ‘organized’. This is overall a less dominating attitude (Maes et al., 2014).  

 

Not all agree that personality traits and characteristics are the main reason for differing 

entrepreneurial intentions among men and women. Maes et al. (2014) suggest that personality 

traits and characteristics are only mediators of the effect of gender on entrepreneurial 

intentions. Women experience other difficulties such as unequal treatment that make it harder 

for them to become an entrepreneur. Overall, female entrepreneurs experience more difficulty 

in obtaining venture capital compared to male entrepreneurs (Guzman & Kacperczyk, 2019). 

To be able to finance their entrepreneurship, women are more dependent on funds of family, 

friends and acquaintances. They experience a more difficult time obtaining external funds 

which can influence the success of their business. This leads plenty of women to utilize their 

savings when starting up a business. It is imposed that using savings instead of external 

funding can increase business failure (Storey, 1994). The financial deficit at the start of their 

business can impose problems for the future success of women in entrepreneurship (Tur-

Porcar et al., 2017). If the large inequality is also perceived by women, it will accelerate the 

increase the gender gap since they will feel less motivated to engage in entrepreneurship. 

Policies that could change the inequality in obtaining financial funds could help to decrease 

the inequality and the cultural barriers that have been formed (Ilie et al., 2021).  

Miranda et al. (2017) find that the lower engagement of females has nothing to do with 

their lack of determinants to be a successful entrepreneur. Women’s’ lower engagement is 

caused by the existence of implicit barriers that withhold women from starting a business, or 
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to undertake entrepreneurial behavior. According to Sweida and Reichard (2013) reducing the 

barriers that come with masculine view of entrepreneurship could lead to more women being 

interested in starting a business, and thus having overall higher entrepreneurial intentions. 

Another explanation of the gender gap in entrepreneurship and entrepreneurial intentions 

could be due to the stimulation of family members or friends that engage in entrepreneurship 

as well. Findings suggest that role models can positively influence the entrepreneurial 

intentions of females (Wannamakok & Chang, 2020). But the effect is most prevalent when 

this peer has the same gender. The importance of role models can lead to more men engaging 

in entrepreneurship since they are more likely to be surrounded by other male entrepreneurs 

(Markussen & Røed, 2017). However, these formal factors such as family context seem to be 

less important for females when engaging in entrepreneurship. Women are mostly driven by 

informal factors such as recognition, but also female networks contribute to their 

entrepreneurial engagement (Noguera et al., 2015). 

 

2.1.3 Entrepreneurship and institutions 

Entrepreneurship and entrepreneurial intentions are formed differently among different nations 

(Giacomin et al., 2011). These differences can be attributed to the different entrepreneurial 

and economic circumstances that exists among different countries (Bergmann & Stephan, 

2013). Part of these cross-nation differences lie in the institutional context that is embedded in 

each nation.  

As described by Hodgson (2006), institutions are a structure of both established and 

prevalent rules that are utilized to structure interactions. In other words, institutions are used 

to formalize the normative, regulatory and cognitive institutions in which people act (Baughn 

et al., 2006; Goguen & Roşu, 2002). On one hand, institutions are seen in a normative context 

which concentrates on the religion and one’s belief that shape the society together with their 

cultural values. On the other hand, in a cognitive context there is focused on diffusion through 

the country of these institutions by for instance education or technology (Baughn et al., 2006).  

The literature proposes that the institutional environment that is imposed by the 

government is generally connected to a country’s economic performance and its formal and 

informal entrepreneurial activity (Yay et al., 2018). Institutional quality and quantity are 

expected to play an important role for the entrepreneurial activity in a country (Mohammadi 

Khyareh, 2017). The relationship is supposable very dynamic and different among various 

institutions and countries in different development stages (Amorós, 2011; Chowdhury et al., 

2018). Governments can use institutions to promote entrepreneurship by creating a friendly 

entrepreneurial environment. Promoting entrepreneurship can be done through favorable 

regulations and legislations for entrepreneurs such as introducing risk-reducing bankruptcy 

laws (Lee et al., 2011; Stephen et al., 2005).  
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Important institutions that are expected to be determinants of entrepreneurship are for instance 

education, government size, business regulations, governmental stability, income regulations 

and government support policies2 (Chowdhury et al., 2015; Darnihamedani et al., 2018; Dutta 

& Sobel, 2016; Hasan et al., 2017; Parker, 2007; Sternberg, 2014).  

The effect that governmental-institutions have on the entrepreneurial environment also 

depends on whether or not informal institutions are of great importance. Informal institutions 

are non-written rules, norms and values that exist parallel to formal institutions (Voigt, 2018). 

Formal institutions are ‘hard’ institutions, implemented officially by the government such as 

laws and regulations. Compliance to these institutions can be checked (Rodríguez-Pose, 

2013). According to Puffer et al. (2010) in countries such as Russia and China there is a higher 

dependency on informal institutions which makes the effect of formal institutions on 

entrepreneurship different. When formal and informal institutions are not aligned, it can cause 

difficulties in the entrepreneurial environment (Williams & Vorley, 2014).  

The effect of institutions can also be mediated by factors such as high investment risks 

and availability of funding (Barinova et al., 2018; Mohammadi Khyareh, 2017).  

It is not only that entrepreneurship is shaped by institutions. On their turn entrepreneurs can 

also influence institutions themselves. By trying to avoid the regulations and taxes imposed by 

the government, on one hand entrepreneurs limit their impact but on the other hand stimulate 

them to improve (Henrekson & Sanandaji, 2011).   

 

2.1.4 Effect of institutions on female entrepreneurship 

Since it is perceived that entrepreneurship and entrepreneurial intentions are very different 

among men and women it is natural to expect that they react differently to governmental-

imposed institutions (Bárcena-Martín et al., 2021).  

There are some important institutional determinants that will affect the different 

engagement. Estrin and Mickiewicz (2011) and Thébaud (2015) find that improved work-family 

regulations such as maternity leave and child-care availability affect female entrepreneurship 

more negatively compared to male entrepreneurship. An explanation for this is that it is only 

possible for women to obtain these favorable regulations when they are in employment. 

Favorable regulations in employment will make them more likely to opt out of entrepreneurship 

because in that case they will not receive these benefits.  

Regulations and institutions can be seen as an important tool to redistribute resources 

that are proven to be unequally distributed among genders (Chowdhury & Audretsch, 2014). 

When institutions, such as entry barriers or access to funding, which can impose barriers for 

females starting up a business, are lifted or eased, it can result in higher entry rates of females 

 
2 These institutions are further discussed in the hypothesis development section 
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in entrepreneurship. Empirical evidence from Portugal shows that lifting these barriers leads 

to even more females entering business in comparison to men (Castellaneta et al., 2020). 

Governments can form the institutional environment to be supportive for women in 

entrepreneurship. Nudging women into entrepreneurship can be done through improving their 

access to funding, increasing the quality of business regulations and improving the labor 

market regulations (Boudreaux & Nikolaev, 2018).  

Other institutions and institutional perspectives that are expected to influence female 

entrepreneurship are for instance education, government size, business regulations, 

governmental stability, income regulations and government support policies3 (Brieger & 

Gielnik, 2021; Gawel, 2021; Iakovleva et al., 2013; Jennings & Brush, 2013; Kobeissi,  

2010). 

 

2.2 Literature and hypothesis building  

2.2.1 Women engaging in entrepreneurship 

Taking all the literature that is discussed above into account, it is in line to expect that there is 

a substantial gender gap in entrepreneurship for men and women. 

Having recognized all these factors such as favoritism of masculine personality traits, negative 

gender stereotyping for women together with their difficulty to obtain financial funding as 

disadvantages for females in entrepreneurship, it can be suspected that all these factors will 

induce a more negative effect on women when deciding to engage in entrepreneurship in 

comparison to men.  

 

Hypothesis 1: Women are less often engaged in entrepreneurial activity as compared to men.   

 

2.2.2 Government size 

Having a government of a large size is often related to the image of a government that is tightly 

engaged with all aspects of its citizens lives. A large government most likely has high taxes 

and a large public sector (Madrick, 2010).  

Such a large and cumbrous institute decreases entrepreneurial initiative (Sudbury, 

2005). A larger sized government is overall related to a negative effect on entrepreneurial 

activity. Larger governments more often have safety nets and favorable regulations for people 

in employment. Such regulations can discourage potential entrepreneurs in engaging in 

entrepreneurial activity (Bosma et al., 2018). This view is supported by Estrin et al. (2013) who 

also find that the government size negatively affects the presence of start-ups. The effect 

seems to be stronger for commercially focused entrepreneurs compared to social focused 

 
3 These institutions are further discussed in the hypothesis development section 
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entrepreneurs. This decrease is related to the financial benefits and a stable work environment 

large sized governments often provide when you enroll in employment. Individuals that are 

engaged in commercial entrepreneurship value the financial benefits higher compared to 

individual engaged in social entrepreneurship (Estrin et al., 2013). A large sized government 

could however lead to inefficiency of policies and can introduce overreach in public 

administration. Additionally, large governments can introduce more regulations that need to be 

complied to when starting a business. It creates a discouraging environment for entrepreneurs 

(Audretsch et al., 2021; Parker, 2007). Researchers do not only suspect a negative relationship 

between government size and entrepreneurial engagement. Aidis et al. (2012) argue that large 

governments can account for more protective institutions such as property rights or can 

eliminate corruption which can nudge prospective entrepreneurs into entrepreneurship by 

decreasing such entry barriers. However, they do find from a sample across 47 countries 

worldwide that large governments decrease overall start-up activity in entrepreneurship, which 

complies with the general negative trend that is proposed in the literature.  

Women run into more difficulties when starting to engage in entrepreneurship, which is 

due to their disadvantage in obtaining financial funds and having less managerial experience 

in comparison to men (Heilbrunn, 2016). Having a large government on stand by to provide 

aid can be helpful, however it can discourage women from engaging in entrepreneurship. 

Since entrepreneurship brings more insecurity, especially on a financial level, for women than 

for men, the facilities that are provided in employment by a large government that provide 

stability and job security are more favorable for female employees (Hisrich, 1986). Stability 

and job security will decrease the urgency for necessity-based entrepreneurs, which for 

women is an important way out of unemployment (Minniti & Arenius, 2003). This all implies that 

a large government provides such favorable conditions for female employees that they are less 

likely, in comparison to men, to engage in entrepreneurship.  

 

Hypothesis 2: The size of the government has a negative effect on entrepreneurship, and this 

effect is larger for women as compared to men.  

 

2.2.3 Education 

As stated by Friedman (1955) governments are responsible for the organization of general 

level education for citizens. Advanced education should be at one’s own initiative. Such a view 

is not representable anymore. Nowadays governments are highly engaged in organizing the 

education system. It is not only because it is important for the intellectual development of their 

inhabitants, but also to make it, and keep it assessable to all in society (Poterba, 1996). The 

view of governmental responsibility in education differs between countries or even states 
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depending on their development (Deger, 1985). Increased governmental spending is often 

linked to a higher educational quality and accessibility (Henry, 2013; Mok, 2005).  

Education is often also considered to be an important determinant of entering the 

entrepreneurial field (successfully). Countries with highly educated residents have more 

successful, productive and better earning entrepreneurs (Millán et al., 2014). This finding is 

supported by Levine and Rubinstein (2017) and Hunady et al. (2018) who both suggest that 

people who have a higher education or score well on aptitude tests when they were teenagers, 

engage in more and eventually better in entrepreneurial activities. Institutes of higher education 

are also perceived to have a good and supporting entrepreneurial climate. That effect also 

depends on one’s peers. If one is surrounded by fellow students who are engaged in 

entrepreneurship (courses), it can positively influence their own entrepreneurial undertake 

(Bergmann et al., 2018). 

Entrepreneurial education is specifically targeted at learning about how to become a 

successful entrepreneur (Higgins & Elliott, 2011). In general, these programs are found to be 

successful in order to develop entrepreneurial skills and intentions (Remeikiene et al., 2013; 

Sánchez, 2013; Taatila, 2010). Entrepreneurial education also seems to show a positive and 

significant effect on actual entrepreneurial development (Hasan et al., 2017). Thus, investing 

in education and its quality can be beneficial to the entrepreneurial activity of a country. 

However, some findings suggest that entrepreneurial education does not always give the 

expected effect. According to Oosterbeek et al. (2010) entrepreneurial education does not 

improve favorable skills and intentions to become an entrepreneur. This is because the 

information that is obtained during entrepreneurial education can give a more realistic view of 

entrepreneurship and can discourage prospective entrepreneurs.  

For women the access to education is not normalized in all countries. Due to the 

perceived gender stereotypes, it is not always seen as a necessity for women to get educated. 

There is an overall lower enrollment of women in education in comparison to men. The gender 

gap is larger in developing countries compared to developed countries (Lincove, 2008). Higher 

education among females suggests higher enrolment in entrepreneurship (Ahmed et al., 2017; 

Kobeissi, 2010). Which is also the case for the enrollment in entrepreneurial education 

(Westhead & Solesvik, 2015). An increase is often due to the enlarged contact, information 

and connections with successful entrepreneurs women can obtain during their educational 

period (Taniguchi, 2002). Education is also an important determinant of being granted a loan 

to set up a business, which is beneficial for women since they have difficulties in obtaining 

financial funds (McKernan, 2002; Parker & van Praag, 2012).  

Overall, women are more likely to participate in entrepreneurial activities and will yield 

better results when their education level is high (Gawel, 2021; Sowmya et al., 2010). Increased 

training or education will contribute to the closing of the gender gap since it is perceived that 
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women may benefit more from additional knowledge when they start in entrepreneurship 

compared to men (Piva & Rovelli, 2021). It is generally because men can rely more on their 

networks and status when starting in entrepreneurship in comparison to women. Women are 

more reliant on their capabilities, which they can obtain through education (Llussa, 2010).  

 

Hypothesis 3: Educational investments have a larger positive effect on the entrepreneurial 

activity for woman as compared to men.  

 

2.2.4 Regulatory business environment 

When individuals decide to engage in entrepreneurship, setting up a business comes with a 

large number of formalities and regulations that need to be considered. According to 

Henrekson and Stenkula (2010) and Viviano (2008) entry regulations are rules that are 

implemented in order to limit new firm entrance, to regulate the labor market and to propose 

growth barriers. They often come in the form of registration fees, permits or licenses 

(Chambers et al., 2019). These regulations are overall seen as entry barriers when starting in 

entrepreneurship. This is since these regulations can take a lot of time to complete, and can 

be very costly (Klapper et al., 2006). An advantage of entry regulations is that governments 

can protect incumbent firms from new entrants who can eliminate their competitive advantage 

in the market (Porter, 1980).  

As was mentioned previously, the regulatory environment is also seen as very costly. 

These costs that come with the entry regulations for entrepreneurs will negatively influence 

the growth of new firms (Chowdhury et al., 2015; Levie & Autio, 2011). The effect even holds 

when there is controlled for other entrepreneurial environmentally friendly characteristics 

(Klapper et al., 2006). Additionally, the presence of many entry regulations can stimulate the 

growth of the informal sector in a country (Chen & Alter, 2012; Kus, 2010). Reducing entry 

barriers is not always beneficial for entrepreneurs. It is also suggested that a reduction will 

result in increased entry of low-quality entrepreneurs compared to entrepreneurs that have 

high growth potential. It is suspected because the entry regulations create a natural selection 

of qualified individuals (Acs & Szerb, 2006).  

Entry regulations can introduce inequality. Chambers et al. (2019) find that when 

nations increase the number of procedures required to start a business, it enlarges the income 

inequality. For women, the effect is similar. Women are overall less likely to act out on their 

entrepreneurial intentions to start their own business (Santos et al., 2016). It is proposed that 

when entry barriers are removed, women will engage more in entrepreneurship and will launch 

businesses at higher rates than men (Castellaneta et al., 2020). Since women already face 

more difficulties when starting to engage in entrepreneurship, they will react more strongly to 

these barriers being released since it will lead to lower costs and easier entrance to the market 
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(Jennings & Brush, 2013). Female business operations are mostly concentrated in low capital-

intensive industries since they struggle with finding funding to pay for the process of starting 

up the business. Releasing entry barriers leaves more credit to invest in their actual business 

(Klapper & Parker, 2011). This all suggests that increasing business regulations creates a 

higher disadvantage for women when starting up a business. 

 

Hypothesis 4: An increasing regulatory burden, such as the number of start-up procedures, 

have a negatively effect on entrepreneurial activity, and this effect is more negative for women 

as compared to men.  

 

2.2.5 Governmental stability 

For an entrepreneur the environmental circumstances and conditions of operation are of high 

importance. Next to the competition and the market in general, the government has a large 

share in modelling these conditions. Governmental or political stability is often indicated as an 

absence of violence, governmental longevity, a stable constitutional order, no structural 

changes in organization and a multifaced societal attribute (Dowding & Kimber, 1983). The 

governmental stability is most often influenced by the international context of a nation 

(Xiaopeng & Pheng, 2013).  

Nations that are associated with high rates and quality of entrepreneurship are often 

perceived as stable (Bernier & Hafsi, 2007). Stability is an indicator of their connectivity. 

According to Chambers and Munemo (2019) political stability will positively influence 

entrepreneurial undertake. Reasoning behind this is that entrepreneurship is very uncertain, 

and a stable environment will reduce part of the uncertainty. Reduction of the uncertainty 

makes entrepreneurship a more attractive option. This view is supported by Dutta et al. (2013). 

They suggest that the extra transaction costs, contract enforcement and the lack of protection 

that come with governmental and political instability can distort entrepreneurs from their 

practices. Developing nations also experience reduced entrepreneurial activity in political 

unstable environments. Between these developing nations not all react the same. In a 

continent such as Africa, political stability is much more important for the entrepreneurial 

activity and quality compared to other developing nations (Munemo, 2012).  

In order to measure governmental stability, researchers often use the degree of 

corruption as a determination. Corruption is an indicator of governmental instability and 

bureaucracy since it is embedded in the social norms of a culture (Graf Lambsdorff, 2003; 

Murphy et al., 1993). It is perceived to be an important determinant of the quality of the 

structure of governmental institutions (Shleifer & Vishny, 1993). Corruption is mostly large in 

governments that are instable since political stability is considered its prevalence (Zhao & Xu, 

2015). Corruption increases uncertainty and decreases transparency which can introduce 
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unnecessary costs for entrepreneurs (Chowdhury et al., 2019). Like governmental instability, 

corruption also decreases the entrepreneurial activity in a country and will under no 

circumstances improve the entrepreneurial environment (Dutta & Sobel, 2016). The 

entrepreneurial activity in corruptive environments is also perceived to be less productive 

(Avnimelech et al., 2014).  

Governmental instability and corruption are suspected to have a greater negative 

impact on women compared to men. According to Chowdhury and Audretsch (2014) corruption 

negatively impacts female entrepreneurial activity. They advocate that since women face more 

difficulties when collecting funding in corruptive environments compared to men, women are 

more likely to opt out of entrepreneurship. Additionally, women have less managerial 

experience in comparison with men, thus are less likely to know how to deal with corruption. 

This all discourages them from engaging in entrepreneurship (Statnik et al., 2022). All in all, 

since a woman’s dependence on the governmental stability is higher, governmental instability 

will more negatively affect their entrepreneurial activity (Estrin & Mickiewicz, 2011).  

 

Hypothesis 5: Governmental stability has a positive effect on entrepreneurial activity, this 

effect is stronger for women as compared to men.  

 

2.2.6 Income regulations 

Taxes and income regulations are institutions that are imposed by the government. Taxes 

lower the return of the income earned. Such regulations are designed in order to manage 

income distribution and the collected taxes are used to organize governmental agencies and 

spending on healthcare, education, defense, infrastructure urban planning etc. Income taxes 

create the incentive to avoid earning taxable income (Poulson & Kaplan, 2008). Such 

incentives makes it hard for governments to design a tax structure that on one hand collects 

enough funding, and on the other hand does not discourage people from practicing 

entrepreneurial activities (Lee & Gordon, 2005).   

Income regulations, or taxes, can also impose an effect on entrepreneurs, 

entrepreneurial intentions and investments. When entrepreneurs gain profits from their 

activities, they have to pay taxes over this amount. When taxes on personal income and 

income from business activities are raised, this will impose a negative effect on the 

entrepreneurial and corporate investment (Bradford DeLong et al., 2010). It is suspected that 

the reduction is related to the fact that when income is deducted by taxes, the lower return 

received decreases the incentive to engage in entrepreneurship. Particularly for risk-taking 

entrepreneurs, these recurring costs decrease their incentive to engage in entrepreneurship 

(Darnihamedani et al., 2018). The effect of taxes on entrepreneurial engagement also depends 

on the characteristics of the entrepreneur. Entrepreneurs that are more progressive are less 
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likely to enroll in self-employment when tax rates are high. They overall experience higher 

opportunity costs of entrepreneurship (Wen & Gordon, 2014). For entrepreneurs there are 

generally more opportunities to avoid taxes compared to people in employment. Entrepreneurs 

are overall more in touch with their earnings and perceive taxes as a higher loss (Kamleitner 

et al., 2012; Thaler, 1999). This creates a higher incentive to avoid taxes. Overall, taxes are 

seen as barrier for formal entrepreneurship of high quality, which is a loss for the quality of the 

business climate (Venâncio et al., 2022).  

The described negative effect of taxes is prevalent for women in entrepreneurship 

(Goel, 2018). Taxes create an additional financial barrier, thus increase the inaccessibility of 

entrepreneurship. Since women already obtain more difficulty when obtaining credit for their 

business, it is implied that the negative effect of taxes on entrepreneurial activity is even larger 

for women (Brieger & Gielnik, 2021; Goel, 2018). The fact that women already start with less 

financial means compared to men makes an additional financial burden, such as taxes, a larger 

discouragement into entrepreneurial activities due to lower returns. 

 

Hypothesis 6: Increased taxes have a negative effect on entrepreneurial activity and this 

effect is more negative for women as compared to men  

 

2.2.7 Government support policies 

To increase the quality of the conditions entrepreneurs operate in, governments can impose 

policies and regulations that support people who want to engage in entrepreneurial activities. 

These support policies can be implemented to encourage all entrepreneurs to start up their 

own business (Ribeiro-Soriano & Galindo-Martín, 2012). Such policies can affect the supply 

and demand side of entrepreneurship. (Verheul et al., 2002). An often-used support method 

by the government is mentoring and advising. These mentors or advisors are beneficial in 

teaching new entrepreneurs’ cognitive skills which can improve their performance in 

entrepreneurial activity. Such support can additionally improve innovativeness of the newly 

set-up businesses (Audet & Couteret, 2012; Buffart et al., 2020; St-Jean & Audet, 2012). 

Financial funding is also used as a support measure by the government (Lee, 2019; Obaji, 

2014). The extent to which governmental support impacts entrepreneurial activity is arguable. 

Overall, it is suggested that governmental support policies have a positive effect on 

entrepreneurial activity in both developed and developing countries (Chowdhury et al., 2018). 

However, according to (Sternberg, 2014) the regional context is of higher importance than the 

received governmental support. 

Some support policies are specifically designed to attract minorities, such as women, 

into entrepreneurship (Iakovleva et al., 2013). Findings suggest that women need more 

support when setting up a business compared to men (Hisrich, 1986). Successful examples of 
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governmental support initiatives are entrepreneurial programs for women in Malaysia and 

Indonesia (Abdul Mutalib et al., 2019; Hendratmi & Sukmaningrum, 2018). Most support 

programs are focused on financial support and guidance in the process of becoming an 

entrepreneur (Welter, 2004). These programs are perceived to be successful for women since 

women obtain more difficulty in obtaining financial and moral support (Powell & Eddleston, 

2013; Vossenberg, 2013).  

However, support policies that are very gender specific, such as accessible child-care 

or prolonged maternity leave impose a negative effect on the female enrollment in 

entrepreneurship (Estrin & Mickiewicz, 2011; Thébaud, 2015; Welter, 2004). These regulations 

make working in employment more attractive compared to self-employment since the 

entrepreneur will not receive these benefits when they are self-employed. It is argued if 

introducing government support policies benefits the quality of entrepreneurial activity. The 

barriers that are prevalent are perceived as a natural selection for high quality 

entrepreneurship (Acs & Szerb, 2006). Overall is suggested that since women experience a 

harder time when trying to engage in entrepreneurship, government support policies will 

increase their entrepreneurial engagement more in comparison to men.  

 

Hypothesis 7: The presence of governmental support policies has a positive effect on 

entrepreneurial activity and this effect is more positive for women as compared to men.  

 

3. Data and methodology 

In this section I describe the data and methods used in this paper. These data and methods 

allow to investigate the research question. I use data for entrepreneurial activity and gender at 

individual level, and data for governmental institutions at country level to examine the 

moderating relationship with entrepreneurial activity. Consequently, a multilevel logistic 

regression is performed with random varying slopes and intercepts.  

 

3.1 Data sources 

The data originates from three different resources. The individual-level data to measure the 

entrepreneurial activity, gender and individual control variables are from the General 

Entrepreneurship Monitor (GEM) Adult Population Survey (APS) from the year of 2017. The 

survey interrogates over 1000 individuals per country per year. In the year of 2017 118,795 

individuals from 50 countries were examined which are listed in Appendix A (GEM, 2017). The 

survey collects information on the demographic characteristics of the individual, such as age 

and education level. It also gives insights on the motivation or ambition to start a business and 

how the individual experiences the business opportunities in their surroundings. I use data 
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from The World Bank from 2017 to collect the indicators that measure the institutional 

environment such as education spending, regulatory burden, government size and tax 

regulations (The World Data Bank, 2017). Also, the country-level control variables are 

collected from this data source. The World Data bank is an open database that has data on 

countless topics on country level. The data originates directly from statistical offices of the 

relevant country (The World Data Bank, 2022). The measurement of corruption is retrieved 

from country-level data from Transparency International and the measure of government 

support policies originates from the GEM nation level survey (Transparency International, 

2017).  

 

3.2 Variables 

3.2.1. Individual level data  

3.2.1.1. Dependent variable 

To measure the moderating effect of governmental institutions on entrepreneurial activity of 

women I use the TEA rate as the dependent variable. This variable measures whether 

someone is engaged in entrepreneurial activity. It is a binary variable that equals “1” if the 

individual is engaged in entrepreneurial activity or “0” if not. 

The measure of TEA is overall considered by researchers as a good measurement of 

entrepreneurial activity, especially in institutional literature (Ahmad & Seymour, 2008). The 

index represents the two early-stages of entrepreneurship: nascent entrepreneurship or being 

an owner-manager of a new business (GEM, 2017). 

 

3.2.1.2. Independent variable at the individual level 

In order to depict the difference between the effect of institutions on women in comparison to 

men a binary independent variable called gender is introduced. This binary holds either “1” if 

the respondent classifies themselves as female or “0” if the respondent classifies themselves 

as male. Respondents that have filled in “don’t know” or “refused” as their gender orientation 

are deleted from the sample.  

 

3.2.1.3. Control variables at the individual level 

Control variables at the individual-level and the country-level account for individual 

characteristics that can influence the dependent variable. A detailed overview and description 

of all control variables used on both the individual as the country-level are presented in Table 

4 Appendix B. The control variables I use follow similar studies on the same subject, or the 

same methods, i.e. multilevel regression analysis (Chowdhury et al., 2018; Estrin & Mickiewicz, 

2011).  
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The control variables at the individual level allow me to control for differences of 

demographic characteristics. I expect all control variables to be related to the entrepreneurial 

activity of an individual. The control variables are in line with a similar research and dataset by 

Estrin and Mickiewicz (2011).  

Having high entrepreneurial confidence is, according to Trevelyan (2008), expected to 

have a positive effect on the decision of becoming an entrepreneur. Entrepreneurial confidence 

is measured by asking the surveillants how skilled they feel with their knowledge and 

experience to start a business. The binary variable holds “1” when they have entrepreneurial 

confidence and “0” when they do not. The variable fear of failure measures the extent to which 

the individual is afraid to fail when engaging in entrepreneurship. Literature suggests that a 

higher degree of fear of failure is related to a lower degree of entrepreneurial activity (Cacciotti 

& Hayton, 2015; Urbano & Alvarez, 2014). Additionally, according to Alvarez et al. (2011) there 

is a positive relationship between an individual feeling like there are good opportunities and 

possibilities for them to start up a business and the entrepreneurial activity in a country. This 

binary variable holds “1” when the individual experiences good opportunities and “0” if not. 

Subsequently, as suggested by Bosma and Schutjens (2010) and Davidsson and Honig (2003) 

having connections in an entrepreneurial network increases the probability of being engaged 

in entrepreneurship since it increases available opportunities. The variable network holds “1” 

when someone has made a personal connection in the past two years with someone who has 

already started a business, and “0” if not. These first four control variables are all perceptual 

factors. The next control variables are socio-demographic characteristics. The first factor is 

age. The relationship between age and entrepreneurial activity is negative. The negative 

relationship means that younger people have increased odds to get engaged in 

entrepreneurship (Liang et al., 2018). The variable education measures the educational level 

of the individual. As suspected by most literature, the higher level of education an individual 

has obtained, the higher the expected entrepreneurial activity (Johansen, 2010; Kolstad & 

Wiig, 2015; Raposo & do Paço, 2010). The variable occupation equals “1” if the respondent is 

working, or “0” if not. According to Johansen (2010) there is a positive relationship between 

being occupied and engaging in entrepreneurship in comparison with being unemployed.  

To test whether these controls are ‘good’ control variables and they are not in a 

mechanism with gender I test their causal relationship in Appendix C table 5 (Angrist & 

Pischke, 2019; Lucifora, 2015). In table 5 a regression analysis is performed with the different 

individual level control variables as the dependent variables and gender as the independent 

variable. The results show that, when including all other controls in the model for 

completeness, gender has a significant effect on the variables education, employment status, 

entrepreneurial confidence and fear of failure. Its effect on entrepreneurial opportunity is 

statistically insignificant. This means one has to stay cautious when interpreting effects from 
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the estimated models. As explained later in the methodology, I will only interpret the sign and 

significance of the estimated parameters. Following Arabiyat et al. (2019), Estrin and 

Mickiewicz (2011) and Velilla et al. (2021) the individual level controls will remain in the model 

to identify individual differences. I test in chapter 5 whether the models in and excluding the 

bad controls give different results. Since it is not the case, I continue to work with all the control 

variables.  

 

3.2.2. Country level variables 

3.2.2.1. Independent variable 

The different measures of governmental institutions originate from The World Data Bank 

(2017), the GEM (2017) and Transparency International (2017). All variables are continuous. 

Government size is the expense percentage by the government of the GDP. Alesina and 

Wacziarg (1998) suggest that larger governments inquire more costs, thus they have higher 

expenditures. The measurement for education as a governmental institution is depicted by the 

spending of the government on education as a percentage of the total GDP. The regulatory 

business environment is measured by the number of procedures one has to go through to be 

able to set up a business. The corruption index obtained by (Transparency International, 2017) 

is the measure of governmental stability in the nation. According to Graf Lambsdorff (2003) 

the level of corruption is strongly related to the governmental stability of a country. To measure 

income regulations as a governmental institution, the percentage of profit tax on commercial 

profits is used. This number is larger if income regulations are stricter (Chowdhury et al., 2018). 

Lastly, the government support on the entrepreneurial environment is measured by the GEM 

(2017). Their Governmental policies: the support and relevance variable, shows to which 

extent public policies are supportive towards entrepreneurship. All these institutions are 

considered to be important determinants of entrepreneurial activity (Chowdhury et al., 2018; 

Chowdhury et al., 2015; Darnihamedani et al., 2018; Dutta & Sobel, 2016; Hasan et al., 2017; 

Parker, 2007; Sternberg, 2014). By estimating the interaction term of the governmental 

institutional variable with the gender variable the hypotheses are tested.  

 

3.2.2.2. Control variables at the country level 

I follow the literature by adding GDP per capita and GDP per capita growth as control variables 

to address the differences in economic performance per country (Estrin & Mickiewicz, 2011). 

The literature suggests that bad economic performance pushes new entrepreneurs in 

entrepreneurship since the opportunity costs are lower. On the other hand, economic growth 

increases the expected benefits from entrepreneurship and pushes one into entrepreneurial 

activity (Parker, 2009). The literature also presents research on both the effect of economic 
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performance measures on entrepreneurial activity and the effect of entrepreneurial activity on 

economic performance (Baumol & Strom, 2007; Carree & Thurik, 2010; Rauch et al., 2012; 

Spencer & Gómez, 2004; Wennekers & Thurik, 1999).  

The export variable indicates the connectivity of the country with other nations. For 

entrepreneurship it is important to have a large growing potential. In today’s day and age there 

is a high grade of globalization. This means that to be able to compete in the market it is 

important to be connected across borders with other nations (Navarro-García, 2016). Higher 

affinity with export insinuates more entrepreneurial engagement in the country (Hessels & van 

Stel, 2011). Therefore, export is added as a variable to indicate the degree of connectivity. The 

variable unemployment indicates the percentage of the labor force that is unemployed. 

Literature suggests that unemployment is an important factor of the entrepreneurial activity in 

a country (Musa & Semasinghe, 2013). By some it is suggested that unemployment is a 

stimulator for entrepreneurship. When unemployment is high, it is most likely harder to find a 

job so people will create their own by engaging in entrepreneurship (Audretsch & Thurik, 1998). 

When the occupied workforce is large there are more potential entrepreneurs since working 

people are more likely to be engaged in entrepreneurship (Johansen, 2010). Lastly, the 

variable resources depict the level of total rents extracted from natural resources such as oil, 

gas, coal, mineral and forest rents as a percentage of the GDP. Having plenty of natural 

resources within reach can influence the entrepreneurial activity within a country negatively. 

Inhabitants are less likely to undertake entrepreneurial activities and innovation since they 

usually rely heavily on the extraction of natural resources. Residents of resource poor countries 

feel a stronger urge to engage in entrepreneurship since money has to be found elsewhere 

(Sachs & Warner, 2001).   

Since I use a lot of controls in the model, it can be suspected that the variables might be 

multicollinear. This can cause standard errors to inflate. To check for this, I estimate the 

Variance Inflation Factor (VIF) in the next paragraph, in order to test for multicollinearity.  

 

3.3. Descriptive statistics  

All this data combined gives a dataset of 118,795 individuals across 50 countries over the year 

of 2017. Appendix A contains a list of all countries considered in this sample. Countries such 

as Puerto Rico and Taiwan are dropped from the sample since they lack consistency in the 

availability of the data. I only include individuals with ages between 18 and 64 since it is 

perceived to be the main working force as defined by the OECD (2022).  

Table 1 displays the descriptive statistics. The table shows us that the majority of the 

individuals are not engaged in entrepreneurial activity. Table 6 in Appendix D presents the 

pairwise correlations of all variables used in this research. These do not raise any concerns 

for possible high correlation in the data.  
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To test more thorough for potential correlation, the Variance Inflation Factor (VIF) is 

estimated for the whole data sample. Table 7 in Appendix E shows the VIF scores that are 

conducted for all variables that are used in the analysis. The VIF score is used to check if the 

variables in the model are multicollinear (Kim, 2019). For the full model with all the variables, 

the mean VIF score is 2.97. According to Mansfield and Helms (2012) a threshold of a VIF 

score of 5 or higher is used to state if a model contains multicollinear variables. Therefore, in 

this research there is no concern for multicollinearity since the mean VIF is 2.97. The VIF score 

is way below the threshold of 5.  

 

3.2 Methodology  

In the second section I describe the methodology used to estimate the relationship between 

gender and entrepreneurial activity, and how governmental institutions moderate this 

relationship. Firstly, I test if there is a substantial difference in outcome of the dependent 

variable between clusters, thus if multilevel analysis is needed. Secondly, I test whether the 

multilevel logistic regression requires random varying slopes in the model. Lastly the final 

model is presented.  

 

3.2.1 Multilevel logistic regression 

According to Best and Wolf (2013) and Kay and Little (1987) a model with a binary dependent 

variable recommends the use of a logistic regression model since al linear regression model 

can be inappropriate (Sommet & Morselli, 2017). Additionally, in this research I use data on 

both the individual level and country level. Using a combination of both indicates that there is 

data on two levels. Thus, it is not justified to use a single-level logistic regression (Sommet & 

Morselli, 2017). Since the multilevel structure can lead to violation of the independence of 

residuals assumption it is suggested to adopt a multilevel perspective (Bressoux, 2010). Using 

a single level model in the case of multilevel data can bias the estimates of the parameters 

and the standard errors might be underestimated, which can lead to falsely rejecting the null 

hypothesis (Cheah, 2009; Daniels et al., 2004). All in all, a single-level logistic regression will 

not provide an unbiased estimation of the model (Sommet & Morselli, 2017).   

Therefore, in this analysis I use a logistic multi-level regression. Using a multi-level 

model means that on one hand the value of the outcome variable can differ between clusters, 

and on the other hand the effect of a lower-level variable is allowed to differ between clusters 

(Sommet & Morselli, 2017).   
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Table 1: descriptive statistics 

Variable Observations Mean  Standard 
Deviation 

Minimum Maximum 

Dependent 
variable 

     

TEA 118,795 .128 .335 0 1 
      
Independent 
variables  

     

Female 118,795 .485 .500 0 1 
Government size 118,795 26.974 9.479 4.067 47.708 
Education 118,795 4.433 1.111 2.133 7.569 
Regulatory 
burden 

118,795 7.075 2.615 2 14 

Government 
stability 

118,795 .532 .171 .24 .85 

Income 
regulations 

118,795 40.624 15.067 11.3 106 

Government 
support policies 

118,795 2.562 .493 1.56 3.75 

      
Individual level 
control variables 

     

Age 118,795 39.307 13.078 18 64 
Education 118,795     

Pre-primary 
education 

118,795 .024 .155 0 1 

Primary 
education 

118,795 .094 .293 0 1 

Lower 
secondary 
education 

118,795 .170 .376 0 1 

Upper 
secondary 
education 

118,795 .315 .464 0 1 

Post-secondary 
education 

118,795 .137 .343 0 1 

First-stage 
tertiary 
education 

118,795 .236 .425 0 1 

Second-stage 
tertiary 
education 

118,795 .024 .152 0 1 

Network  118,795 .411 .492 0 1 
Employment 
status 

118,795 .712 .453 0 1 

Entrepreneurial 
confidence 

118,795 .525 .499 0 1 

Entrepreneurial 
opportunity 

118,795 .441 .496 0 1 

Fear of failure 118,795 .418 .493 0 1 
      
Country level 
control variables 

     

GDP per capita 118,795 22,468.53 19,433.62 515.293 109,921 
GDP per capita 
growth 

118,795 3.059 1.911 -1.498 8.940 

Unemployment 118,795 8.227 5.869 .14 27.04 
Export 118,795 41.384 27.036 11.320 192.748 
Natural resources 118,795 3.536 5.523 .002 24.323 
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3.2.2. Justification of the model 

In order to see if the multilevel logistic regression is a good model to estimate the results that 

are used to test the hypothesis, I perform different validity tests (Sommet & Morselli, 2017). 

According to Sommet and Morselli (2017) there are two tests to find out if the multilevel 

regression model is the best method to analyze the data. Firstly, the null model is estimated to 

see whether there is need for analysis at multilevel. Secondly, there is a test to find out if the 

model needs a fixed or a random varying slope.  

 

3.2.2.1. Empty model and the Intraclass Correlation Coefficient 

The first step to estimate whether multilevel logistic regression is a suitable model to test the 

hypothesis, is to run an empty model. The empty model, also called the null model is a model 

that has no independent or control variables included. The model is shown in equation 1. I use 

this model to check if there is clustering in the data, thus if it is needed to perform a multilevel 

analysis (Gordon, 1996).  

 

𝐿𝑜𝑔𝑇𝐸𝐴𝑖𝑗 =  𝛼0 + 𝑢0𝑗 + 𝜀𝑖𝑗 ,   (1) 

 

where 𝐿𝑜𝑔𝑇𝐸𝐴 stands for the logarithmic odds that indicate whether the individual j is engaged 

in entrepreneurship when equal to one, or zero when they are not, in country j. 𝛼0 is the fixed 

parameter of the model. 𝑢0𝑗 indicates the variance of the fixed intercept for the different 

countries. 𝜀𝑖𝑗 is the error term of the model. 

 

The dependent variable of the multilevel model is a logit of the probability of the individual 

being engaged in Total Entrepreneurial Activity, then y = 1, divided by the probability of the 

individual not being engaged in Total Entrepreneurial Activity, then y = 0. Which means that 

the dependent variable LogTEAij is the logit of the odds ratio of an individual being engaged in 

entrepreneurship. Equation 2 portrays this value. Since the model is empty, there are no 

independent and control variables. Only the constant and the error term are present in the 

model. 

 

𝐿𝑜𝑔𝑇𝐸𝐴𝑖𝑗 = 𝐿𝑜𝑔𝑖𝑡 (
[𝑝𝑟𝑜𝑏 (𝑇𝐸𝐴𝑖𝑗=𝑦)]

[𝑝𝑟𝑜𝑏 (𝑇𝐸𝐴𝑖𝑗=𝑦)]
),  (2) 

 

where 𝐿𝑜𝑔𝑇𝐸𝐴 stands for the logarithmic odds that indicate whether the individual j is 

engaged in entrepreneurship when equal to one, or zero when they are not in country j. 
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[𝑝𝑟𝑜𝑏 (𝑇𝐸𝐴𝑖𝑗 = 𝑦)] indicates the probability if an individual is or is not engaged in Total 

Entrepreneurial Activity.  

 

In a multilevel logistic regression, the outcome of the dependent variable is allowed to differ 

between clusters since the model can account for the difference. In a multilevel model there 

is supposably variance across higher level groups. In this model, these higher-level groups 

are countries. There can also be variance within groups, so among individuals. Results from 

the empty model are used to test whether there is clustering in the data, thus if the outcome 

of the dependent variable varies between countries. If there are significant differences, it is 

needed to estimate the model from a multilevel perspective (Sommet & Morselli, 2017).  

 

𝐼𝐶𝐶 =  
𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒+𝑤𝑖𝑡ℎ𝑖𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
, (3) 

 

𝐼𝐶𝐶 =
𝑣𝑎𝑟 (𝑢0𝑗)

𝑣𝑎𝑟 (𝑢0𝑗)+( 
𝜋2

3
)
,  (4) 

where 𝑣𝑎𝑟 (𝑢0𝑗) is the proportion of variation between countries for country j, and (
𝜋2

3
) is the 

proportion of variation between individuals.  

 

To test whether there is variation of odds of the dependent variable between clusters, i.e. if the 

proportion of individuals being engaged in entrepreneurial activity differs between countries, 

the Intraclass Correlation Coefficient (ICC) is calculated. The ICC is calculated with an empty 

model which only contains the dependent variable and no predictors (independent and control 

variables). Which is also called an ‘unconditional mean model’. The model allows to calculate 

the ICC (equation 3 and 4) which indicates variation of odds between countries (Wu et al., 

2012). The ICC displays the proportion of variation between countries: (𝑣𝑎𝑟 (𝑢0𝑗)) and the 

proportion of the variation between individuals (
𝜋2

3
). The value of the ICC can range from 0 to 

1. When the ICC is equal to 0 it means that there is perfect interdependence of residuals. In 

other words, the results of the model are not dependent on the cluster (in this case the country). 

If the ICC is 0, it could be suggested to run a basic one level regression since the different 

clusters are of no influence on the outcome of the dependent variable. When the ICC is equal 

to 1 it means that there is perfect interdependence of the residuals. An ICC of 1 indicates that 

the observations within the cluster are similar but they completely differ between clusters 

(Sommet & Morselli, 2017).  

When calculating the ICC with the data that is going to be used to estimate the differing 

effect of governmental institutions for women on entrepreneurial activity, the Intraclass 
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Correlation Coefficient is 9,4% as can be seen in Appendix F table 8. This means that 9,4% of 

the variance of the data can be depicted to differences between countries, and 90,6% of the 

variance can be depicted to differences within countries. For the ICC to be considered high 

enough to perform multilevel analysis, the literature uses different thresholds. The paper by 

Pellis et al., (2004) considers an ICC of 10% a sufficient level of cross cluster variance for a 

multilevel regression to be performed. Heck et al., (2013) indicate the threshold lower at 5%. 

If the variation between groups is lower, using a multilevel model is not recommended since 

the differences between the groups are considered to be too small. Consequently (Ramos et 

al., 2016) also use the 5% as a threshold for a sufficiently sized ICC. Hence, in this research I 

use a 5% threshold to indicate the need for multilevel analysis. It means that the ICC of the 

dataset, which is 9,4% is considered sufficiently large enough to use multilevel regression.  

 

3.2.2.2. Constraint Intermediate model  

Now that I have investigated the variance of odds between clusters, we need to check in the 

second step whether the lower-level variables (individual level data) differ between clusters. 

The multilevel logistic regression can be designed by either including a fixed or a random 

parameter slope in the model. When slopes are random it suggests that the variables on the 

individual level are different among clusters, which means that the characteristics of the 

individuals differ across countries. 

Some papers suggest that one should always use random slopes in multilevel logistic 

regression (Barr et al., 2013). Others suggest that always implementing random slopes could 

lead to over parametrization or failure of convergence. It could also be that the outcomes are 

not interpretable (Bates et al., 2015). Random parameter slopes can be used, but it needs to 

be tested whether using them is justifiable (Sommet & Morselli, 2017). Using fixed slopes 

opposed to random slopes indicates that the effect of gender and governmental institutions 

are the same for individuals across countries.  

In order to do so, I test this with two models. Both a Constrained Intermediate Model 

(CIM), and an Augmented Intermediate Model (AIM) are performed and its deviances are 

compared with a likelihood ratio test to test which model fits better. The CIM indicates both 

individual and country level variables and does not include cross-level interactions and random 

effects. This is the model in equation 7. 

 

𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗 = 𝛼0 +  𝛽1.0 𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 + 𝛽2.0 𝑋𝑖𝑗 + 𝛽0.1 𝑔𝑜𝑣𝑠𝑖𝑧𝑒𝑗 + 𝛽0.2 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑦𝑗 +

 𝛽0.3 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑗 + 𝛽0.4 𝑔𝑜𝑣𝑠𝑡𝑎𝑏𝑗 +  𝛽0.5 𝑡𝑎𝑥𝑟𝑎𝑡𝑒𝑗 +  𝛽0.6 𝑠𝑢𝑝𝑝𝑔𝑜𝑣𝑗 + 𝛽0.7 𝜗𝑗 + 𝑢0𝑗 + 𝜀𝑖𝑗 , 

            (5) 
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where 𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗 stands for the logarithmic odds that indicate whether the individual i is 

engaged in entrepreneurship when equal to one, or zero when they are not in country j. 𝛼0 is 

the fixed parameter in the model. 𝛽1.0 represents the effect of female on 𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗 . 𝛽2.0 

depicts the coefficient of the effect of the individual control variables, that are all represented 

by 𝑋𝑖𝑗  on 𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗 . 𝛽0.1, 𝛽0.2, 𝛽0.3, 𝛽0.4 𝛽0.5 and 𝛽0.6 indicate the coefficient of the effect of 

government size, education spending, regulatory burden, governmental stability, income 

regulations and government support for country j on 𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗  . 𝛽0.7 indicates the effect of a 

particular country-level control variable, which are all represented by 𝜗𝑗 for country j on 

𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗.  𝑢0𝑗 indicates the variance of the fixed intercept for the different countries. 𝜀𝑖𝑗 is 

the error term of the model.  

 

3.2.2.3. Augmented Intermediate model  

The difference between the augmented and the constraint model is that in the augmented 

model there is a residual term included for the concerned individual level variable. In this case 

the variable is female. The augmented model allows to estimate random slope variance which 

can be important when the individual level variables differ across clusters. Again, in the 

augmented model no interaction terms are included. This model is estimated in equation 6.  

 

𝐿𝑜𝑔𝑖𝑡𝑇𝐸𝐴𝑖𝑗 = 𝛼0 + (𝛽1.0 + 𝑢1𝑗)𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 + 𝛽2.0 𝑋𝑖𝑗 + 𝛽0.1 𝑔𝑜𝑣𝑠𝑖𝑧𝑒𝑗 + 𝛽0.2 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑦𝑗 +

 𝛽0.3 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑗 + 𝛽0.4 𝑔𝑜𝑣𝑠𝑡𝑎𝑏𝑗 +  𝛽0.5 𝑡𝑎𝑥𝑟𝑎𝑡𝑒𝑗 +  𝛽0.6 𝑠𝑢𝑝𝑝𝑔𝑜𝑣𝑗 + 𝛽0.7 𝜗𝑗 +  𝑢0𝑗 + 𝜀𝑖𝑗, 

           (6) 

 

where 𝑢1𝑗 is the random slope parameter, which shows the divergence of the individual effect 

of gender on the entrepreneurial engagement within a country and the average effect.  

 

Appendix G table 9 contains both the results of the estimated CIM and AIM models. These 

results indicate that the variance of female is 4,1% (𝑣𝑎𝑟(𝑢1𝑗) = 0.041 and p < 0.01) across 

countries. To see if random slope parameters are the best fit to use in the multilevel logistic 

regression, I compare the deviances of the constrained intermediate model and the augmented 

intermediate model. The deviance of a model is a misfit index which means that when the 

deviance is smaller the model fits better. This to determine whether including variation based 

on the cluster, will improve the estimation of the model or not. Additionally, I perform a 

likelihood ratio test to find whether fixed or randoms parameter slopes fit better.  

The likelihood ratio test tests whether the deviance of the AIM is significantly lower 

compared to the CIM. If the deviance of the AIM is lower it means that the regression with the 

random slopes fits the data best, and is therefore a valid predictor since the relation of gender 
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and TEA differs per country. The differences between the deviances of the models is 40.076 

(𝐿𝑅 𝜒2(1) = 74,838.00 - 74,797.924 = 40.076). This difference is statistically significant at the 

1% level (p < 0.01). Since it appears that the deviance of the CIM is significantly higher than 

the deviance of the AIM it means that including random slopes into the model of the variable 

gender results in the best fitted model.  

 

𝐿𝑅 𝜒2(1) = 𝑑𝑒𝑣𝑖𝑎𝑛𝑐𝑒 (𝐶𝐼𝑀) − 𝑑𝑒𝑣𝑖𝑎𝑛𝑐𝑒 (𝐴𝐼𝑀) (7) 

 

3.2.3. Complete specification 

All in all, multilevel logistic analysis with random slopes is necessary to analyze the data 

correctly. After constructing the empty model and calculating the ICC, I find clustering in the 

data which justifies the use of a multilevel logistic regression. In this research a multilevel 

logistic model is investigated in the context of the cross-level interaction effect that 

governmental institutions have on the effect of one’s gender on their entrepreneurial activity. 

Since the deviance of the AIM is significantly lower than the deviance of the CIM, I use random 

slopes in the model to account for the different relationship between gender and TEA per 

country. The model is formulated in equation 8 below.  

 

𝐿𝑜𝑔𝑇𝐸𝐴𝑖𝑗 =  𝛼0 + (𝛽1.0 + 𝑢1𝑗) 𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 + 𝛽2.0 𝑋𝑖𝑗 + 𝛽0.1 𝑔𝑜𝑣𝑠𝑖𝑧𝑒𝑗 + 𝛽0.2 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑗 +

 𝛽0.3 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑗 + 𝛽0.4 𝑔𝑜𝑣𝑠𝑡𝑎𝑏𝑗 +  𝛽0.5 𝑡𝑎𝑥𝑟𝑎𝑡𝑒𝑗 +  𝛽0.6 𝑠𝑢𝑝𝑝𝑔𝑜𝑣𝑗 + 𝛽0.7 𝜗𝑗 +

  𝛽1.1 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑔𝑜𝑣𝑠𝑖𝑧𝑒𝑗) + 𝛽2.2 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑗) + 𝛽3.3 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑗) +

 𝛽4.4 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑔𝑜𝑣𝑠𝑡𝑎𝑏𝑗) +  𝛽5.5 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑡𝑎𝑥𝑟𝑎𝑡𝑒𝑗) +  𝛽6.6 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑠𝑢𝑝𝑝𝑔𝑜𝑣𝑗) + 𝑢0𝑗 +

𝜀𝑖𝑗            (8) 

 

where 𝛽1.1, 𝛽2.2, 𝛽3.3, 𝛽4.4, 𝛽5.5, 𝛽6.6 indicate the coefficients that portray the interaction effect 

of 𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 and each governmental institution on 𝐿𝑜𝑔𝑇𝐸𝐴𝑖𝑗 .  

 

4. Results 

As has been discussed in the previous section, I use a multilevel logistic regression with 

random intercepts and slopes for gender to estimate the moderating effects of governmental 

institutions on the gender gap in entrepreneurial activity. Table 2 shows the estimates of the 

coefficient of the multilevel logistic regression model. Table 3 contains the odds ratio of the 

same predicted models. First, I discuss the results of the individual level and country level 

control variables. The third section contains the results of the estimates of the governmental 
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institution determinants. In the fourth section I present concerns about the interpretation of the 

interaction coefficients and discuss the hypotheses.  

 

4.1. Individual level control variables 

Table 2 presents that the control variable age has a negative and significant relationship with 

engagement in entrepreneurship. This indicates that the older the individual is, they will less 

likely be engaged in entrepreneurship. The odds ratio from table 3 indicate that the odds that 

one is engaged in entrepreneurship will decrease with 2.3% per year that one has aged. This 

is in line with the expectations formed from the literature.  

For the education variables all of them depict a negative relationship with 

entrepreneurial engagement. Only for lower secondary and upper secondary the relationship 

is statistically significant (p < 0.10 and p < 0.05). The negative and significant relationship 

indicates that individuals that have undergone these levels of education, have a lower 

engagement in entrepreneurship compared to individuals who have undergone only pre-

primary education. A similar relationship is found for primary education, post-secondary 

education, first-stage tertiary education and second-stage tertiary education. However, the 

relationship for these coefficients is not statistically significant, thus cannot be interpreted. 

These estimates are also not in line with the literature.  

The perceptual individual factors all indicate a significant (p < 0.01) effect on 

entrepreneurial activity. The extent to which an individual experiences entrepreneurial 

confidence, a network of fellow entrepreneurs or if the individual perceives entrepreneurial 

opportunity has, as is expected, a positive and significant (p < 0.01) effect on the level of TEA. 

The occupation of the individual, thus whether they are working or not, affects the 

entrepreneurial activity in a positive way. As indicated by the odds ratios in table 3 individuals 

that work are 3,54 times more likely to engage in entrepreneurship compared to individuals 

who are not working. The fear to fail is negative and significantly related to entrepreneurial 

engagement. It is suggested that fear of failure decreases the entrepreneurial engagement 

with 26% compared to individuals who are not afraid to fail. This was also suggested from the 

literature.  

 

4.2. Country level control variables 

The country level control variables GDP per capita, GDP per capita growth, unemployment 

and natural resources indicate a negative but insignificant effect on engagement in 

entrepreneurship. Additionally, export has a positive but insignificant association with 

entrepreneurial engagement. Therefore, the effects cannot be interpreted.  
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4.3. Country level determinants  

Table 2 shows that for the governmental institutions, only the coefficient of the government 

support policies has a negative (β = -0.286) and significant (p < 0.05) effect on the odds of 

one’s entrepreneurial engagement. It suggests that a more supportive government towards 

entrepreneurial friendly conditions decreases the likelihood of an individual engaging in 

entrepreneurship. The negative and significant relationship is not in line with the expectations. 

A suggested explanation can be that governments are more likely to support entrepreneurship 

when the entrepreneurial climate is bad as an attempt to improve entrepreneurial undertake. 

Therefore, people tend to be less likely to be engaged in entrepreneurship when there is 

governmental support since the support is only present because there are no optimal 

entrepreneurial circumstances. Additionally, groups that could benefit the most from 

government support might not be reached by the support programs, which can cause them to 

have an opposing effect (Meyer, 2015). The remaining governmental institutions: government 

size, education, regulatory burden, governmental stability and income regulations have 

negative but insignificant (p > 0.10) effects.  

 

4.4. Interaction of individual and country level determinants  

Before discussing the main results, one has to raise awareness that interpreting interaction 

effects in multilevel logistic regression is not very easy (Kolasinski & Siegel, 2010). When using 

logistic regression, the value of the interaction term can be biased. Therefore, researchers use 

special statistical software that allows to estimate the parameter of the interaction effect 

correctly (Norton et al., 2004). With multilevel logistic regression, the estimate of the product 

coefficient is sometimes not in agreeance with the actual interaction effect (Sommet & Morselli, 

2017). The software namely calculates the marginal effect which is not equal to the actual 

interaction effect (Ai & Norton, 2003; Karaca-Mandic et al., 2012). Where with logistic 

regression one can use special statistical packages to solve the problem, for multilevel models 

there is no such package that allows to estimate the interaction effects correctly since this is 

very complex. Contrary, multiple papers advocate that it is possible to interpret the interaction 

term of the multilevel model most of the times (Greene, 2010; Kolasinski & Siegel, 2010). To 

avoid a possible bias, only the sign and significance of the interaction coefficients are 

interpreted when either accepting or rejecting the hypotheses.  

 

Reviewing the results presented in table 2, the first model provides evidence that supports the 

first hypothesis. The first hypothesis states that women across nations are less often engaged 

in entrepreneurial activity compared to men. This is proven by the negative (β = -0.074) and 

statistically significant (p < 0.05) effect of gender on entrepreneurial engagement. As is implied 
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from table 3, women are 7.1% less likely to be engaged in entrepreneurship compared to men. 

All in all, the first hypothesis cannot be rejected. 

For the second hypothesis, in table 2 model 2, a negative (β = -0.011) and statistically 

significant (p < 0.01) interaction shows that the negative effect of government size on 

entrepreneurial activity is even stronger for female entrepreneurs in comparison with male 

entrepreneurs. 

This supports the second hypothesis, which states that a larger government reduces the 

probability of women engaging in entrepreneurial activity even more in comparison to male 

entrepreneurial activity. As previously discussed, reasoning for this is that large governments 

are more likely to provide more jobs or assistance to their inhabitants in finding a job. This 

support can discourage more women from engaging in entrepreneurship compared to men. It 

is also suggested that women are more dependent on such stimulation or aid due to 

entrepreneurship being a male focused work field. When looking at the odds ratios in table 3, 

an increase in the percentage of governmental spending of the GDP with one percent, 

decreases the likelihood of women engaging in entrepreneurship with 1.1% in comparison to 

men. The size of the coefficient suspects that the effect is economically significant. All in all, 

the results are in line with the expectations, and the second hypothesis cannot be rejected.  

Table 2 model 3 presents contrary results for the third hypothesis. The third hypothesis 

suggests that educational investments have a stronger positive effect on the probability of 

women getting engaged in entrepreneurial activity compared to men. The effect of the 

interaction effect that is found with the multilevel regression is however negative (β = -0.014). 

The estimated effect suggests that increased spending on education by the government 

induces less women than men in entrepreneurial activity. The size of the coefficient suspects 

that the effect is economically significant. But, since the effect is statistically insignificant (p > 

0.05), the effect cannot be interpreted since the model is unable to estimate the coefficients 

precisely. All in all, the third hypothesis has to be rejected. 

In the fourth model of table 3, a contrary relationship is found to what is suggested in 

the fourth hypothesis. The fourth hypothesis states that the suspected negative effect of 

increased regulatory burden on the probability of engaging in entrepreneurial activity is larger 

for women in comparison to men. In the model a positive (β = 0.057) and statistically significant 

(p < 0.01) relationship is found. This suggests that the suspected larger negative effect of 

additional regulations is attenuated for women. The odds ratio in table 3 implies that an 

additional entrance regulation increases the odds of women engaging in entrepreneurship by 

5.8% more in comparison to men. The size of the coefficient suspects that the effect is 

economically significant. The positive and significant relationship leads to a rejection of the 

fourth hypothesis.  
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For the fifth hypothesis, in table 2 model five I find a negative (β = -0.797) and 

statistically significant (p < 0.01) interaction effect which shows that a more stable government 

reduces the probability of women engaging in entrepreneurship in comparison to men. The 

effect found is the opposite to what is stated in the fifth hypothesis, which suggests that 

governmental stability increases female entrepreneurial activity at a higher rate in comparison 

to male entrepreneurial activity. Thus, the expected effect of the governmental stability is 

weakened for women compared to men. The odds ratio in table 3 indicates that an increase of 

one point in the Corruption Perception Index decreases the odds of female entrepreneurship 

by 65,9% in comparison to men. The size of the coefficient suspects that the effect is 

economically significant. However, this suspected negative interaction effect rejects the fifth 

hypothesis.  

Table 2 contains contrary results for both hypothesis six and seven. The sixth 

hypothesis states that increased taxes have a stronger negative effect on the probability of 

women being engaged in entrepreneurial activity in comparison to men engaging in 

entrepreneurial activity. From the estimated coefficients in model six, a positive relationship is 

detected (β = 0.003). The positive relationship implies that when the tax burden of a country is 

higher, the negative effect of increased taxes is attenuated for women. However, the effect is 

so small that it suggests economic insignificance. The seventh hypothesis states that 

governmental support policies have a stronger positive effect for women engaging in 

entrepreneurial activity compared to men. In model seven a negative relationship is found (β 

= -0.086) which indicates that a government that has more entrepreneurial support policies, 

decreases the probability of women engaging in entrepreneurial activity compared to men. 

Thus, the positive effect of the governmental institution is again attenuated for women 

compared to men.  However, both effects are statistically insignificant (p > 0.10), this means 

the model is unable to estimate the coefficients precisely, so they both cannot be interpreted 

and both hypotheses are rejected.  

Model 8, which is the last model of table 2, contains all interaction effects of all 

independent governmental institutional variables with female. The interaction terms are similar 

to the previous estimation models. Except for the relationship between education and gender. 

The relationship turns positive (β = 0.043) and statistically significant (p < 0.05). This supports 

hypothesis 3. Additionally, the estimate of the interaction effect with governmental support is 

significant in model 8 compared to insignificant in model 7. The sign of the estimation remains 

the same. The estimation of the sign of the main effect of gender is similar to model 1 but the 

coefficient turns insignificant in the eighth model.  

Interactions show that government size, regulatory burden and governmental stability 

have different effects on women and men engaging in entrepreneurial activity. Given the 

inconclusive sign of the direct effects of the institutions on entrepreneurial engagement, I show 
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the results by gender in Appendix H. The results in the Appendix provide even more support 

for the gender differences in the effect of institutions on entrepreneurial activity. Specifically 

government size and government stability affect women significantly in a more negative way 

in comparison to men.  
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Table 2: regression results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female. 

Dependent variable = 
TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female -.074** 
(.037) 

.232** 
(.098) 

.019 
(.135) 

-.452*** 
(.075) 

.347*** 
(.087) 

-.207** 
(.097) 

.149 
(.181) 

.164 
(.178) 

H1 

Government size  -.011 
(.009) 

     -.0160* 
(.009) 

 

Education   -.014 
(.058) 

    -.008 
(.065) 

 

Regulatory burden    -.037 
(.028) 

   -.039 
(.029) 

 

Government stability     -.532 
(.651) 

  -.165 
(.816) 

 

Income regulations      -.004 
(.005) 

 .003 
(.005) 

 

Government support 
policies 

      -.286** 
(.134) 

-.328** 
(.152) 

 

          

Cross level 
interaction effect  

         

Female * Government 
size 

 -.011*** 
(.003) 

     -
.0111*** 
(.003) 

H2 

Female * Education   -.021 
(.030) 

    .043* 
(.023) 

H3 

Female * Regulatory 
burden 

   .057*** 
(.010) 

   .037*** 
(.010) 

H4 

Female * Government 
stability 

    -.797*** 
(.160) 

  -.345* 
(.186) 

H5 

Female * Income 
regulations 

     .003 
(.002) 

 .003 
(.002) 

H6 

Female * Government 
support policies 

      -.086 
(.069) 

-.116** 
(.052) 

H7 

          

Individual level 
control variables 

         

Age -.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

 

Education          

Pre-primary education          

Primary education -.106 
(.075) 

-.105 
(.075) 

-.106 
(.075) 

-.107 
(.075) 

-.104 
(.075) 

-.106 
(.075) 

-.106 
(.075) 

-.100 
(.075) 

 

Lower secondary 
education 

-.138* 
(.072) 

-.136* 
(.072) 

-.138* 
(.072) 

-.139* 
(.072) 

-.135* 
(.072) 

-.137* 
(.072) 

-.137* 
(.072) 

-.130* 
(.072) 

 

Upper secondary 
education 

-.168** 
(.070) 

-.166** 
(.070) 

-.167** 
(.070) 

-.168** 
(.070) 

-.164** 
(.070) 

-.168** 
(.070) 

-.167** 
(.070) 

-.159** 
(.070) 

 

Post-secondary 
education 

-.053 
(.072) 

-.052 
(.072) 

-.053 
(.072) 

-.054 
(.072) 

-.050 
(.072) 

-.053 
(.072) 

-.052 
(.072) 

-.044 
(.072) 

 

First-stage tertiary 
education 

-.108 
(.071) 

-.106 
(.071) 

-.108 
(.071) 

-.108 
(.071) 

-.105 
(.071) 

-.108 
(.071) 

-.107 
(.071) 

-.098 
(.071) 

 

Second-stage tertiary 
education 

-.073 
(.090) 

-.069 
(.090) 

-.073 
(.090) 

-.074 
(.090) 

-.072 
(.090) 

-.073 
(.090) 

-.072 
(.090) 

-.062 
(.090) 

 

Network  .808*** 
(.020) 

.807*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.807*** 
(.020) 

 

Employment status 1.264*** 
(.031) 

1.264*** 
(.031) 

1.264*** 
(.031) 

1.266*** 
(.031) 

1.266*** 
(.031) 

1.264*** 
(.031) 

1.264*** 
(.031) 

1.270*** 
(.031) 

 

Entrepreneurial 
confidence 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.222*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.222*** 
(.024) 

 

Entrepreneurial 
opportunity 

.405*** 
(.020) 

.404*** 
(.020) 

.405*** 
(.020) 

.405*** 
(.020) 

.404*** 
(.020) 

.405*** 
(.020) 

.405*** 
(.020) 

.404*** 
(.020) 

 

Fear of failure -.298*** 
(.021) 

-.297*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 
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Country level control 
variables 

         

GDP per capita -.000 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

 

GDP per capita growth -.021 
(.041) 

-.031 
(.041) 

-.022 
(.041) 

-.026 
(.042) 

-.021 
(.041) 

-.017 
(.041) 

-.008 
(.040) 

-.027 
(.040) 

 

Unemployment -.021 
(.015) 

-.009 
(.017) 

-.021 
(.015) 

-.023 
(.015) 

-.022 
(.015) 

-.020 
(.015) 

-.027* 
(.014) 

-.013 
(.016) 

 

Export .001 
(.003) 

.002 
(.003) 

.000 
(.002) 

.000 
(.003) 

.000 
(.003) 

-.000 
(.003) 

-.000 
(.002) 

.002 
(.003) 

 

Natural resources -.020 
(.015) 

-.031* 
(.016) 

-.020 
(.015) 

-.017 
(.015) 

-.021 
(.015) 

-.024 
(.015) 

-.013 
(.014) 

-.021 
(.016) 

 

          

Fixed parameter          

Constant -
3.243*** 
(.274) 

-
2.987*** 
(.334) 

-
3.184*** 
(.366) 

-
2.930*** 
(.369) 

-
3.056*** 
(.372) 

-
3.033*** 
(.359) 

-
2.573*** 
(.409) 

-
1.848*** 
(.565) 

 

          

Variant parameters          

Random intercept 
variance  

.214*** 
(.045) 

.205*** 
(.043) 

.214*** 
(.045) 

.219*** 
(.046) 

.216*** 
(.045) 

.213*** 
(.045) 

.195*** 
(.041) 

.184*** 
(.039) 

 

Random slope 
variance  

.042*** 
(.013) 

.032*** 
(.011) 

.042*** 
(.013) 

.016*** 
(.046) 

 

.019*** 
(.008) 

.039*** 
(.012) 

.039*** 
(.013) 

.003 
(.004) 

 

ICC  6.12% 5.87% 6.11% 6,25% 6.16% 6,07% 5.58% 5,32%  

Notes: ***p<0.01, **p<0.05 and *p<0.0. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Table 3: odds ratio results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female. 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female .929** 
(.034) 

1.261** 
(.123) 

1.020 
(.138) 

.637*** 
(.048) 

1.415*** 
(.123) 

.813** 
(.079) 

1.161 
(.210) 

1.178 
(.210) 

H1 

Government size  .989 
(.009) 

     .984* 
(.009) 

 

Education   .986 
(.057) 

    .992 
(.064) 

 

Regulatory burden    .963 
(.027) 

   .962 
(.028) 

 

Government 
stability 

    .587 
(.382) 

  .847 
(.692) 

 

Income 
regulations 

     .996 
(.005) 

 1.003 
(.005) 

 

Government 
support policies 

      .751** 
(.101) 

.720** 
(.111) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 .989*** 
(.003) 

     .989*** 
(.003) 

H2 

Female * 
Education 

  .979 
(.029) 

    1.044* 
(.024) 

H3 

Female * 
Regulatory burden 

   1.058*** 
(.011) 

   1.037*** 
(.010) 

H4 

Female * 
Government 
stability 

    .451*** 
(.072) 

  .708* 
(.132) 

H5 

Female * Income 
regulations 

     1.003 
(.002) 

 1.003 
(.002) 

H6 

Female * 
Government 
support policies 

      .917 
(.063) 

.890** 
(.046) 

H7 

          

Individual level 
control variables 

         

Age .987*** 
(.001) 

.987*** 
(.008) 

.987 
(.138) 

.987*** 
(.001) 

.987*** 
(001) 

.987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

 

Education          

Pre-primary 
education 

         

Primary education .899 
(.068) 

.901 
(.068) 

.900 
(.068) 

.899 
(.068) 

.901 
(.068) 

.900 
(.068) 

.900 
(.068) 

.905 
(.068) 

 

Lower secondary 
education 

.871* 
(.063) 

.873* 
(.063) 

.871** 
(.063) 

.870* 
(.063) 

.873* 
(.063) 

.872* 
(.063) 

.872* 
(.063) 

.878* 
(.063) 

 

Upper secondary 
education 

.846** 
(.059) 

.847** 
(.059) 

.846** 
(.059) 

.846** 
(.059) 

.848** 
(.059) 

.846** 
(.059) 

.846** 
(.059) 

.853** 
(.059) 

 

Post-secondary 
education 

.948 
(.068) 

.950 
(.069) 

.948 
(.069) 

.948 
(.068) 

.952 
(.069) 

.948 
(.069) 

.949 
(.069) 

.957 
(.069) 

 

First-stage tertiary 
education 

.898 
(.063) 

.900 
(.064) 

.898 
(.063) 

.897 
(.063) 

.900 
(.064) 

.898 
(.063) 

.898 
(.063) 

.907 
(.064) 

 

Second-stage 
tertiary education 

.930 
(.083) 

.934 
(.084) 

.930 
(.083) 

.928 
(.083) 

.931 
(.083) 

.930 
(.083) 

.930 
(.083) 

.940 
(.084) 

 

Network  2.244*** 
(.046) 

2.243*** 
(.046) 

2.244*** 
(.046) 

2.243*** 
(.046) 

2.243*** 
(.046) 

2.244*** 
(.046) 

2.243*** 
(.046) 

2.242*** 
(.046) 

 

Employment 
status 

3.538*** 
(.109) 

3.541*** 
(.109) 

3.539*** 
(.109) 

3.546*** 
(.109) 

3.548*** 
(.110) 

3.539*** 
(.109) 

3.538*** 
(.109) 

3.561*** 
(.111) 

 

Entrepreneurial 
confidence 

3.399*** 
(.082) 

3.397*** 
(.082) 

3.398*** 
(.082) 

3.397*** 
(.082) 

3.394*** 
(.082) 

3.399*** 
(.082) 

3.398*** 
(.082) 

3.393*** 
(.082) 

 

Entrepreneurial 
opportunity 

1.499*** 
(.030) 

1.498*** 
(.030) 

1.499*** 
(.030) 

1.499*** 
(.030) 

1.498*** 
(.030) 

1.499*** 
(.030) 

1.499*** 
(.030) 

1.498*** 
(.030) 
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Fear of failure .742*** 
(.015) 

.743*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

.743*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

 

          

Country level 
control variables 

         

GDP per capita 1.000** 
(.000) 

1.000** 
(.000) 

1.000** 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

1.000 
(.000) 

 

GDP per capita 
growth 

.979 
(.040) 

.997 
(.040) 

.979 
(.040) 

.974 
(.041) 

.979 
(.041) 

.983 
(.041) 

.992 
(.040) 

.973 
(.039) 

 

Unemployment .979 
(.014) 

.991 
(.016) 

.980 
(.014) 

.977 
(.015) 

.979 
(.014) 

.980 
(.014) 

.974* 
(.014) 

.987 
(.016) 

 

Export 1.001 
(.003) 

1.002 
(.003) 

1.000 
(.003) 

1.000 
(.003) 

1.000 
(.003) 

1.000 
(.003) 

1.000 
(.002) 

1.002 
(.003) 

 

Natural resources .980 
(.014) 

.970* 
(.015) 

.980 
(.014) 

.984 
(.015) 

.979 
(.014) 

.977 
(.015) 

.987 
(.014) 

.980 
(.016) 

 

          

Fixed parameter          

Constant 𝛼0 .039*** 
(.011) 

.050*** 
(.017) 

.041*** 
(.015) 

.053*** 
.020 

.047*** 
(.018) 

.048*** 
(.017) 

.076*** 
(.031) 

.157*** 
(.089) 

 

          

Variant 
parameters 

         

Random intercept 
variance  

.214*** 
(.045) 

.205*** 
(.043) 

.214*** 
(.034) 

.219*** 
(.046) 

.216*** 
(.045) 

.213*** 
(.045) 

.195*** 
(.041) 

.185*** 
(.039) 

 

Random slope 
variance  

.042*** 
(.013) 

.033*** 
(.011) 

.041*** 
(.013) 

.016*** 
(.008) 

.019*** 
(.008) 

.039*** 
(.012) 

.039*** 
(.013) 

.003 
(.004) 

 

ICC  6.12% 5,87% 6.11% 6,25% 6,16% 6,08% 5.58% 5,32%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
 

5. Robustness analyses 

5.1. Country control variables from 2016 

In the main analysis all data originates from the year 2017. However, it can be suspected that 

individuals tend to rely their choices to engage in entrepreneurship on the external environment 

of earlier years, rather than the year of surveillance (Reed, 2015). Some argue that the decision 

to engage in entrepreneurship can therefore be expected to rely more on the economic 

environmental conditions of the year of 2016 (Dheer et al., 2019). Therefore, I estimate the 

same model as previously described, but instead of using country level control variables of 

2017, the values of the year of 2016 are included to test the robustness of the main analysis. 

Tables 12 and 13 of Appendix I contain the results of this regression. The results suggest that 

there is no difference with the previous estimated model with the control variables from the 

year 2017. The only difference that is depicted is that GDP per capita generally gives a 

negative and significant effect opposed to a negative and insignificant effect in table 8 and 9. 

Overall the conclusions about my hypotheses do not change due to the difference in control 

variables. 

 

5.2. Alternative measures 

In order to test the robustness of the model used in the main analysis, I use different measures 

of governmental institutions in order to depict if these indicate a differing effect compared to 
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the main estimation. Since governmental institutions are not exactly measurable there are 

multiple factors that could be used to give an indication of its importance or effect. 

Alternative measures of the following governmental institutions are available: 

education, regulatory burden, government stability and income regulations. For education as 

a governmental institution, I use the percentage of the population that has completed tertiary 

education to measure how involved the government is in the quality of the education of a 

country. Literature suggests that more investments in education lead to a higher educated 

population (Levin et al., 2007; Psacharopoulos & Patrinos, 2010). This insinuates that a county 

with a high educated population is engaged in improving education as a governmental 

institution. To measure the regulatory burden, instead of number of procedures, days to set up 

a business is used as an indication. Kurtz and Schrank (2021) imply that the more days one 

needs to be able to set up a business is related to high regulatory burden in a country. 

Therefore, the measure aligns nicely with the previously used numbers of procedures to 

measure the regulatory burden. Both the education and regulatory burden measures originate 

from data collected by the World data bank in 2017 (The World Data Bank, 2017). An 

alternative measure for governmental stability is the political stability index from The Global 

Economy (2017). The political stability index indicates the extent to which there is terrorism or 

a chance of governmental destabilization in the target country. The measure is on a scale of -

2.5 to 2.5, where -2.5 indicates a weak political stability and 2.5 a strong political stability. 

Lastly, the indicator for income regulations is replaced by the tax attractiveness index by Tax 

Index (2017). The index ranges from 0 to 1 where 0 indicates that components such as anti-

avoidance rules, corporate income tax rate or the holding tax climate are very unfavorable. 

When the index is 1 it means that the country has very favorable tax conditions. When including 

all these alternative measures, it is tested whether similar determinants give differing results 

for the interaction effects estimated with the main model in tables 2 and 3.  

 

The model I use is again a multilevel logistic regression with random intercepts and slopes for 

gender to estimate the moderating effects of governmental institutions on the effect of gender 

on entrepreneurial activity. Equation 9 depicts the model; this model is entirely similar to the 

model described in the data and methodology section. However, this time I use different 

measures for education, regulatory burden, government stability and income regulations.  

 

𝐿𝑜𝑔𝑇𝐸𝐴𝑖𝑗 =  𝛼0 + (𝛽1.0 + 𝑢1𝑗) 𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 + 𝛽2.0 𝑋𝑖𝑗 + 𝛽0.1 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑗 + 𝛽0.2 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑑𝑎𝑦𝑠𝑗 +

 𝛽0.3 𝑝𝑜𝑙𝑖𝑡𝑖𝑐𝑎𝑙𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖𝑛𝑑𝑒𝑥𝑗 +  𝛽0.4 𝑡𝑎𝑥𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑗 +  𝛽0.5 𝜗𝑗 +   𝛽1.1 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗

𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑗) +  𝛽2.2 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑑𝑎𝑦𝑠𝑗) + 𝛽3.3 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗

𝑝𝑜𝑙𝑖𝑡𝑖𝑐𝑎𝑙𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖𝑛𝑑𝑒𝑥𝑗) +  𝛽4.4 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗 ∗ 𝑡𝑎𝑥𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑗) + 𝑢0𝑗 + 𝜀𝑖𝑗    (9) 
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I use the same sample of 118,795 individuals from 50 countries worldwide. The names of 

countries where the respondents are from are listed in Appendix I. To assess the robustness 

of the main analysis I compare the results of table 2 and 3 with the results of the robustness 

check in Appendix J table 14 and 15.  

In both table 2 model 3 and Appendix J table 14 model 2 the interaction effect of the 

education measure and gender on an individual’s entrepreneurial activity is negative (β = -

0.021 and β = -0.004) for female entrepreneurial engagement in comparison to male 

entrepreneurial engagement. The estimation of the second model differs in one aspect with 

the original estimation. In the estimation with the alternative measure of education the negative 

effect is significant (p < 0.05) compared to not significant in the main analysis of table 2. 

According to the odds ratio in Appendix J table 15 it is suggested that when the percentage of 

tertiary educated people goes up by 1%, this decreases the odds of women being engaged in 

entrepreneurial activity by 0.4% in comparison to men. Thus, in both models education has a 

more negative effect on entrepreneurial activity for women in comparison with men, which is 

in contradiction to with what is stated in hypothesis 3. However, the negative moderating effect 

is only significant in the analysis with the alternative measures. Reasoning for the larger 

negative effect could be that higher education leads to a higher awareness among women 

about their disadvantages in entrepreneurship which would discourage them more from 

entrepreneurship in comparison to men (Oosterbeek et al., 2010).  

The remaining estimated interaction effects of regulatory burden, government stability 

and income regulations have a similar sign and significance as the main estimation in tables 2 

and 3. A more precise interpretation of these coefficients can be found in Appendix K. All in 

all, with the exception of the effect of education, all the results seem to be robust.  

 

5.3. Alternative sample  

The descriptive statistics suggest that from all 118,795 observations of the 50 countries in the 

data set, 17,688 are conducted from Spain. This indicates that 14,89% of all observations are 

from a single country in the sample. To figure out if results are biased and dominated by 

respondents from Spain, I estimate a model with a sample that excludes the Spanish 

observations. This results in a new sample with 101,107 observations from 49 different 

countries. The list of countries is presented in Appendix L. Table 16 from Appendix M presents 

the results of the multilevel logistic regression coefficients of the alternative sample which 

excludes data from Spain. The estimates clearly suggest that there are hardly any differences 

between the estimates of the interaction effect in the main model and in the model with the 

alternative sample. All interaction effects indicate the same sign and significance as before. 
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Therefore, it is stated that the estimations of the main multilevel logistic regression are not 

driven by data from Spain.  

 

5.4. Alternative method 

In section 3 I argue that due to the multiple dimensions in the data it is recommended to use a 

multilevel logistic regression. According to (Moehring, 2021) a good alternative to a multilevel 

logistic regression is a fixed effects regression. A fixed effects regression is able to account for 

both country and individual fixed effects, thus controls for their heterogeneity in estimating a 

causal effect. One pitfall of fixed effects regression in the case of the dataset is that over the 

span of three years, only 34.815 individuals have participated in all three years of the survey. 

Thus, only a sample of 26 countries remains which is mostly driven by data from Mexico. The 

list of the countries in the fixed effects regression is in Appendix N. All in all, the limited dataset 

that remains after converting it to panel data suggests that a multilevel logistic regression is a 

better model to test for more country inclusive results (Slack & Draugalis, 2001). To test if the 

results are not dependent on the estimation method, I estimate the same results but with the 

fixed effects regression. 

With a fixed effects regression, within-individual variation estimates a causal effect. In 

such a model you are able to account for time-invariant individual, country and time 

characteristics, both observed and unobserved.  

For the fixed effects estimation, the same dependent, independent and control 

variables are used as for the multilevel logistic regression. The data contains observations 

from 34.815 individuals from 26 different countries in the years 2015 until 2017. Only a three-

year observation period is used to maximize the number of observations, but still be able to 

estimate the country, time and individual fixed effects. The model for the fixed effects 

regression becomes:  

 

𝐿𝑜𝑔𝑇𝐸𝐴𝑖𝑗 = 𝛼0 +  𝛽1.0 𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡  + 𝛽2.0 𝑋𝑖𝑗𝑡  + 𝛽0.1 𝑔𝑜𝑣𝑠𝑖𝑧𝑒𝑗𝑡 + 𝛽0.2 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑗𝑡 +

 𝛽0.3 𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑗𝑡 +  𝛽0.4 𝑔𝑜𝑣𝑠𝑡𝑎𝑏𝑗𝑡 +  𝛽0.5 𝑡𝑎𝑥𝑟𝑎𝑡𝑒𝑗𝑡 + 𝛽0.6 𝑠𝑢𝑝𝑝𝑔𝑜𝑣𝑗𝑡 + 𝛽0.7 𝜗𝑗𝑡 +

  𝛽1.1 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡 ∗ 𝑔𝑜𝑣𝑠𝑖𝑧𝑒𝑗𝑡) + 𝛽2.2 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡 ∗ 𝑒𝑑𝑢𝑐𝑜𝑢𝑛𝑡𝑟𝑗𝑡) +  𝛽3.3 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡 ∗

𝑟𝑒𝑔𝑏𝑢𝑟𝑑𝑒𝑛𝑗𝑡) +  𝛽4.4 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡 ∗ 𝑔𝑜𝑣𝑠𝑡𝑎𝑏𝑗𝑡) +  𝛽5.5 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡 ∗ 𝑡𝑎𝑥𝑟𝑎𝑡𝑒𝑗𝑡) +

 𝛽6.6 (𝑓𝑒𝑚𝑎𝑙𝑒𝑖𝑗𝑡 ∗ 𝑠𝑢𝑝𝑝𝑔𝑜𝑣𝑗𝑡) +  𝛽0.8 ∗  𝑦𝑒𝑎𝑟𝑡 +  𝛽0.9 ∗ 𝑐𝑜𝑢𝑛𝑡𝑟𝑦𝑗𝑡 +  𝛽0.10 ∗ 𝑖𝑑𝑖𝑗𝑡 + 𝜀𝑖𝑗𝑡 (10) 

 

Where 𝑇𝐸𝐴𝑖𝑗𝑡 stands for the binary variable that indicate whether the individual j is engaged in 

entrepreneurship when equal to one, or zero when they are not in country j at time t. 𝛼0 is the 

fixed parameter in the model that indicates the unobserved time-invariant individual effect. 𝛽1.0 

represents the effect of female on 𝑇𝐸𝐴𝑖𝑗𝑡 . 𝛽0.2 depicts the coefficient of the effect of the 
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individual control variables, that are all represented by 𝑋𝑖𝑗  on 𝑇𝐸𝐴𝑖𝑗𝑡 . 𝛽0.1, 𝛽0.2, 𝛽0.3, 𝛽0.4 𝛽0.5 

and 𝛽0.6 indicate the coefficient of the effect of government size, education spending, 

regulatory burden, governmental stability, income regulations and government support for 

country j at time t on 𝑇𝐸𝐴𝑖𝑗𝑡  . 𝛽0.7 indicates the effect of a particular country-level control 

variable, which are represented by 𝜗𝑗 for country j at time t on 𝑇𝐸𝐴𝑖𝑗𝑡 . 𝑦𝑒𝑎𝑟𝑡, 𝑐𝑜𝑢𝑛𝑡𝑟𝑦𝑗𝑡  and 

𝑖𝑑𝑖𝑗𝑡 are vectors for time, country and individual fixed effects.  𝜀𝑖𝑗𝑡 indicates the error term of 

the model.  

 

Table 18 in appendix O contains the results of the estimated fixed effects model. To compare 

the robustness of the main analysis the fixed effect estimates are compared to the main 

estimation in table 2. The effect of being a woman on entrepreneurial activity is according to 

model 1 table 18 in Appendix O positive (β = 0.014) and significant (p < 0.01). This is the 

opposite to the result in model 1 of table 2 which indicates that being a woman has a negative 

(β = -0.074) and significant (p < 0.05) effect on entrepreneurial activity. The coefficient 

estimated with the fixed effects regression is contrary to hypothesis 1 and indicates that the 

engagement of women in entrepreneurship is 0.014 points higher compared to men.  

In model 2 of table 2 and model 2 in Appendix O table 18 the estimates of the interaction 

effect of gender and government size are estimated. Opposed to the results of the main model, 

the fixed effects model estimates an attenuative effect for women compared to men on the 

negative relationship between government size and entrepreneurial activity. This is in contrast 

with hypothesis 2 which states that the negative effect of government size is even stronger for 

female entrepreneurial engagement, compared to male entrepreneurial engagement. 

However, the effect seems to be insignificant, thus cannot be interpreted.  

The interaction term of education with gender, displayed in model 2, indicates a positive 

(β = 0.007) and significant (p < 0.01) relationship. The effect suggests that a one percentage 

increase of educational spending of the GDP increases female entrepreneurial activity with 

0.007 points compared to male entrepreneurial activity. This is not in line with the results found 

in table 2, but confirms the third hypothesis which states that education has a stronger positive 

effect on female entrepreneurial engagement in comparison to male entrepreneurial 

engagement.  

Both the interaction effects of gender and regulatory burden and gender and 

government stability estimated in the fixed effect model are similar to their estimation in the 

main model. The interaction coefficient of gender and regulatory burden is, according to 

Appendix O table 18, positive (β = 0.002) and significant (p < 0.01). The positive and significant 

coefficient indicates that for women, an extra regulation increases their entrepreneurial 

engagement with 0.002 points compared to men.  
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The interaction effect of gender and governmental stability in Appendix O table 18 is 

positive (β = 0.000) as in table 2, but appears to be insignificant (p > 0.05). The interaction 

effect of income regulations and gender is in both the main model and the fixed effects model 

positive (β = 0.003 and β = 0.000) and insignificant.  

In model 7 of Appendix O table 18 the interaction term of gender and government 

support policies indicates a positive (β = 0.009) but insignificant (p < 0.05) effect. This effect is 

corresponding with what is stated in hypothesis 7, but contrary to the results in table 2.  

All signs of the interaction terms in model 8 of Appendix O table 18 are similar as 

estimated in the individual estimation model, except for the interaction term of gender and 

government size, gender and education and gender and government support policies. 

Additionally, most of the interaction effects estimated in the fixed effects model are 

insignificant. Thus, most but not all the results seem to be robust. 

 

5.5. Good controls 

As I have previously argued in the data and methodology section, various individual control 

variables can be perceived to be ‘bad’ controls. Bad controls can introduce a mechanism into 

the model, and therefore can give biased estimations of the coefficients. Appendix C table 5 

suggests that gender has a significant effect on education, employment status, entrepreneurial 

confidence and fear of failure. Because I followed the literature from Arabiyat et al. (2019); 

Estrin and Mickiewicz (2011) and Velilla et al. (2021) I still included all individual level control 

variables in the main model. However, including bad controls can give biased estimations of 

the coefficient (Angrist & Pischke, 2019; Lucifora, 2015). To estimate if excluding the bad 

controls from the estimation model would give different effects, in Appendix P tables 19 and 

20 education, employment status, entrepreneurial confidence and fear of failure are excluded 

from the multilevel logistic model. These results show that when excluding the bad controls 

from the estimation, the interaction effects of interests show similar sign and significance to 

the model which includes the bad controls.  

 

6. Conclusion, discussion and limitations  

In this section I will first conclude by addressing the most important findings from the empirical 

analysis to answer the research question. Consequently, I will discuss and explain the results 

of the performed multilevel logistic regression. Finally, the limitations and the 

recommendations for further research are presented.  
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6.1. Conclusion  

The literature has paid increasing attention to explaining the gender gap in entrepreneurship. 

Plenty of research is already conducted on the effect individual contextual factors, such as 

one’s personality and motives to become an entrepreneur, have on entrepreneurial 

engagement. It is also often researched, how these factors differ for men and women, thus in 

context of the gender gap, is an often-researched field as well. Contextual factors are a crucial 

building block to explain the gender gap in entrepreneurship (Bergmann & Stephan, 2013). An 

important determinant of the contextual environment is imposed by governmental institutions 

(Yay et al., 2018). Governmental institutions are a structure of established prevalent rules to 

structure interactions (Hodgson, 2006). Through these rules and structures the government 

can have a significant impact on the economic, but also the entrepreneurial performance of 

individuals (Mohammadi Khyareh, 2017; Yay et al., 2018). In this research I have investigated 

the moderating effect that different governmental institutions have on the causal effect of 

gender on entrepreneurial activity, by trying to answer the following question; 

 

How does the governmental imposed institutional environment influence the engagement in 

entrepreneurship of women in comparison with men?   

 

This investigation attempts to close the gap in research where research is conducted on the 

direct effect governmental institutions such as government size, education, regulatory burden, 

governmental stability, income regulations and governmental support policy have on 

entrepreneurial activity, but not how this effect differs for men and women. In order to do so I 

use individual level data to determine gender and entrepreneurial activity, and country level 

data to indicate governmental institutions. To estimate the interaction effects, this research 

makes use of a multilevel logistic regression model with interactions of gender and 

governmental institutions as the independent variable and the Total early-stage 

Entrepreneurial Activity (TEA) rate as the dependent variable. Using individual level data from 

the APS of the GEM (2017) and country level data from The World Data Bank (2017), I 

investigate different hypotheses in order to collectively use them to answer the main question.  

The results of the multilevel logistic regression empirically support the hypothesis which 

states that women are less likely to be engaged in entrepreneurial activity compared to men. 

Corresponding to suggestions from the literature, a government of large size is found to have 

a stronger negative effect on female entrepreneurial engagement compared to male 

entrepreneurial engagement. Reasoning for this is that larger governments are usually 

providing more jobs and better labor conditions which does not urge women into 

entrepreneurship. The estimations of the interaction effects of education, income regulation 

and government support policies as governmental institutions indicate to be insignificant. The 
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insignificant effect means that the model does not have enough statistical power to estimate 

the effect precisely thus according to the model it has no significant effect on the 

entrepreneurial activity. The expected negative effect of a higher regulatory burden is 

significantly attenuated for women compared to men, which indicates that a higher regulatory 

burden induces more women into entrepreneurial activity compared to men. This is contrary 

to the effect that is suspected from the literature, which suggests that a higher regulatory 

burden leads to less women than men engaging in entrepreneurial activity. For the hypothesis 

that states that governmental stability has a larger positive effect for women than men on 

entrepreneurial activity, I find contrary evidence. The results indicate that when a government 

is more stable, it reduces female entrepreneurial activity in comparison to male entrepreneurial 

activity. The results estimated in the main model are all found to be robust. 

All in all, I can establish that women are less likely to be engaged in entrepreneurship 

in comparison to men. To answer the research question, empirical findings suggest that an 

increase in both government size and government stability reduces the engagement of women 

in entrepreneurship in comparison to men. Additionally, the suspected negative effect of a high 

regulatory burden on entrepreneurial activity is weakened for women compared to men. Thus, 

more regulations induce more women than men into entrepreneurial activity. The estimations 

of education, income regulations and government support policies are found to have an 

insignificant effect on entrepreneurial activity. This all suggests that governmental institutions 

have a heterogeneous effect on entrepreneurial activity depending on one’s gender.   

 

6.2. Discussion  

As expected from the literature, the effect of government size on entrepreneurial activity is 

negative. Some scholars argue that this negative relationship is because larger governments 

provide more jobs and better working conditions (Bosma et al., 2018). This can nudge 

individuals out of entrepreneurship and in to employment. However, this effect is insignificant. 

Unexpectedly, education has a negative and insignificant effect on entrepreneurial 

activity. According to Oosterbeek et al., (2010), education, especially entrepreneurial 

education, can negatively influence entrepreneurial activity. Reasoning for this is that an 

individual that is highly educated (about entrepreneurship) is able to estimate the eventual 

pitfalls of entrepreneurship better. Additionally, the effect of education can differ among 

cultures and ethnicities, which can also advocate for insignificant power to estimate the 

coefficients (Thompson et al., 2010).  

The coefficient of regulatory burden shows the expected negative relationship which 

suspects that a higher regulatory burden decreases entrepreneurial activity. This is because a 

higher regulatory burden creates a barrier to start out in entrepreneurship and nudges 

individuals in employment which is then considered easier (Chowdhury et al., 2015; Levie & 
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Autio, 2011). And as I discuss later in the limitations, the insignificance of the effect can be due 

to the varying strictness of the regulations and the differing effects regulations can have per 

sector. This can lead to insignificant statistical power to estimate the true coefficient. 

Contrary to the expectations government stability suspects a negative and insignificant 

relationship with entrepreneurial activity. There is no evidence that suggests this possible 

negative relationship. The inconvenience and instability that governmental instability causes 

are in no way expected to be supportive for the entrepreneurial climate (Avnimelech et al., 

2014; Chowdhury et al., 2018; Dutta et al., 2013).  

As suspected, a higher tax burden has a negative relationship with entrepreneurial 

activity. This relationship is however insignificant and the coefficient is very small. This both 

can be due to the potential outweighing effect of social entrepreneurship which is not primarily 

focused on making profits (Estrin et al., 2013). Therefore, income regulations can be suspected 

to not have a very strong and negative effect on entrepreneurial activity.  

Government support policies have a negative and significant effect on entrepreneurial 

activity which is contrary to the expectations. An explanation for this can be that governments 

tend to be only more supportive when the entrepreneurial climate is unfavorable. In a bad 

entrepreneurial climate people are already less likely to be engaged in entrepreneurship. 

Additionally, it can also be the case that the support programs are unable to reach their target 

group (Meyer, 2015).  

 

Reasoning for the insignificance of the interaction effect of education for women on 

entrepreneurial activity can be directed to the rising engagement of women in education. 

According to Pekkarinen (2012) women are starting to overrepresent men in education. They 

are less likely to drop out, and are more often highly educated. This might be in fact an over 

exaggeration, but women are indeed more educated compared to past practices where men 

were by far the only gender to be able to engage in education (van Bavel et al., 2018). The 

rise of women in education can be an argument to support the insignificance of the estimated 

interaction effect. It could be that the higher positive effect that education was suspected to 

have on entrepreneurial activity for women in comparison to men is because women were 

generally lower educated (Piva & Rovelli, 2021). Lower education among women would mean 

that more education would increase their entrepreneurial activity at a higher rate since, in 

comparison with men, they would already receive way less education. But as one gets more 

education, an increase in education has a diminishing effect on entrepreneurial engagement 

(Trostel, 2019). Thus, the suspected increased effect that education may have for women in 

comparison to men on entrepreneurial activity can be insignificant. This since both genders 

may react similar to education as the presence of women in higher education has already 

increased over the last couple of years.  
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Contrary to what is expected from the literature, in table 8 model 5, a more stable 

government is found to decrease female entrepreneurial engagement. An argument for the 

unexpected negative relationship can be that a stable government can provide more jobs 

compared to unstable governments. When there is less corruption, a stable organization of 

authorities and more security will have a positive effect on the economic performance of that 

country, thus the government can hire more people (Ehrlich & Francis, 2015). It is previously 

argued that women experience more difficulties when setting up a business, and therefore are 

less likely to do so (Miranda et al., 2017; Santos et al., 2016). Thus, if there are more jobs 

provided by the government, which is often seen as a very secure employer, this decreases 

the need for women to engage in entrepreneurial activity in comparison with men. The 

literature overall suggests a more negative effect of governmental stability on the 

entrepreneurial activity for women in comparison with men.  

There is also an explanation for the significant positive interaction effect of the 

regulatory burden with gender which is presented in table 2 model 4. When there is a high 

regulatory burden imposed by the government on prospective entrepreneurs, participation in 

the informal economy is stimulated (Andrews et al., 2011). Entrepreneurs enter the informal 

economy to avoid the excessive number of steps one may have to take when engaging in 

entrepreneurship. As has been previously discussed, women face more obstacles when 

setting up a business, and as hypothesized, can be more harmed by regulations in comparison 

to men. Therefore, it can be suspected that when regulatory burden is high, women are more 

likely to engage in entrepreneurship in the informal economy where they will be less bothered 

with the regulatory burden (Fonchingong, 2005). This would impose that an increase in 

regulatory burden would have a more positive effect on the engagement of women in (informal) 

entrepreneurship in comparison to men.  

Unexpectedly, income regulations and governmental support policies have an 

insignificant interaction effect on the odds of women engaging in entrepreneurial activity. It 

indicates that both income regulations and governmental support do not moderate the 

relationship of gender and entrepreneurial activity. As far as I am concerned no empirical 

research is yet investigated on the gender difference of the effect of income regulations on 

entrepreneurial activity. As suggested by Vossenberg (2013) it is an important field of research 

since income regulations can impose a barrier when engaging in entrepreneurship. Since there 

is evidence of a negative effect of income regulations on entrepreneurial engagement it can 

still be suspected that income regulations are unfavorable for entrepreneurship (Chowdhury et 

al., 2018). The presence of higher entry barriers for women in entrepreneurship can still lead 

to suggesting that income regulations have a negatively moderating effect for women (Guzman 

& Kacperczyk, 2019; Miranda et al., 2017; Sweida & Reichard, 2013).  
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According to Vossenberg (2013) special governmental support policies that promote 

female engagement in entrepreneurial activity are found to help and close the gender gap to 

a certain extent and indicates that governmental support policies can, in fact, positively 

moderate female entrepreneurial engagement. Reasoning for the insignificant results can 

come from the perspective that the measurement for government support policies I use in this 

research is overall a more general measure and not specifically focused on support policies 

for women. This can lead to the insignificance of the estimated.  

 

6.3. Limitations 

Having a sufficient sample size is an important factor of the quality of one’s research and is 

often first noticed as criticism (Świątkowski & Dompnier, 2017). For models with only one level, 

one exclusively looks at the grand total of observations and judges the sample size by that 

matter. When using a multilevel model, the number of individual observations per cluster is not 

very important regarding the research quality. Various papers suggest that one of the main 

limitations of multilevel logistic regression is an insufficient sample size (McNeish & Stapleton, 

2016; Moineddin et al., 2007; Preacher et al., 2011; Wang et al., 2008). According to 

Swaminathan, Rogers and Sen (2011) in multilevel modelling the number of clusters has a 

higher importance compared to the individual observations within the cluster. Research by 

Maas and Hox (2005) and Paccagnella (2011) indicate that in order to do a successful 

multilevel regression, a sample with more than 50 clusters is a necessity. The 50 clusters are 

needed to be able to estimate the correct standard errors. Additionally, Schoeneberger (2016) 

suggests that when conducting ‘regular’ causal effects in a multilevel model, one needs a 

minimum of 50 clusters and 40 individual observations to be able to estimate the actual effects 

in the coefficients. In order to be able to estimate the true cross-level interaction effects in a 

multilevel model, one needs 100 clusters and 80 individual observations. These sample size 

problems are also addressed by Ali et al., (2019). They suggest that there should even be 120 

clusters and 70 individual observations to estimate the correct interaction effect. If the sample 

sizes are smaller than the suggested size, it can induce type one errors where you can falsely 

reject the null hypothesis (Moineddin et al., 2007). Type one errors can lead to false 

conclusions (Sommet & Morselli, 2017). Therefore, an important limitation of this research is 

the shortage of level-2 data units in the data set. In my research, the available data only allows 

to include 50 clusters in the research. I still think it is important, especially in the context of the 

gender gap in entrepreneurship, to account for multiple levels of data. This is also because the 

ICC suggests significant variation between clusters, which means that observations can be 

interdependent in a single level model. Therefore, using a single level model could violate the 

important assumption of independence of residuals (Bressoux, 2010). Thus, I perceive it is 

crucial to use multilevel modelling. A suggestion for further research can be to run a Monte 
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Carlo simulation which can detect bias in the estimated effects and standard errors (Muthén & 

Muthén, 2002; Sommet & Morselli, 2017). 

Additionally, the sample of countries that is provided by the GEM is not as diverse as 

one would wish for. A very large percentage of the countries that are surveyed are countries 

from the European (40%) or the American continent (24%). Although the sample consists of a 

large variation of developed and developing countries, the variety of the sample could be 

improved by using a more diverse spread of the continents. For now, participants from Asian 

or African countries are underrepresented in the sample. However, these are the largest 

continents with the highest population (National Geographic, 2022). The lack of diversity in the 

sample limits in forming an inclusive conclusion. Therefore, for future research, I advise to use 

a more representative sample of the world population, if available, when trying to do cross-

country research.  

An additional limitation of this research is that governmental institutions are very hard 

to measure with just a singular indicator. Chowdhury et al., (2018) have partly covered the 

problem by using multiple indicators to measure a single institution, and used it to estimate 

their effect on entrepreneurial activity. However, it is only a part of the solution since some 

institutions have more than 3 of 4 dimensions which makes it impossible to create an indicator 

that captures all aspects of the governmental institution. An example is the regulatory burden 

that comes with setting up a business. In this research I measure the regulatory burden through 

the amount steps one has to take in order to set up their business. This measure excludes to 

measure how complicated the steps are, and if there is narrow monitoring by the government 

to make sure no steps are disregarded. Additionally, regulations can also be sector specific, 

which is also not included in the measure. It is only an example to indicate that it is very hard 

to measure the true indication of an institution. It limits to estimate the true interaction 

coefficient for each governmental institution with gender. For further research it might be 

interesting to dive deeper in each institution and try to capture a more complete effect by using 

compounded variables.  

It is also the case that differences among countries can lead to different causal effects 

(Gwartney, 2009). Differences in education levels, returns on investment and strictness of rules 

across countries can indicate that the measures for governmental institutions are not very 

uniform. This imposes a limitation in collapsing the results of different countries in order to 

estimate the real cross-country effect of governmental institutions on the gender gap in 

entrepreneurial activity. For future research one could attempt to construct uniform variables 

that give a weighted indication for each country to eliminate differences in variables across 

countries.  

As previously discussed, most of the individual level control variables are perceived to 

be in a mechanism with gender, thus are ‘bad’ controls (Angrist & Pischke, 2019; Lucifora, 
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2015). When comparing table 2 and 3 and Appendix P tables 19 and 20, results of the 

interaction effects do not differ between including or excluding these so-called bad controls. 

However, the fact that gender is very likely to impact most of the demographic, factors such 

as education but also the perceptual factors of the entrepreneurial environment, limits to 

include these controls to form an unbiased estimation. This makes it impossible to include 

individual level control variables in the model to control for individual differences.  

Lastly, since the individual level data is primarily based on a conducted survey, it is 

possible that these datapoints contain errors or biases (Tellis & Chandrasekaran, 2010). The 

respondents can misinterpret questions or can answer untruthfully which can introduce bias 

into the results.  

I think that it is important that we use the insights that I collect from this research as a 

base to improve the contextual conditions that female entrepreneurs can benefit from. Being 

aware of the contributions the government can make to accelerate the rise of women in 

entrepreneurship will help to close the so undesirable gender gap in the future, and may 

provide more equal chances for both men and women to succeed as an entrepreneur.  
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Appendix  

Appendix A – countries in sample  

 

List of countries included in the analysis:  

1. United Arab Emirates 

2. Argentina 

3. Australia 

4. Bulgaria 

5. Brazil  

6. Canada 

7. Chile 

8. China 

9. Colombia 

10. Cyprus 

11. Germany 

12. Ecuador 

13. Estonia 

14. Egypt 

15. Spain 

16. France  

17. Greece 

18. Guatemala 

19. Croatia 

20. Indonesia 

21. Ireland 

22. Israel 

23. India 

24. Iran 

25. Italy 

26. South-Korea 

27. Kazakhstan 

28. Lebanon 

29. Luxembourg 

30. Latvia 

31. Morocco 

32. Madagascar 
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33. Mexico 

34. Malaysia 

35. The Netherlands 

36. Panama 

37. Peru 

38. Poland 

39. Qatar 

40. Saudi-Arabia 

41. Sweden 

42. Slovenia 

43. Slovakia 

44. Switzerland 

45. Thailand 

46. United Kingdom 

47. United States 

48. Uruguay 

49. Vietnam 

50. South-Africa 
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Appendix B – control variables  

Table 4: explanation of the variables used in the empirical model. 

Variable  Abbreviation  Measurement  Source  

Dependent variable     

TEA TEA Dummy that indicates if someone is 
involved in total early-stage 
entrepreneurial activity, 1 if yes, 0 if no. 
Binary variable 

GEM 2017 – APS 
– Individual Level 
Data 

    
Independent variables     

Female  female  Indicator of the gender of the surveyor. 
Indicates 1 if female, 0 if male. Binary 
variable.  

GEM 2017 – APS 
– Individual Level 
Data 

Government size gov_size Total expense percentage of government 
spending of the GDP of the country. 
Continuous variable.  

The World Bank 
2017 

Education educountr Government expenditure on education as 
total percentage of government 
expenditure. Continuous variable. 

The World Bank 
2017 

Regulatory burden Regburden Time required to start a business (in 
days). Continuous variable.  

The World Bank 
2017 

Government stability govstab Corruption perception index. Index on a 
scale of 1-100. Continuous variable  

Transparency 
International 

Income regulations taxrate Profit tax in percentage of total 
commercial profits. Continuous variable.  

The World Bank 

Government support 
policies 

suppgov The extent to which public policies 
support entrepreneurship - 
entrepreneurship as a relevant economic 
issue on a scale of 1-5. Continuous 
variable 

GEM 2017 – APS 
– Nation Level 
Data 

    
    
Individual level control 
variables 

   

Age age The age of the surveyor at the moment of 
taking the survey. Ranges between 18 
and 64 years old. Continuous variable.  

 

Education education The highest level of education the 
surveyor obtained. According to the 
United Nations harmonized educational 
attainment scheme: 

0. Pre-primary education.  
1. Primary education or first stage 

of basic education. 
2. Lower secondary or second 

stage of basic education. 
3. (Upper) secondary education. 
4. Post-secondary non-tertiary 

education.  
5. First stage of tertiary education. 
6. Second stage of tertiary 

education.  
This is a categorical variable.  

GEM 2017 – APS 
– Individual Level 
Data 

Network network Respondents are asked if they know 
someone who recently started a 
business, 1 if respondent replied with 
yes, 0 if no. Binary variable.  

GEM 2017 – APS 
– Individual Level 
Data 

Employment status empl_status Occupation measured as binary variable 
based on the GEM harmonized work 
status scheme: 

1. Full: full or part time. 
2. Part time work only. 
3. Retired / disabled 
4. Homemaker  
5. Student 

GEM 2017 – APS 
– Individual Level 
Data 
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6. Not working 
7. Self-employed  

Is equal to 1 when working. This means 
one is either full time employed, part time 
employed of self-employed. The variable 
equals 0 when not working, thus when 
retired or disabled, a homemaker, a 
student or not working. This is a binary 
variable.  

Entrepreneurial 
confidence 

entrepr_conf Indicator if one feels skilled, knowledable 
and confident to start a business. 
Variable indicates 1 if respondent replied 
yes, 0 if no. Binary variable.  

GEM 2017 – APS 
– Individual Level 
Data 

Entrepreneurial 
opportunity 

Entrepr_opp If there is a perceived opportunity to start 
a business in the next six months. 
Variable indicates 1 if respondent replied 
yes, 0 if no. Binary variable.  

GEM 2017 – APS 
– Individual Level 
Data 

    
Country level control 
variables  

   

GDP per capita GDP Gross Domestic product per capita in US 
dollars. Continuous variable.  

The World Bank 

GDP per capita growth GDP_growth Annual growth percentage of the gross 
domestic product per capita. Continuous 
variable.  

The World Bank 

Unemployment unemployment Unemployment percentage of total 
workforce. These individuals are not 
employed but are capable of being so or 
are currently looking for a job. 
Continuous variable.  

The World Bank 

Labor force workforce Number of individuals of 15 years and 
older that are either employed or seeking 
for a job. Continuous variable.  

The World Bank 

Export export Value of goods and services provided to 
other countries as a percentage of the 
GDP. Continuous variable.  

The World Bank 

Resources Resources Sum of oil, natural gas, coal, mineral and 
forest rent as a percentage of the GDP.  

The World Bank 
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Appendix C – results of OLS of gender on control variables  

Table 5: regression results of the OLS estimate of gender on the different individual level control variables 

 1 2 3 4 5 6 7 8 9 10 11 12 
Dependent 
variable  

Educatio
n 

Educatio
n 

Networ
k 

Networ
k 

Employmen
t status 

Employmen
t status 

Entrepreneuri
al confidence 

Entrepreneuri
al confidence 

Opportunit
y 

Opportunit
y 

Fear 
of 

failure 

Fear 
of 

failure 

Independent 
variable  

            

Female -.106*** 
(.008) 

.046*** 
(.008) 

-.068*** 
(.003) 

-.023*** 
(.003) 

-.164*** 
(.003) 

-.142*** 
(.003) 

-.106*** 
(.003) 

-.061*** 
(.003) 

-.046*** 
(.003) 

-.005* 
(.003) 

.056*** 
(.003) 

.045*** 
(.003) 

             

Individual 
level control 
variables 

            

Age  -.0141*** 
(.000) 

 -.001*** 
(.000) 

 .001*** 
(.000) 

 .002*** 
(.000) 

 -.001*** 
(.000) 

 -.001*** 
(.000) 

Education             

Pre-primary 
education 

            

Primary 
education 

   .069*** 
(.009) 

 .047*** 
(.010) 

 .014 
(.009) 

 .001 
(.009) 

 .004 
(.101) 

Lower 
secondary 
education 

   .097*** 
(.008) 

 .075*** 
(.009) 

 .028*** 
(.009) 

 .007 
(.009) 

 

 -.039*** 
(.010) 

Upper 
secondary 
education 

   .130*** 
(.008) 

 .135*** 
(.009) 

 .060*** 
(.009) 

 .033*** 
(.009) 

 -.035*** 
(.010) 

Post-
secondary 
education 

   .134*** 
(.009) 

 .188*** 
(.009) 

 .081*** 
(.009) 

 .039*** 
(.009) 

 -.018* 
(.010) 

First-stage 
tertiary 
education 

   .168*** 
(.008) 

 .228*** 
(.009) 

 .103*** 
(.009) 

 .077*** 
(.009) 

 -.043*** 
(.010) 

Second-stage 
tertiary 
education 

   .214*** 
(.012) 

 .247*** 
(.000) 

 .087*** 
(.012) 

 -.008 
(.012) 

 -.065*** 
(.013) 

Network   .216*** 
(.008) 

   .062*** 
(.000) 

 .199*** 
(.003) 

 .180*** 
(.003) 

 .008*** 
(.003) 

Employment 
status 

 .449*** 
(.009) 

 .071*** 
(.003) 

   .109*** 
(.003) 

 .034*** 
(.003) 

 .018*** 
(.003) 
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Entrepreneuri
al confidence 

 .175*** 
(.008) 

 .195*** 
(.003) 

 .092*** 
(.003) 

   .138*** 
(.003) 

 -.121*** 
(.003) 

Entrepreneuri
al opportunity 

 .121*** 
(.008) 

 .171*** 
(.003) 

 .028*** 
(.003) 

 .134*** 
(.003) 

   -.049*** 
(.003) 

Fear of failure  -.051*** 
(.008) 

 .007*** 
(.003) 

 .014*** 
(.003) 

 -.110*** 
(.003) 

 -.047*** 
(.003) 

  

             

Country level 
control 
variables 

            

GDP per 
capita 

 .000*** 
(.000) 

 -.000*** 
(.000) 

 .000*** 
(.000) 

 -.000*** 
(.000) 

 .000*** 
(.000) 

 -.000 
(.000) 

GDP per 
capita growth 

 .062*** 
(.002) 

 .010*** 
(.001) 

 -.009*** 
(.001) 

 -.022*** 
(.001) 

 -.007*** 
(.001) 

 .004*** 
(.001) 

Unemploymen
t 

 -.008*** 
(.001) 

 -.000 
(.000) 

 -.011*** 
(.000) 

 -.001*** 
(.000) 

 -.007*** 
(.000) 

 .004*** 
(.000) 

Export  .000 
(.000) 

 .001*** 
(.000) 

 .000*** 
(.000) 

 .001*** 
(.000) 

 -.000*** 
(.000) 

 .001*** 
(.000) 

Natural 
resources 

 .021*** 
(.001) 

 .007*** 
(.000) 

 -.002*** 
(.000) 

 .000 
(.000) 

 .003*** 
(.000) 

 .002*** 
(.000) 

             

Fixed 
parameter 

            

Constant 𝛼0 3.298*** 
(.006) 

2.649*** 
(.021) 

.444*** 
(.002) 

.063*** 
(.011) 

.792*** 
(.002)) 

.588*** 
(.011) 

.576*** 
(.002) 

.367*** 
(.011) 

.463*** 
(.002) 

.384*** 
(.011) 

.391*** 
(.002) 

.413*** 
(.012) 

             

R2 0.001 0.1220 0.005 0.130 0.033 0.114 0.011 0.138 0.002 0.101 0.003 0.031 

Observations  118,795 118,795 118,795 118,795 118,795 118,795 118,795 118,795 118,795 118,795 118,79
5 

118,79
5 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual observations: 118,795 
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Appendix D – pairwise correlation  

Table 6: pairwise correlation of all variables 

Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 

1. TEA 1.000             
2. Female -.051*** 1.000            
3. Government size -.073*** .047*** 1.000           
4. Education -.009*** .018*** .341*** 1.000          
5. Regulatory burden .028*** -.002 -.246*** -.138*** 1.000         
6. Government stability -.065*** -.025*** .240*** .414*** -.503*** 1.000        
7. Income regulations -.029*** .038*** .246*** .049*** .301*** -.259*** 1.000       
8. Government support policies -.045*** -.039*** -.366*** -.099*** .056*** .220*** .032*** 1.000      
9. Age -.056*** .022*** .145*** .052*** -.102*** .136*** .037*** -.026*** 1.000     
10. Education pre-primary -.008** .033*** -.052*** -.049*** .026*** -.088*** .023*** -.056*** .080*** 1.000    
11. Education primary -.027*** .034*** .006*** -.048*** .070*** -.110*** .054*** -.102*** .144*** -.051*** 1.000   
12. Education lower secondary -.028*** .007** .042*** -.012*** .047*** -.118*** .095*** -.048*** .017*** -.072*** -.146*** 1.000  
13. Education upper secondary -.001 -.020*** -.033*** .012*** .048*** -.040*** -.025*** -.015*** -.066*** -.107*** -.219*** -.307*** 1.000 
14. Education post-secondary .004 -.006* .031*** .025*** -.056*** .089*** .078*** .037*** -.044*** -.063*** -.129*** -.180*** -.269*** 
15. Education first stage tertiary  .039*** -.012*** -.016*** .031*** -.100*** .174*** -.155*** .074*** -.039*** -.088*** -.180*** -.252*** -.377*** 
16. Education second stage 
tertiary 

.014*** -.007** .013*** -.007** -.017*** .027*** -.028*** .039*** .009*** -.025*** -.050*** -.070*** -.105*** 

17. Network .196*** -.069*** -.079*** -.002 .024*** -.042*** -.083*** .007*** -.064*** -.056*** -.070*** -.051*** .010*** 
18. Employment status .166*** -.181*** -.047*** .018*** -.052*** .104*** -.084*** .067*** .011*** -.067*** -.010*** -.092*** -.008*** 
19. Entrepreneurial confidence .234*** -.106*** -.076*** -.014*** .023*** -.046*** -.078*** -.022*** .009*** -.035*** -.053*** -.044*** -.001*** 
20. Entrepreneurial opportunity .147*** -.047*** -.053*** .068*** -.029** .033*** -.089*** .028*** -.057*** -.033*** -.060*** -.050*** -.002 
21. Fear of failure -.090*** .056*** .033*** -.017*** -.041*** .021*** -.014*** -.003*** -.009*** .011*** .028*** -.004*** -.005* 
22. GDP per capita -.079*** -.029*** .107*** .171*** -.471*** .800*** -.229*** .244*** .116*** -.087*** -.075*** -.099*** -.038*** 
23. GDP per capita growth -.010*** .023*** .039*** -.287*** -.064*** -.193*** .221*** .071*** .000*** .013*** -.038*** -.048*** .049*** 
24. Unemployment -.082*** .021*** .497*** .120*** .011*** -.043*** .225*** -.369*** .069*** .014*** .107*** .072*** -.055*** 
25. Export -.024*** -.023*** .025*** -.063*** -.392*** .327*** -.398*** .174*** .041*** -.064*** -.079*** -.070*** .021*** 
26. Natural resources .038*** -.051*** -.425*** -.014*** .305*** -.189*** -.391*** .134*** -.155*** .008*** -.018*** -.017*** -.019*** 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Number of individual observations: 118,795 
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Table 4: continued  

Variable 14 15 16 17 18 19 20 21 22 23 24 25 26 

1. TEA              
2. Female              
3. Government size              
4. Education              
5. Regulatory burden              
6. Government stability              
7. Income regulations              
8. Government support policies              
9. Age              
10. Education pre-primary              
11. Education primary              
12. Education lower secondary              
13. Education upper secondary              
14. Education post-secondary 1.000             
15. Education first stage tertiary  -.221*** 1.000            
16. Education second stage tertiary -.062*** -.086*** 1.000           
17. Network .006*** .084*** .043*** 1.000          
18. Employment status .033*** .137*** .049*** .135*** 1.000         
19. Entrepreneurial confidence .004** .076*** .030*** .263*** .163*** 1.000        
20. Entrepreneurial opportunity .002 .091*** .005* .238*** .105*** .211*** 1.000       
21. Fear of failure .013*** -.021*** -.010** -037*** -.021*** -.138*** -.079*** 1.000      
22. GDP per capita .061*** .159*** .009*** -.067*** .081*** -.071*** .003 .025*** 1.000     
23. GDP per capita growth .048*** -.012*** -.049*** .009*** -.016*** -.065*** -.042*** .029*** -.172*** 1.000    
24. Unemployment .036*** -.099*** -.036*** -.087*** -.174*** -.065*** -.124*** .036*** -.061*** -.156*** 1.000   
25. Export -.005*** .091*** .060*** .025*** .083*** -.015*** .006*** .068*** .469*** .212*** -.219*** 1.000  
26. Natural resources -.043*** .053*** .078*** .128*** .050*** .100*** 0.099*** -.007*** -.212*** -.340*** -.221*** -.004 1.000 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Number of individual observations: 118,795 



Appendix E – VIF score 

Table 7: VIF scores of all variables 

 1 2 

Variable  VIF VIF 

Female 1.05 1.05 
Government size  2.24 
Education  1.63 
Regulatory burden  1.80 
Government stability  4.63 
Income regulations  2.27 
Government support policies  1.64 
Age 1.08 1.09 
Education   
  Education pre-primary - - 
  Education primary 4.43 4.45 
  Education lower secondary 6.68 6.74 
  Education upper secondary 9.74 9.85 
  Education post-secondary 5.87 5.93 
  Education first stage tertiary  8.51 8.62 
  Education second stage tertiary 1.97 1.99 
Network 1.15 1.15 
Employment status 1.13 1.13 
Entrepreneurial confidence 1.16 1.17 
Entrepreneurial opportunity 1.11 1.12 
Fear of failure 1.03 1.03 
GDP per capita 1.81 4.10 
GDP per capita growth 1.60 1.80 
Unemployment 1.23 1.62 
Export 1.60 2.06 
Natural resources 1.53 2.12 

Mean VIF 2.93 2.97 
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Appendix F – ICC and null model  

Table 8: logistic regression results of the null model 

Dependent variable: TEA  Null model  

Fixed parameter   

Constant 𝛼0 -1.961*** 

(.083) 

  

Variant parameter   

Random effects parameter (𝑣𝑎𝑟(𝑢0𝑗)) .342*** 

(.070) 

ICC .094*** 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Appendix G – results of CIM and AIM  

Table 9: estimations of CIM model and the AIM model with random slopes for female 

Dependent variable = TEA CIM AIM 

   
Independent variables    

Female -.030 
(.020) 

-.073** 
(.037) 

Government size -.021** 
(.009) 

-.018* 
(.009) 

Education .011 
(.064) 

-.003 
(.063) 

Regulatory burden -.024 
(.029) 

-.032 
(028) 

Government stability -.324 
(.815) 

-.160 
(.795) 

Income regulations .005 
(.005) 

.003 
(.005) 

Government support policies -.376** 
(.151) 

-.339** 
(.147) 

   
Individual level control variables   

Age -.013*** 
(.001) 

-.013*** 
(.001) 

Education   
Pre-primary education   
Primary education -.110 

(.075) 
-.106 
(.075) 

Lower secondary education -.144** 
(.072) 

-.137* 
(.072) 

Upper secondary education -.174** 
(.069) 

-.166** 
(.070) 

Post-secondary education -.069 
(.074) 

-.052 
(.072) 

First-stage tertiary education -.118* 
(.070) 

-.106** 
(.071) 

Second-stage tertiary education -.085 
(.089) 

-.070 
(.090) 

Network  .808*** 
(.020) 

.807*** 
(.020) 

Employment status 1.250*** 
(.031) 

1.264*** 
(.031) 

Entrepreneurial confidence 1.228*** 
(.024) 

1.223*** 
(.024) 

Entrepreneurial opportunity .406*** 
(.020) 

.405*** 
(.020) 

Fear of failure -.299*** 
(.021) 

-.298*** 
(.021) 

   
Country level control variables   

GDP per capita -.000 
(.000) 

-.000 
(.000) 

GDP per capita growth -.028 
(.040) 

-.027 
(.039) 

Unemployment -.013 
(.016) 

-.012 
(.016) 

Export .002 
(.003) 

.002 
(.003) 

Natural resources -.021 
(.016) 

-.021 
(.016) 

   
Fixed parameter   

Constant 𝛼0 -1.746*** 
(.562) 

-1.827*** 
(.548) 

   
Variant parameters   
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Random intercept variance (𝑣𝑎𝑟(𝑢0𝑗)) .186*** 
(.039) 

.174*** 
(.037) 

Random slope variance (𝑣𝑎𝑟(𝑢1𝑗))  .041*** 
(.013) 

   

Deviance 74,838.00 74,797.924 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Appendix H – results of regression separately for men and women  

Table 10: regression results from the multilevel logistic regression with TEA as dependent 
variable for a sample of men 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 

Independent 
variables  

        

Government size  -.011 
(.009) 

     -.016* 
(.009) 

Education   -.020 
(.057) 

    -.010 
(.062) 

Regulatory burden    -.032 
(.027) 

   -.036 
(.028) 

Government 
stability 

    -.548 
(.638) 

  -.149 
(.789) 

Income regulations      -.004 
(.005) 

 .003 
(.005) 

Government 
support policies 

      -.299** 
(.132) 

-.328** 
(.147) 

         

Individual level 
control variables 

        

Age -.012*** 
(.001) 

-.012*** 
(.001) 

-.012*** 
(.001) 

-.012*** 
(.001) 

-.012*** 
(.001) 

-.012*** 
(.001) 

-.012*** 
(.001) 

-.012*** 
(.001) 

Education         

Pre-primary 
education 

        

Primary education -.158 
(.105) 

-.158 
(.105) 

-.158 
(.105) 

-.158 
(.105) 

-.158 
(.105) 

-.158 
(.105) 

-.158 
(.105) 

-.158 
(.105) 

Lower secondary 
education 

-.174* 
(.099) 

-.173* 
(.099) 

-.173* 
(.099) 

-.174* 
(.099) 

-.173* 
(.099) 

-.173* 
(.099) 

-.173* 
(.099) 

-.173* 
(.099) 

Upper secondary 
education 

-.178* 
(.096) 

-.177* 
(.096) 

-.177* 
(.096) 

-.178* 
(.096) 

-.177* 
(.096) 

-.178* 
(.096) 

-.177* 
(.096) 

-.175* 
(.096) 

Post-secondary 
education 

-.032 
(.099) 

-.031 
(.099) 

-.032 
(.099) 

-.033 
(.099) 

-.031 
(.099) 

-.031 
(.099) 

-.031 
(.099) 

-.030 
(.099) 

First-stage tertiary 
education 

-.069 
(.097) 

-.068 
(.097) 

-.068 
(.097) 

-.069 
(.097) 

-.068 
(.097) 

-.069 
(.097) 

-.068 
(.097) 

-.066 
(.097) 

Second-stage 
tertiary education 

.029 
(.119) 

.032 
(.119) 

.029 
(.119) 

.029 
(.119) 

.030 
(.119) 

-.030 
(.119) 

-.030 
(.119) 

.034 
(.119) 

Network  .850*** 
(.027) 

.850*** 
(.027) 

.850*** 
(.027) 

.850*** 
(.027) 

.850*** 
(.027) 

.850*** 
(.027) 

.850*** 
(.027) 

.849*** 
(.027) 

Employment status 1.098*** 
(.046) 

1.098*** 
(.046) 

1.098*** 
(.046) 

1.098*** 
(.046) 

1.098*** 
(.046) 

1.098*** 
(.046) 

1.098*** 
(.046) 

1.098*** 
(.046) 

Entrepreneurial 
confidence 

1.189*** 
(.033) 

1.190*** 
(.033) 

1.190*** 
(.033) 

1.190*** 
(.033) 

1.190*** 
(.033) 

1.190*** 
(.033) 

1.190*** 
(.033) 

1.189*** 
(.033) 

Entrepreneurial 
opportunity 

.450*** 
(.027) 

.450*** 
(.027) 

.450*** 
(.027) 

.450*** 
(.027) 

.450*** 
(.027) 

.450*** 
(.027) 

.450*** 
(.027) 

.451*** 
(.027) 

Fear of failure -.288*** 
(.028) 

-.288*** 
(.028) 

-.288*** 
(.028) 

-.288*** 
(.028) 

-.288*** 
(.028) 

-.288*** 
(.028) 

-.288*** 
(.028) 

-.288*** 
(.028) 

         

Country level 
control variables 

        

GDP per capita -.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000 
(.000) 

-.000** 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

GDP per capita 
growth 

-.022 
(.041) 

-.030 
(.041) 

-.023 
(.041) 

-.028 
(.041) 

-.022 
(.041) 

-.019 
(.041) 

-.009 
(.039) 

-.028 
(.039) 

Unemployment -.020 
(.015) 

-.019 
(.016) 

-.019 
(.015) 

-.022 
(.014) 

-.020 
(.015) 

-.019 
(.015) 

-.026* 
(.014) 

.013 
(.015) 

Export .001 
(.003) 

.002 
(.003) 

.001 
(.003) 

.000 
(.003) 

.001 
(.003) 

-.000 
(.003) 

-.000 
(.002) 

.001 
(.003) 

Natural resources -.023 
(.014) 

-.032** 
(.016) 

-.023 
(.014) 

-.020 
(.014) 

-.024* 
(.014) 

-.027* 
(.015) 

-.016 
(.014) 

-.023 
(.015) 

         

Fixed parameter         

Constant 𝛼0 -.3142*** 
(.282) 

-2.885*** 
(.341) 

-3.056*** 
(.369) 

-2.853*** 
(.366) 

-2.931*** 
(.372) 

-2.936*** 
(.362) 

-2.436*** 
(.411) 

-1.715*** 
(.549) 
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Variant 
parameters 

        

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.208*** 
(.044) 

.201*** 
(.043) 

.208*** 
(.044) 

.202*** 
(.043) 

.205*** 
(.044) 

.205*** 
(.044) 

.188*** 
(.040) 

.170*** 
(.036) 

ICC  5.95% 5.76% 5.94% 5.78% 5.86% 5.86% 5.40% 4.91% 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 61,178. Number of countries: 50 
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Table 11: regression results from the multilevel logistic regression with TEA as dependent 
variable for a sample of women 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 

Independent 
variables  

        

Government size  -.022** 
(.010) 

     -.028*** 
(.010) 

Education   -.013 
(.066) 

    .036 
(.069) 

Regulatory burden    .010 
(.031) 

   -.003 
(.031) 

Government 
stability 

    -1.358* 
(.720) 

  -.527 
(.870) 

Income regulations      -.001 
(.006) 

 .005 
(.006) 

Government 
support policies 

      -.344** 
(.153) 

-.432*** 
(.162) 

         

Individual level 
control variables 

        

Age -.014*** 
(.001) 

-.014*** 
(.001) 

-.014*** 
(.001) 

-.014*** 
(.001) 

-.014*** 
(.001) 

-.014*** 
(.001) 

-.014*** 
(.001) 

-.013*** 
(.001) 

Education         

Pre-primary 
education 

        

Primary education -.051 
(.108) 

-.049 
(.108) 

-.051 
(.109) 

-.051 
(.109) 

-.051 
(.108) 

-.051 
(.108) 

-.051 
(.109) 

-.048 
(.108) 

Lower secondary 
education 

-.099 
(.104) 

-.097 
(.104) 

-.099 
(.104) 

-.099 
(.104) 

-.099 
(.104) 

-.099 
(.104) 

-.098 
(.104) 

-.095 
(.104) 

Upper secondary 
education 

-.167* 
(.101) 

-.164 
(.101) 

-.167 
(.101) 

-.167 
(.101) 

-.165 
(.101) 

-.167 
(.101) 

-.166 
(.101) 

-.161 
(.101) 

Post-secondary 
education 

-.104 
(.106) 

-.100 
(.106) 

-.103 
(.106) 

-.103 
(.106) 

-.101 
(.106) 

-.103 
(.106) 

-.102 
(.106) 

-.097 
(.106) 

First-stage tertiary 
education 

-.179* 
(.103) 

-.175* 
(.103) 

-.179* 
(.103) 

-.179* 
(.103) 

-.176* 
(.103) 

-.179* 
(.103) 

-.178* 
(.103) 

-.170 
(.103) 

Second-stage 
tertiary education 

-.266* 
(.138) 

-.258* 
(.138) 

-.265* 
(.138) 

-.265* 
(.138) 

-.263* 
(.138) 

-.265* 
(.138) 

-.264* 
(.138) 

-.254* 
(.138) 

Network  .750*** 
(.031) 

.750*** 
(.031) 

.750*** 
(.031) 

.750*** 
(.031) 

.750*** 
(.031) 

.750*** 
(.031) 

.750*** 
(.031) 

.749*** 
(.031) 

Employment status 1.412*** 
(.042) 

1.412*** 
(.042) 

1.412*** 
(.042) 

1.412*** 
(.042) 

1.412*** 
(.042) 

1.412*** 
(.042) 

1.412*** 
(.042) 

1.412*** 
(.042) 

Entrepreneurial 
confidence 

1.260*** 
(.035) 

1.260*** 
(.035) 

1.260*** 
(.035) 

1.261*** 
(.035) 

1.261*** 
(.035) 

1.261*** 
(.035) 

1.261*** 
(.035) 

1.260*** 
(.035) 

Entrepreneurial 
opportunity 

.341*** 
(.031) 

.341*** 
(.031) 

.341*** 
(.031) 

.341*** 
(.031) 

.342*** 
(.031) 

.341*** 
(.031) 

.342*** 
(.031) 

.342*** 
(.031) 

Fear of failure -.310*** 
(.031) 

-.310*** 
(.031) 

-.310*** 
(.031) 

-.310*** 
(.031) 

-.310*** 
(.031) 

-.310*** 
(.031) 

-.310*** 
(.031) 

-.310*** 
(.031) 

         

Country level 
control variables 

        

GDP per capita -.000** 
(.000) 

-.000*** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000 
(.000) 

GDP per capita 
growth 

-.028 
(.047) 

-.044 
(.046) 

-.028 
(.048) 

-.026 
(.048) 

-.027 
(.046) 

-.027 
(.048) 

-.012 
(.046) 

-.031 
(.043) 

Unemployment -.028* 
(.017) 

-.008 
(.018) 

-.028 
(.017) 

-.028 
(.017) 

-.028* 
(.016) 

-.028 
(.048) 

-.034** 
(.016) 

-.013 
(.017) 

Export -.000 
(.003) 

.002 
(.003) 

-.000 
(.003) 

-.000 
(.003) 

-.000 
(.003) 

-.000 
(.003) 

-.001 
(.003) 

.002 
(.003) 

Natural resources -.010 
(.017) 

-.027 
(.018) 

-.010 
(.017) 

-.010 
(.017) 

-.013 
(.016) 

-.010 
(.017) 

-.002 
(.016) 

-.017 
(.017) 

         

Fixed parameter         

Constant 𝛼0 -3.222*** 
(.322) 

-2.714*** 
(.379) 

-3.168*** 
(.425) 

-3.309*** 
(.425) 

-2.700*** 
(.416) 

-3.172*** 
(.419) 

-2.414*** 
(.472) 

-1.745*** 
(.603) 

         

Variant 
parameters 
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Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.278*** 
(.059) 

.251*** 
(.054) 

.278*** 
(.059) 

.277*** 
(.059) 

.258*** 
(.055) 

.278*** 
(.059) 

.251*** 
(.054) 

.204*** 
(.044) 

ICC  7.79% 7.09% 7.78% 7.77% 7.27% 7.78% 7.08% 5.84% 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 57,617. Number of countries: 50 
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Appendix I – results with control variables from 2016 

Table 12: regression results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female with control variables from 2016 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female -.074** 
(.037) 

.231** 
(.098) 

.019 
(.136) 

-.451*** 
(.075) 

.347*** 
(.087) 

-.208** 
(.098) 

.147 
(.181) 

.164 
(.178) 

H1 

Government size  -.007 
(.009) 

     -.013 
(.009) 

 

Education   -.003 
(.063) 

    -.008 
(.065) 

 

Regulatory burden    -.026 
(.027) 

   -.030 
(.029) 

 

Government 
stability 

    -.630 
(.538) 

  -.377 
(.665) 

 

Income regulations      -.004 
(.005) 

 .001 
(.005) 

 

Government 
support policies 

      -.335** 
(.124) 

-.352** 
(.151) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 -.011*** 
(.004) 

     -
.0111*** 
(.003) 

H2 

Female * Education   -.021 
(.030) 

    .043* 
(.023) 

H3 

Female * 
Regulatory burden 

   .057*** 
(.010) 

   .037*** 
(.010) 

H4 

Female * 
Government 
stability 

    -.797*** 
(.161) 

  -.345* 
(.186) 

H5 

Female * Income 
regulations 

     .003 
(.002) 

 .003 
(.002) 

H6 

Female * 
Government 
support policies 

      -.086 
(.069) 

-.117** 
(.052) 

H7 

          

Individual level 
control variables 

         

Age -.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

 

Education          

Pre-primary 
education 

         

Primary education -.106 
(.075) 

-.104 
(.075) 

-.105 
(.075) 

-.107 
(.075) 

-.104 
(.075) 

-.105 
(.075) 

-.106 
(.075) 

-.100 
(.075) 

 

Lower secondary 
education 

-.138* 
(.072) 

-.136* 
(.072) 

-.137* 
(.072) 

-.138* 
(.072) 

-.135* 
(.072) 

-.137* 
(.072) 

-.137* 
(.072) 

-.130* 
(.072) 

 

Upper secondary 
education 

-.168** 
(.070) 

-.166** 
(.070) 

-.168** 
(.070) 

-.168** 
(.070) 

-.165** 
(.070) 

-.168** 
(.070) 

-.167** 
(.070) 

-.159** 
(.070) 

 

Post-secondary 
education 

-.054 
(.072) 

-.052 
(.072) 

-.053 
(.072) 

-.054 
(.072) 

-.050 
(.072) 

-.053 
(.072) 

-.052 
(.072) 

-.044 
(.072) 

 

First-stage tertiary 
education 

-.109 
(.071) 

-.106 
(.071) 

-.108 
(.071) 

-.109 
(.071) 

-.105 
(.071) 

-.109 
(.071) 

-.107 
(.071) 

-.098 
(.071) 

 

Second-stage 
tertiary education 

-.073 
(.090) 

-.069 
(.090) 

-.073 
(.090) 

-.074 
(.090) 

-.072 
(.090) 

-.073 
(.090) 

-.072 
(.090) 

-.062 
(.090) 

 

Network  .808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.807*** 
(.020) 

 

Employment status 1.264*** 
(.031) 

1.264*** 
(.031) 

1.264*** 
(.031) 

1.266*** 
(.031) 

1.266*** 
(.031) 

1.264*** 
(.031) 

1.264*** 
(.031) 

1.270*** 
(.031) 

 

Entrepreneurial 
confidence 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.222*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.222*** 
(.024) 
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Entrepreneurial 
opportunity 

.404*** 
(.020) 

.404*** 
(.020) 

.404*** 
(.020) 

.404*** 
(.020) 

.404*** 
(.020) 

.404*** 
(.020) 

.405*** 
(.020) 

.404*** 
(.020) 

 

Fear of failure -.298*** 
(.021) 

-.297*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

 

          

Country level 
control variables 

         

GDP per capita -.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000 
(.000) 

-.000** 
(.000) 

-.000** 
(.000) 

-.000 
(.000) 

 

GDP per capita 
growth 

-.005 
(.027) 

-.008 
(.027) 

-.005 
(.028) 

-.023 
(.028) 

-.011 
(.027) 

-.006 
(.027) 

-.009 
(.025) 

-.015 
(.026) 

 

Unemployment -.022* 
(.014) 

-.013 
(.016) 

-.022 
(.014) 

-.023* 
(.014) 

-.023 
(.013) 

-.022 
(.014) 

-.031** 
(.014) 

-.018 
(.015) 

 

Export .001 
(.003) 

.002 
(.003) 

.001 
(.003) 

.001 
(.003) 

.001 
(.003) 

-.001 
(.003) 

-.002 
(.003) 

.002 
(.003) 

 

Natural resources -.019 
(.016) 

-.026 
(.018) 

-.019 
(.016) 

-.015 
(.017) 

-.024 
(.017) 

-.024 
(.017) 

-.014 
(.015) 

-.021 
(.018) 

 

          

Fixed parameter          

Constant 𝛼0 -
3.332*** 
(.210) 

-
3.203*** 
(.277) 

-
3.345*** 
(.344) 

-
3.143*** 
(.295) 

-
3.063*** 
(.320) 

-
3.120*** 
(.328) 

-
2.446*** 
(.384) 

-
1.885*** 
(.555) 

 

          

Variant 
parameters 

         

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.214*** 
(.045) 

.210*** 
(.044) 

.213*** 
(.045) 

.222*** 
(.047) 

.211*** 
(.044) 

.212*** 
(.045) 

.183*** 
(.039) 

.180*** 
(.038) 

 

Random slope 
variance (𝑣𝑎𝑟(𝑢1𝑗)) 

.042*** 
(.013) 

.034*** 
(.011) 

.042*** 
(.013) 

.017*** 
(.008) 

 

.019*** 
(.008) 

.039*** 
(.012) 

.039*** 
(.013) 

.003 
(.004) 

 

ICC  6,10% 6,00% 6,09% 6,32% 6,03% 6,61% 5.28% 5,19%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Table 13: odds ratios from the multilevel logistic regression with TEA as dependent variable 
and random slopes for female with control variables from 2016 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female .929** 
(.034) 

1.260** 
(.124) 

1.019 
(.138) 

.637*** 
(.048) 

1.414*** 
(.124) 

.813** 
(.079) 

1.159 
(.210) 

1.179 
(.210) 

H1 

Government size  .989 
(.009) 

     .987* 
(.009) 

 

Education   1.003 
(.063) 

    1.008 
(.065) 

 

Regulatory burden    .974 
(.026) 

   .970 
(.028) 

 

Government 
stability 

    .532 
(.286) 

  .686 
(.457) 

 

Income regulations      .996 
(.005) 

 1.001 
(.005) 

 

Government 
support policies 

      .716** 
(.089) 

.703** 
(.106) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 .989*** 
(.003) 

     .989*** 
(.003) 

H2 

Female * Education   .979 
(.029) 

    1.044* 
(.024) 

H3 

Female * 
Regulatory burden 

   1.058*** 
(.011) 

   1.037*** 
(.010) 

H4 

Female * 
Government 
stability 

    .451*** 
(.072) 

  .708* 
(.132) 

H5 

Female * Income 
regulations 

     1.003 
(.002) 

 1.003 
(.002) 

H6 

Female * 
Government 
support policies 

      .918 
(.064) 

.890** 
(.046) 

H7 

          

Individual level 
control variables 

         

Age .987*** 
(.001) 

.987*** 
(.001) 

.987 
(.001) 

.987*** 
(.001) 

.987*** 
(001) 

.987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

 

Education          

Pre-primary 
education 

         

Primary education .900 
(.068) 

.901 
(.068) 

.900 
(.068) 

.899 
(.068) 

.901 
(.068) 

.900 
(.068) 

.900 
(.068) 

.905 
(.068) 

 

Lower secondary 
education 

.871* 
(.063) 

.873* 
(.063) 

.872* 
(.063) 

.870* 
(.063) 

.873* 
(.063) 

.872* 
(.063) 

.872* 
(.063) 

.878* 
(.063) 

 

Upper secondary 
education 

.846** 
(.059) 

.847** 
(.059) 

.846** 
(.059) 

.845** 
(.059) 

.848** 
(.059) 

.846** 
(.059) 

.846** 
(.059) 

.853** 
(.059) 

 

Post-secondary 
education 

.948 
(.068) 

.949 
(.069) 

.948 
(.069) 

.948 
(.068) 

.951 
(.069) 

.948 
(.068) 

.949 
(.069) 

.957 
(.069) 

 

First-stage tertiary 
education 

.897 
(.063) 

.899 
(.063) 

.897 
(.063) 

.897 
(.063) 

.900 
(.064) 

.897 
(.063) 

.898 
(.063) 

.906 
(.064) 

 

Second-stage 
tertiary education 

.930 
(.083) 

.934 
(.084) 

.930 
(.083) 

.928 
(.083) 

.931 
(.083) 

.930 
(.083) 

.930 
(.083) 

.940 
(.084) 

 

Network  2.244*** 
(.046) 

2.243*** 
(.046) 

2.244*** 
(.046) 

2.243*** 
(.046) 

2.243*** 
(.046) 

2.244*** 
(.046) 

2.243*** 
(.046) 

2.242*** 
(.046) 

 

Employment status 3.538*** 
(.109) 

3.541*** 
(.109) 

3.539*** 
(.109) 

3.546*** 
(.109) 

3.548*** 
(.110) 

3.539*** 
(.109) 

3.538*** 
(.109) 

3.561*** 
(.110) 

 

Entrepreneurial 
confidence 

3.399*** 
(.082) 

3.397*** 
(.082) 

3.398*** 
(.082) 

3.397*** 
(.082) 

3.394*** 
(.082) 

3.399*** 
(.082) 

3.398*** 
(.082) 

3.393*** 
(.082) 

 

Entrepreneurial 
opportunity 

1.498*** 
(.030) 

1.498*** 
(.030) 

1.498*** 
(.030) 

1.499*** 
(.030) 

1.498*** 
(.030) 

1.498*** 
(.030) 

1.499*** 
(.030) 

1.497*** 
(.030) 
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Fear of failure .742*** 
(.015) 

.743*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

.743*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

.743*** 
(.015) 

 

          

Country level 
control variables 

         

GDP per capita 1.000** 
(.000) 

1.000** 
(.000) 

1.000** 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

1.000** 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

 

GDP per capita 
growth 

.995 
(.027) 

.992 
(.027) 

.995 
(.028) 

.996 
(.028) 

.989 
(.027) 

.994 
(.027) 

.991 
(.025) 

.985 
(.026) 

 

Unemployment .978* 
(.013) 

.987 
(.016) 

.978 
(.013) 

.977 
(.014) 

.977 
(.013) 

.978 
(.013) 

.970** 
(.013) 

.983 
(.015) 

 

Export 1.001 
(.003) 

1.002 
(.003) 

1.001 
(.003) 

1.001 
(.003) 

1.001 
(.003) 

1.001 
(.003) 

1.002 
(.003) 

1.002 
(.003) 

 

Natural resources .981 
(.016) 

.976* 
(.017) 

.981 
(.016) 

.985 
(.017) 

.977 
(.015) 

.977 
(.017) 

.986 
(.015) 

.979 
(.018) 

 

          

Fixed parameter          

Constant 𝛼0 .036*** 
(.008) 

.041*** 
(.011) 

.035*** 
(.012) 

.043*** 
.013 

.047*** 
(.015) 

.044*** 
(.014) 

.087*** 
(.033) 

.152*** 
(.084) 

 

          

Variant parameters          

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.214*** 
(.045) 

.210*** 
(.044) 

.213*** 
(.045) 

.222*** 
(.046) 

.211*** 
(.044) 

.212*** 
(.045) 

.183*** 
(.039) 

.180*** 
(.038) 

 

Random slope 
variance (𝑣𝑎𝑟(𝑢1𝑗)) 

.042*** 
(.013) 

.034*** 
(.011) 

.042*** 
(.013) 

.017*** 
(.008) 

.019*** 
(.008) 

.039*** 
(.012) 

.039*** 
(.013) 

.003 
(.004) 

 

ICC  6.10% 6.00% 6.09% 6,32% 6,03% 6,06% 5.28% 5,19%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Appendix J – results with alternative measures  
 
Table 14: regression results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female with different measures for the governmental 
institutions 

Dependent variable 
= TEA 

1 2 3 4 5 6 H 

        

Independent 
variables  

       

Female -.074** 
(.037) 

.137* 
(.078) 

-.196*** 
(.046) 

-.059* 
(.034) 

.124 
(.108) 

.127 
(.133) 

H1 

Education  -.003 
(.003) 

   -.004 
(.003) 

 

Regulatory burden   .004 
(.005) 

  .002 
(.005) 

 

Government stability    -.051 
(.048) 

 .037 
(.143) 

 

Income regulations     -.842 
(.614) 

-.891 
(.634) 

 

        

Cross level 
interaction effect  

       

Female * Education  -.004** 
(.001) 

   -.003** 
(.001) 

H3 

Female * Regulatory 
burden 

  .007*** 
(.002) 

  .005*** 
(.002) 

H4 

Female * 
Government stability 

   -.157*** 
(.047) 

 -.046 
(.049) 

H5 

Female * Income 
regulations 

    -.478* 
(.250) 

-.308 
(.217) 

H6 

        

Individual level 
control variables 

       

Age -.013*** 
(.001) 

-.013*** 
(.001) 

-.012*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013 
(.001) 

 

Education        

Pre-primary 
education 

       

Primary education -.106 
(.075) 

-.105 
(.075) 

-.107 
(.075) 

-.105 
(.075) 

-.106 
(.075) 

-.105 
(.075) 

 

Lower secondary 
education 

-.138* 
(.072) 

-.137* 
(.071) 

-.138* 
(.072) 

-.136* 
(.072) 

-.138* 
(.072) 

-.137* 
(.072) 

 

Upper secondary 
education 

-.168** 
(.070) 

-.167** 
(.070) 

-.168** 
(.070) 

-.165** 
(.070) 

-.168** 
(.070) 

-.167** 
(.070) 

 

Post-secondary 
education 

-.053 
(.072) 

-.051 
(.072) 

-.054 
(.072) 

.051 
(.072) 

-.053 
(.072) 

.050 
(.072) 

 

First-stage tertiary 
education 

-.108 
(.071) 

-.107 
(.071) 

-.109 
(.071) 

-.106 
(.071) 

-.108 
(.071) 

-.106 
(.071) 

 

Second-stage tertiary 
education 

-.073 
(.090) 

-.071 
(.090) 

-.076 
(.090) 

-.071 
(.090) 

-.072 
(.090) 

-.071 
(.090) 

 

Network  .808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.020) 

.808*** 
(.075) 

.808*** 
(.020) 

 

Employment status 1.264*** 
(.031) 

1.264*** 
(.031) 

1.264*** 
(.031) 

1.266*** 
(.031) 

1.264*** 
(.031) 

1.267*** 
(.031) 

 

Entrepreneurial 
confidence 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

1.223*** 
(.024) 

 

Entrepreneurial 
opportunity 

.406*** 
(.020) 

.404*** 
(.020) 

.405*** 
(.020) 

.404*** 
(.020) 

.406*** 
(.020) 

.404*** 
(.020) 

 

Fear of failure -.298*** 
(021) 

-.298*** 
(021) 

-.298*** 
(.021) 

-.298*** 
(021) 

-.298*** 
(.021) 

-.298*** 
(.021) 

 

        

Country level 
control variables 

       

GDP per capita .000** 
(.000) 

.000* 
(.000) 

.000* 
(.000) 

.000 
(.000) 

.000* 
(.000) 

.000 
(.000) 
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GDP per capita 
growth 

-.021 
(.041) 

-.018 
(.041) 

-.023 
(.041) 

-.021 
(.041) 

-.017 
(.040) 

-.015 
(.040) 

 

Unemployment -.021 
(.015) 

-.015 
(.015) 

-.027* 
(.015) 

-.022 
(.015) 

-.018 
(.015) 

-.014 
(.016) 

 

Export .001 
(.003) 

-.000 
(.003) 

.001 
(.003) 

.001 
(.003) 

.003 
(.003) 

.002 
(.003) 

 

Natural resources -.020 
(.015) 

-.021 
(.014) 

-.023 
(.015) 

-.021 
(.015) 

-.014 
(.015) 

-.016 
(.015) 

 

        

Fixed parameter        

Constant 𝛼0 -3.24*** 
(.274) 

-3.108*** 
(.294) 

-3.279*** 
(.276) 

-3.277*** 
(.280) 

-3.066*** 
(.302) 

-2.894*** 
(.366) 

 

        

Variant parameters        

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.214*** 
(.045) 

.207*** 
(.043) 

.212*** 
(.044) 

.216*** 
(.045) 

.207*** 
(.044) 

.198*** 
(.042) 

 

Random slope 
variance (𝑣𝑎𝑟(𝑢1𝑗)) 

.042*** 
(.013) 

.032*** 
(.011) 

.025*** 
(.009) 

.031*** 
(.010) 

.038*** 
(.012) 

.017*** 
(.007) 

 

ICC  6.12% 5,91% 6.04% 6.15% 5,91% 5.67%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Table 15: odds ratio from the multilevel logistic regression with TEA as dependent variable 
and random slopes for female with different measures for the governmental institutions 

Dependent variable = 
TEA 

1 2 3 4 5 6 H 

        

Independent variables         

Female .929** 
(.034) 

1.146* 
(.090) 

.822*** 
(.038) 

.943* 
(.032) 

1.132 
(.123) 

1.135 
(.151) 

H1 

Education  .997 
(.003) 

   .996 
(.003) 

 

Regulatory burden   1.004 
(.005) 

  1.002 
(.005) 

 

Government stability    .950 
(.130) 

 1.038 
(.159) 

 

Income regulations     .431 
(.265) 

.410 
(.260) 

 

        

Cross level interaction 
effect  

       

Female * Education  .996*** 
(.001) 

   .997** 
(.001) 

H3 

Female * Regulatory 
burden 

  1.007*** 
(.002) 

  1.005 
(.002) 

H4 

Female * Government 
stability 

   .855*** 
(.041) 

 .955 
(.047) 

H5 

Female * Income 
regulations 

    .620* 
(.155) 

.735 
(.159) 

H6 

        

Individual level 
control variables 

       

Age .987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

 

Education        

Pre-primary education        

Primary education .899 
(.068) 

.900 
(.068) 

.899 
(.068) 

.901 
(.068) 

.899 
(.068) 

.900 
(.068) 

 

Lower secondary 
education 

.871* 
(.063) 

.872* 
(.063) 

.871* 
(.063) 

.873* 
(.063) 

.871* 
(.063) 

.872* 
(.063) 

 

Upper secondary 
education 

.846** 
(.059) 

.847** 
(.059) 

.845** 
(.059) 

.848** 
(.059) 

.845** 
(.059) 

.846** 
(.059) 

 

Post-secondary 
education 

.948 
(.068) 

.950 
(.069) 

.948 
(.068) 

.950 
(.069) 

.948 
(.069) 

.951 
(.069) 

 

First-stage tertiary 
education 

.898 
(.063) 

.899 
(.063) 

.897 
(.063) 

.900 
(.064) 

.898 
(.063) 

.899 
(.063) 

 

Second-stage tertiary 
education 

.930 
(.083) 

.932 
(.084) 

.927 
(.083) 

.931 
(.084) 

.931 
(.083) 

.932 
(.084) 

 

Network  2.244*** 
(.046) 

2.243*** 
(.046) 

2.243*** 
(.046) 

2.243*** 
(.046) 

2.243*** 
(.046) 

2.243*** 
(.046) 

 

Employment status 3.538*** 
(.109) 

3.541*** 
(.109) 

3.542*** 
(.109) 

3.548*** 
(.110) 

3.541*** 
(.109) 

3.551*** 
(.110) 

 

Entrepreneurial 
confidence 

3.399*** 
(.082) 

3.398*** 
(.082) 

3.398*** 
(.082) 

3.396 
(.082) 

3.398*** 
(.082) 

3.396*** 
(.082) 

 

Entrepreneurial 
opportunity 

1.499*** 
(.030) 

1.498*** 
(.030) 

1.499*** 
(.030) 

1.498*** 
(.030) 

1.499*** 
(.030) 

1.498*** 
(.030) 

 

Fear of failure .742*** 
(.015) 

.743*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

.742*** 
(.015) 

 

        

Country level control 
variables 

       

GDP per capita 1.000** 
(.000) 

1.000* 
(.000) 

1.000* 
(.000) 

1.000* 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

 

GDP per capita growth .979 
(.040) 

.982 
(.040) 

.977 
(.040) 

.979 
(.040) 

.983 
(.040) 

.985 
(.039) 

 

Unemployment .979 
(.014) 

.985 
(.015) 

.974* 
(.015) 

.979 
(.014) 

.982 
(.014) 

.986 
(.016) 

 

Export 1.001 
(.003) 

1.000 
(.003) 

1.001 
(.003) 

1.002 
(.003) 

1.002 
(.003) 

1.002 
(.003) 

 

Natural resources .980 .979 .977 .979 .986 .985  
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(.014) (.014) (.014) (.014) (.015) (.015) 

        

Fixed parameter        

Constant 𝛼0 .039*** 
(.011) 

.045*** 
(.013) 

.038*** 
(.010) 

.038*** 
(.011) 

.047*** 
(.014) 

.055*** 
(.020) 

 

        

Variant parameters        

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.214*** 
(.045) 

.207*** 
(.043) 

.212*** 
(.044) 

.216*** 
(.045) 

.207*** 
(.044) 

.198*** 
(.042) 

 

Random slope variance 
(𝑣𝑎𝑟(𝑢1𝑗)) 

.042*** 
(.013) 

.032*** 
(.011) 

.025*** 
(.009) 

.031*** 
(.010) 

.038*** 
(.012) 

.017*** 
(.007) 

 

ICC  6.12% 5.91% 6,04% 6.15% 5,91% 5,67%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Appendix K – extensive interpretation of results of alternative model  

To assess the robustness of the main analysis I compare the results of table 2 and 3 with the 

results of the robustness check in Appendix J table 14 and 15. In both table 2 model 3 and 

Appendix J table 14 model 2 the interaction effect of the education measure and gender on an 

individual’s entrepreneurial activity has a negative effect (β = -0.021 and β = -0.004) on female 

entrepreneurial engagement in comparison to male entrepreneurial engagement. The 

estimation of the second model differs in one aspect with the original estimation. In the 

estimation with the alternative measure of education the negative and moderating effect is 

significant (p < 0.05) compared to not significant in the main analysis of table 2. According to 

the odds ratio in Appendix J table 15 this suggests that when the percentage of tertiary 

educated people goes up by 1%, this decreases the odds of women being engaged in 

entrepreneurial activity by 0.4% in comparison to men. Thus, in both models education has a 

negatively moderating effect on entrepreneurial activity for women in comparison with men, 

which is in contradiction to with what is stated in hypothesis 3. However, the negative 

moderating effect is only significant in the analysis with the alternative measures. Reasoning 

for this could be that higher education leads to a higher awareness for women about their 

disadvantages in entrepreneurship which would discourage them more from entrepreneurship 

in comparison to men (Oosterbeek et al., 2010).  

Comparing model 4 in table 2 and model 3 in Appendix J table 14, both the interaction 

term of gender with start-up procedures and days to business have a positive (β = 0.057 and 

β = 0.007) and significant (p < 0.01) effect on the individual level of TEA for women in 

comparison to men. The odds ratio in Appendix J table 15 suggests that one extra day needed 

to set up a business will increase the odds of women engaging in entrepreneurial activity by 

0,7% in comparison to men. These results correspond with the result found in the main 

analysis. Thus, in both cases hypothesis 4 is rejected.  

Model 5 in table 2 and model 4 in Appendix J table 14 both depict the different 

relationship of governmental stability on entrepreneurial engagement for men and women. In 

model 5 of table 14 the interaction term of the corruption perception index and gender has a 

negative (β = -0.797) and significant (p < 0.01) effect on the TEA rate. For the interaction term 

of the political stability index this relationship is also negative (β = -0.157) and significant (p < 

0.01). This indicates that increased political stability has a negative effect on women engaging 

in entrepreneurial activity in comparison to men. The odds ratio in table 15 shows that the odds 

of women engaging in entrepreneurial activity decreases with 14,5% when the political stability 

index raises with one in comparison to men. The relationship of governmental stability is similar 

in both models, and they both lead to rejecting hypothesis 5.  

Model 5 in Appendix J table 13 and model 6 in table 2 have a corresponding moderating 

effect on the relationship of gender with entrepreneurial activity. The model in table 2 implies 
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that a higher level of profit tax as a percentage of the GDP has a positive (β = 0.003) but 

insignificant moderating effect on the TEA level. Appendix J table 14 suggests a similar 

relationship, namely that the increase of the tax attractiveness index has a negative (β = -

0.478) but insignificant (p < 0.10) moderating effect on female entrepreneurial activity in 

comparison to men. Both results are not in line with what is stated in hypothesis 6.  

In model 6 of Appendix J table 14 and model 8 of table 2 all interaction effects of all 

independent governmental institutional variables with female are presented. As previously 

discussed, in model 8 of table 2 all models stay very similar. The same boats for the results in 

Appendix J table 14. All results in model 6 have the same sign as in their individually estimated 

models. They only depicted difference is that the interaction effects of gender and 

governmental stability and the interaction effects of gender and income regulations become 

statistically insignificant.  
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Appendix L – countries in alternative sample  
 
List of countries included in the analysis with the alternative sample:  

1. United Arab Emirates 

2. Argentina 

3. Australia 

4. Bulgaria 

5. Brazil  

6. Canada 

7. Chile 

8. China 

9. Colombia 

10. Cyprus 

11. Germany 

12. Ecuador 

13. Estonia 

14. Egypt 

15. France  

16. Greece 

17. Guatemala 

18. Croatia 

19. Indonesia 

20. Ireland 

21. Israel 

22. India 

23. Iran 

24. Italy 

25. South-Korea 

26. Kazakhstan 

27. Lebanon 

28. Luxembourg 

29. Latvia 

30. Morocco 

31. Madagascar 

32. Mexico 

33. Malaysia 

34. The Netherlands 
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35. Panama 

36. Peru 

37. Poland 

38. Qatar 

39. Saudi-Arabia 

40. Sweden 

41. Slovenia 

42. Slovakia 

43. Switzerland 

44. Thailand 

45. United Kingdom 

46. United States 

47. Uruguay 

48. Vietnam 

49. South-Africa 
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Appendix M – results from regression in alternative sample  
 
Table 16: regression results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female from the alternative sample excluding Spain 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female -.083** 
(.038) 

.230** 
(.098) 

.010 
(.137) 

-.458*** 
(.076) 

.342*** 
(.087) 

-.211** 
(.098) 

.130 
(.184) 

.144 
(.163) 

H1 

Government size  -.012 
(.009) 

     -.018* 
(.010) 

 

Education   -.019 
(.058) 

    -.020 
(.066) 

 

Regulatory burden    -.036 
(.028) 

   -.035 
(.029) 

 

Government 
stability 

    -.510 
(.652) 

  .015 
(.829) 

 

Income regulations      -.005 
(.005) 

 .003 
(.005) 

 

Government 
support policies 

      -.289** 
(.134) 

-.356** 
(.154) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 -.012*** 
(.004) 

     -.011*** 
(.003) 

H2 

Female * Education   -.021 
(.030) 

    .052** 
(.021) 

H3 

Female * 
Regulatory burden 

   .056*** 
(.010) 

   .035*** 
(.009) 

H4 

Female * 
Government 
stability 

    -.808*** 
(.160) 

  -.451* 
(.170) 

H5 

Female * Income 
regulations 

     .003 
(.002) 

 .002 
(.002) 

H6 

Female * 
Government 
support policies 

      -.082 
(.070) 

-.096** 
(.048) 

H7 

          

Individual level 
control variables 

         

Age -.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

-.013*** 
(.001) 

 

Education          

Pre-primary 
education 

         

Primary education -.065 
(.078) 

-.063 
(.078) 

-.064 
(.078) 

-.066 
(.078) 

-.063 
(.078) 

-.064 
(.078) 

-.064 
(.078) 

-.058 
(.078) 

 

Lower secondary 
education 

-.141* 
(.072) 

-.139* 
(.073) 

-.141* 
(.073) 

-.142* 
(.073) 

-.139* 
(.073) 

-.140* 
(.073) 

-.140* 
(.073) 

-.133* 
(.073) 

 

Upper secondary 
education 

-.194*** 
(.071) 

-.192*** 
(.071) 

-.193*** 
(.071) 

-.194*** 
(.071) 

-.191*** 
(.071) 

-.194*** 
(.071) 

-.193*** 
(.071) 

-.184*** 
(.071) 

 

Post-secondary 
education 

-.048 
(.074) 

-.046 
(.073) 

-.047 
(.074) 

-.048 
(.074) 

-.044 
(.074) 

-.047 
(.074) 

-.046 
(.074) 

-.038 
(.074) 

 

First-stage tertiary 
education 

-.136* 
(.072) 

-.133* 
(.072) 

-.135* 
(.072) 

-.136* 
(.072) 

-.133 
(.072) 

-.136* 
(.072) 

-.135* 
(.072) 

-.124* 
(.090) 

 

Second-stage 
tertiary education 

-.085 
(.091) 

-.080 
(.091) 

-.085 
(.091) 

-.086 
(.090) 

-.084 
(.090) 

-.084 
(.091) 

-.084 
(.091) 

-.073 
(.090) 

 

Network  .802*** 
(.020) 

.802*** 
(.021) 

.802*** 
(.021) 

.802*** 
(.021) 

.802*** 
(.021) 

.802*** 
(.021) 

.802*** 
(.021) 

.801*** 
(.021) 

 

Employment status 1.246*** 
(.033) 

1.247*** 
(.033) 

1.246*** 
(.033) 

1.248*** 
(.033) 

1.249*** 
(.033) 

1.246*** 
(.033) 

1.246*** 
(.033) 

1.254*** 
(.032) 

 

Entrepreneurial 
confidence 

1.183*** 
(.025) 

1.182*** 
(.025) 

1.183*** 
(.025) 

1.182*** 
(.025) 

1.181*** 
(.025) 

1.183*** 
(.025) 

1.183*** 
(.025) 

1.181*** 
(.025) 
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Entrepreneurial 
opportunity 

.392*** 
(.021) 

.392*** 
(.021) 

.392*** 
(.021) 

.392*** 
(.021) 

.391*** 
(.021) 

.392*** 
(.021) 

.392*** 
(.021) 

.391*** 
(.021) 

 

Fear of failure -.298*** 
(.022) 

-.297*** 
(.022) 

-.298*** 
(.022) 

-.298*** 
(.022) 

-.297*** 
(.022) 

-.298*** 
(.022) 

-.298*** 
(.022) 

-.297*** 
(.022) 

 

          

Country level 
control variables 

         

GDP per capita -.000** 
(.000) 

-.000** 
(.000) 

-.000* 
(.000) 

-.000* 
(.000) 

-.000 
(.000) 

-.000* 
(.000) 

-.000 
(.000) 

-.000 
(.000) 

 

GDP per capita 
growth 

-.018 
(.041) 

-.029 
(.041) 

-.019 
(.041) 

-.023 
(.042) 

-.018 
(.042) 

-.014 
(.041) 

-.005 
(.040) 

-.024 
(.040) 

 

Unemployment -.018 
(.015) 

-.003 
(.017) 

-.017 
(.016) 

-.020 
(.016) 

-.018 
(.016) 

-.017 
(.015) 

-.023 
(.014) 

-.007 
(.017) 

 

Export .000 
(.003) 

.002 
(.003) 

.000 
(.003) 

.000 
(.003) 

.000 
(.003) 

-.000 
(.003) 

-.000 
(.002) 

.002 
(.003) 

 

Natural resources -.020 
(.015) 

-.031** 
(.016) 

-.020 
(.015) 

-.016 
(.015) 

-.021 
(.015) 

-.024 
(.015) 

-.013 
(.014) 

-.021 
(.016) 

 

          

Fixed parameter          

Constant 𝛼0 -
3.203*** 
(.277) 

-
2.929*** 
(.333) 

-
3.124*** 
(.366) 

-
2.896*** 
(.374) 

-
3.024*** 
(.375) 

-
2,984*** 
(.361) 

-
2.527*** 
(.410) 

-
1.786*** 
(.567) 

 

          

Variant 
parameters 

         

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.215*** 
(.046) 

.204*** 
(.043) 

.214*** 
(.046) 

.221*** 
(.047) 

.217*** 
(.046) 

.213*** 
(.045) 

.194*** 
(.041) 

.186*** 
(.039) 

 

Random slope 
variance (𝑣𝑎𝑟(𝑢1𝑗)) 

.043*** 
(.013) 

.033*** 
(.011) 

.043*** 
(.013) 

.017*** 
(.008) 

 

.019*** 
(.008) 

.040*** 
(.013) 

.040*** 
(.013) 

.000 
(.000) 

 

ICC  6,13% 5,83% 6,11% 6,27% 6,18% 6,07% 5.57% 5,35%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 101,107. Number of countries: 49 
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Table 17: odds ratio from the multilevel logistic regression with TEA as dependent variable 
and random slopes for female with the alternative sample excluding Spain 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female .920** 
(.035) 

1.259** 
(.123) 

1.011 
(.138) 

.632*** 
(.048) 

1.408*** 
(.122) 

.810** 
(.080) 

1.139 
(.210) 

1.155 
(.188) 

H1 

Government size  .988 
(.009) 

     .983* 
(.009) 

 

Education   .981 
(.057) 

    .980 
(.064) 

 

Regulatory burden    .964 
(.027) 

   .966 
(.028) 

 

Government 
stability 

    .601 
(.392) 

  1.015 
(.841) 

 

Income regulations      .995 
(.005) 

 1.003 
(.005) 

 

Government 
support policies 

      .749** 
(.100) 

.700** 
(.111) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 .988*** 
(.003) 

     .989*** 
(.003) 

H2 

Female * Education   .979 
(.029) 

    1.053* 
(.023) 

H3 

Female * 
Regulatory burden 

   1.058*** 
(.011) 

   1.035*** 
(.009) 

H4 

Female * 
Government 
stability 

    .456*** 
(.071) 

  .637* 
(.109) 

H5 

Female * Income 
regulations 

     1.003 
(.002) 

 1.002 
(.002) 

H6 

Female * 
Government 
support policies 

      .921 
(.064) 

.908** 
(.043) 

H7 

          

Individual level 
control variables 

         

Age .987*** 
(.001) 

.987*** 
(.001) 

.987 
(.001) 

.987*** 
(.001) 

.987*** 
(001) 

.987*** 
(.001) 

.987*** 
(.001) 

.987*** 
(.001) 

 

Education          

Pre-primary 
education 

         

Primary education .937 
(.073) 

.939 
(.073) 

.938 
(.073) 

.936 
(.073) 

.939 
(.073) 

.938 
(.073) 

.938 
(.073) 

.943 
(.073) 

 

Lower secondary 
education 

.868* 
(.064) 

.870* 
(.064) 

.869* 
(.064) 

.868* 
(.064) 

.871* 
(.064) 

.869* 
(.063) 

.869* 
(.064) 

.876* 
(.064) 

 

Upper secondary 
education 

.824*** 
(.058) 

.825*** 
(.059) 

.824*** 
(.058) 

.823*** 
(.058) 

.826*** 
(.059) 

.824*** 
(.058) 

.824*** 
(.059) 

.832*** 
(.059) 

 

Post-secondary 
education 

.954 
(.070) 

.955 
(.071) 

.954 
(.070) 

.953 
(.070) 

.957 
(.071) 

.954 
(.070) 

.955 
(.071) 

.963 
(.071) 

 

First-stage tertiary 
education 

.873** 
(.063) 

.875** 
(.063) 

.873** 
(.063) 

.873* 
(.063) 

.876* 
(.063) 

.873* 
(.063) 

.874* 
(.063) 

.883* 
(.064) 

 

Second-stage 
tertiary education 

.919 
(.083) 

.923 
(.084) 

.919 
(.083) 

.917 
(.083) 

.920 
(.083) 

.919 
(.083) 

.920 
(.083) 

.930 
(.084) 

 

Network  2.230*** 
(.048) 

2.230*** 
(.048) 

2.230*** 
(.048) 

2.229*** 
(.048) 

2.229*** 
(.048) 

2.230*** 
(.048) 

2.229*** 
(.048) 

2.228*** 
(.048) 

 

Employment status 3.475*** 
(.113) 

3.478*** 
(.113) 

3.476*** 
(.113) 

3.483*** 
(.113) 

3.486*** 
(.114) 

3.476*** 
(.113) 

3.475*** 
(.113) 

3.503*** 
(.114) 

 

Entrepreneurial 
confidence 

3.263*** 
(.082) 

3.262*** 
(.082) 

3.263*** 
(.082) 

3.262*** 
(.082) 

3.258*** 
(.081) 

3.264*** 
(.082) 

3.263*** 
(.082) 

3.257*** 
(.081) 

 

Entrepreneurial 
opportunity 

1.480*** 
(.031) 

1.479*** 
(.031) 

1.480*** 
(.031) 

1.480*** 
(.031) 

1.479*** 
(.031) 

1.480*** 
(.031) 

1.480*** 
(.031) 

1.479*** 
(.031) 
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Fear of failure .743*** 
(.016) 

.743*** 
(.016) 

.743*** 
(.016) 

.742*** 
(.016) 

.743*** 
(.016) 

.742*** 
(.016) 

.743*** 
(.016) 

.743*** 
(.016) 

 

          

Country level 
control variables 

         

GDP per capita 1.000** 
(.000) 

1.000** 
(.000) 

1.000* 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

1.000** 
(.000) 

1.000 
(.000) 

1.000 
(.000) 

 

GDP per capita 
growth 

.982 
(.041) 

.997 
(.040) 

.981 
(.041) 

.977 
(.041) 

.982 
(.041) 

.986 
(.041) 

.995 
(.040) 

.977 
(.039) 

 

Unemployment .982 
(.015) 

.991 
(.016) 

.984 
(.016) 

.981 
(.015) 

.982 
(.041) 

.984 
(.015) 

.978 
(.015) 

.993 
(.017) 

 

Export 1.000 
(.003) 

1.002 
(.003) 

1.000 
(.003) 

1.000 
(.003) 

1.000 
(.003) 

1.000 
(.003) 

1.000 
(.002) 

1.002 
(.003) 

 

Natural resources .980 
(.014) 

.970* 
(.015) 

.980 
(.014) 

.984 
(.015) 

.979 
(.014) 

.977 
(.015) 

.987 
(.014) 

.980 
(.016) 

 

          

Fixed parameter          

Constant 𝛼0 .041*** 
(.011) 

.053*** 
(.018) 

.044*** 
(.016) 

.055*** 
.021 

.049*** 
(.018) 

.051*** 
(.018) 

.080*** 
(.033) 

.168*** 
(.095) 

 

          

Variant parameters          

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.215*** 
(.046) 

.204*** 
(.043) 

.214*** 
(.046) 

.220*** 
(.047) 

.217*** 
(.045) 

.213*** 
(.045) 

.194*** 
(.041) 

.186*** 
(.039) 

 

Random slope 
variance (𝑣𝑎𝑟(𝑢1𝑗)) 

.043*** 
(.013) 

.033*** 
(.011) 

.043*** 
(.013) 

.017*** 
(.008) 

.019*** 
(.008) 

.040*** 
(.013) 

.040*** 
(.013) 

.000 
(.000) 

 

ICC  6.13% 5,83% 6.11% 6,27% 6,18% 6,07% 5.57% 5,35%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 101,107. Number of countries: 49 
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Appendix N – countries in fixed effects model  

List of countries included in the analysis for the fixed effects model:  

1. Argentina 

2. Australia 

3. Brazil  

4. Chile 

5. Colombia 

6. Germany 

7. Ecuador 

8. Estonia 

9. Egypt 

10. Spain 

11. Greece 

12. Guatemala 

13. Croatia 

14. Indonesia 

15. Israel 

16. Iran 

17. Lebanon 

18. Luxembourg 

19. Latvia 

20. Mexico 

21. Malaysia 

22. The Netherlands 

23. Panama 

24. Peru 

25. Slovenia 

26. South-Africa 
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Appendix O – results of fixed effects regression  
 
Table 18: regression results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female estimated with the fixed effects method 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female .014*** 
(.002) 

.008 
(.007) 

-.015 
(.009) 

-.006 
(.008) 

.026*** 
(.008) 

.011* 
(.006) 

-.007 
(.011) 

-.025 
(.019) 

H1 

Government size  -
.012*** 
(.002) 

     -.013*** 
(.002) 

 

Education   .089*** 
(.008) 

    .092*** 
(.014) 

 

Regulatory burden    .021*** 
(.003) 

   .019*** 
(.004) 

 

Government stability     -.000 
(.001) 

  .002 
(.002) 

 

Income regulations      .001** 
(.000) 

 -.000 
(.001) 

 

Government support 
policies 

      -.035*** 
(.005) 

-.023** 
(.010) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 .000 
(.000) 

     .000 
(.000) 

H2 

Female * Education   .007*** 
(.002) 

    .009*** 
(.003) 

H3 

Female * Regulatory 
burden 

   .002*** 
(.001) 

   .001 
(.001) 

H4 

Female * 
Government stability 

    -.000 
(.000) 

  -.001** 
(.000) 

H5 

Female * Income 
regulations 

     .000 
(.000) 

 -.000* 
(.000) 

H6 

Female * 
Government support 
policies 

      .009* 
(.005) 

.006 
(.005) 

H7 

          

Individual level 
control variables 

         

Age -.001*** 
(.000) 

-
.001*** 
(.000) 

-.001*** 
(.000) 

-.001*** 
(.000) 

-.001*** 
(.000) 

-
.001*** 
(.000) 

-.001*** 
(.000) 

-.001*** 
(.000) 

 

Education          

Pre-primary 
education 

         

Primary education .013* 
(.008) 

.009 
(.008) 

.013* 
(.008) 

.012 
(.008) 

.013* 
(.008) 

.013* 
(.008) 

.013* 
(.008) 

.009 
(.008) 

 

Lower secondary 
education 

.012 
(.007) 

.009 
(.008) 

.010 
(.007) 

.011 
(.007) 

.012 
(.007) 

.012 
(.007) 

.011 
(.007) 

.007 
(.008) 

 

Upper secondary 
education 

.007 
(.007) 

.003 
(.007) 

.007 
(.007) 

.005 
(.007) 

.007 
(.007) 

.007 
(.007) 

.006 
(.007) 

.002 
(.007) 

 

Post-secondary 
education 

.020** 
(.008) 

.017* 
(.008) 

.020** 
(.008) 

.019** 
(.008) 

.020** 
(.008) 

.020** 
(.008) 

.020** 
(.008) 

.017** 
(.008) 

 

First-stage tertiary 
education 

.008 
(.008) 

.004 
(.008) 

.009 
(.008) 

.006 
(.008) 

.008 
(.008) 

.008 
(.008) 

.008 
(.008) 

.005 
(.008) 

 

Second-stage 
tertiary education 

.012 
(.014) 

-.003 
(.017) 

.004 
(.014) 

.008 
(.014) 

.010 
(.014) 

.010* 
(.014) 

.009 
(.014) 

-.004 
(.017) 

 

Network  .081*** 
(.003) 

.084*** 
(.003) 

.080*** 
(.003) 

.081*** 
(.003) 

.081*** 
(.003) 

.081*** 
(.003) 

.081*** 
(.003) 

.083*** 
(.003) 

 

Employment status .116*** 
(.003) 

.113*** 
(.003) 

.116*** 
(.003) 

.116*** 
(.003) 

.117*** 
(.003) 

.116*** 
(.003) 

.116*** 
(.003) 

.112*** 
(.003) 

 

Entrepreneurial 
confidence 

.111*** 
(.003) 

.112*** 
(.003) 

.111*** 
(.003) 

.110*** 
(.003) 

.111*** 
(.003) 

.111*** 
(.003) 

.110*** 
(.003) 

.111*** 
(.003) 
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Entrepreneurial 
opportunity 

.062*** 
(.003) 

.062*** 
(.003) 

.062*** 
(.003) 

.061*** 
(.003) 

.062*** 
(.003) 

.062*** 
(.003) 

.062*** 
(.003) 

.061*** 
(.003) 

 

Fear of failure -.037*** 
(.003) 

-
.036*** 
(.003) 

-.037*** 
(.003) 

-.038*** 
(.003) 

-.037*** 
(.003) 

-
.037*** 
(.003) 

-.037*** 
(.003) 

-.036*** 
(.003) 

 

          

Country level 
control variables 

         

GDP per capita .000 
(.000) 

-.000 
(.000) 

-.000* 
(.000) 

.000 
(.000) 

.000 
(.000) 

.000 
(.000) 

-.000 
(.000) 

-.000*** 
(.000) 

 

GDP per capita 
growth 

.001 
(.001) 

-.003** 
(.002) 

-.004*** 
(.001 

.002*** 
(.001) 

.001 
(.001) 

.000 

.001 
-.000 
(.001) 

-.005*** 
(.002) 

 

Unemployment .000 
(.002) 

.001 
(.002) 

-.002 
(.002) 

-.002 
(.002) 

.000 
(.002) 

.001 
(.002) 

.000 
(.002) 

-.004** 
(.002) 

 

Export -.005*** 
(.001) 

-
.010*** 
(.001) 

-.004*** 
(.001) 

-.007*** 
(.001) 

-.005*** 
(.001) 

-
.004*** 
(.001) 

-.004*** 
(.001) 

-.008*** 
(.002) 

 

Natural resources .006** 
(.003) 

-.000 
(.004) 

-.014*** 
(.003) 

.012*** 
(.003) 

.006** 
(.003) 

.004 
(.003) 

.006** 
(.003) 

.003 
(.005) 

 

          

Fixed parameter          

Constant 𝛼0 .127** 
(.050) 

.631*** 
(.081) 

-.134*** 
(.057) 

-.004 
(.055) 

.128** 
(.061) 

.058 
(.061) 

.209*** 
(.054) 

.109 
(.158) 

 

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. 
Number of individual observations: 104,445. Number of countries: 26 
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Appendix P – results of regression excluding bad controls  

Table 19: regression results from the multilevel logistic regression with TEA as dependent 
variable and random slopes for female excluding the individual level control variables that 
might be a mechanism 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female -.366*** 
(.039) 

-.094 
(.106) 

-.246* 
(.143) 

-.648*** 
(.091) 

-.031 
(.105) 

-.423*** 
(.105) 

-.238 
(.195) 

-.109 
(.261) 

H1 

Government size  -.012 
(.009) 

     -.018** 
(.009) 

 

Education   -.011 
(.058) 

    -.012 
(.062) 

 

Regulatory burden    -.047* 
(.027) 

   -.046* 
(.028) 

 

Government 
stability 

    -.374 
(.652) 

  .038 
(.781) 

 

Income regulations      -.005 
(.005) 

 .003 
(.005) 

 

Government 
support policies 

      -.330** 
(.133) 

-.369** 
(.145) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 -.010*** 
(.004) 

     -.009** 
(.004) 

H2 

Female * 
Education 

  -.027 
(.031) 

    .028 
(.033) 

H3 

Female * 
Regulatory burden 

   .042*** 
(.012) 

   .026* 
(.014) 

H4 

Female * 
Government 
stability 

    -.639*** 
(.191) 

  -.318 
(.280) 

H5 

Female * Income 
regulations 

     .001 
(.002) 

 .000 
(.002) 

H6 

Female * 
Government 
support policies 

      -.049 
(.074) 

-.062 
(.077) 

H7 

          

Individual level 
control variables 

         

Age -.008*** 
(.001) 

-.008*** 
(.001) 

-.008*** 
(.001) 

-.008*** 
(.001) 

-.008*** 
(.001) 

-.008*** 
(.001) 

-.008*** 
(.001) 

-.008*** 
(.001) 

 

Entrepreneurial 
opportunity 

.790*** 
(.019) 

.789*** 
(.019) 

.789*** 
(.019) 

.789*** 
(.019) 

.789*** 
(.019) 

.789*** 
(.019) 

.789*** 
(.019) 

.789*** 
(.019) 

 

          

Country level 
control variables 

         

GDP per capita -.000*** 
(.000) 

-.000*** 
(.000) 

-.000** 
(.000) 

-.000*** 
(.000) 

-.000 
(.000) 

-.000*** 
(.000) 

-.000* 
(.000) 

-.000* 
(.000) 

 

GDP per capita 
growth 

-.031 
(.041) 

-.041 
(.041) 

-.031 
(.042) 

-.038 
(.041) 

-.030 
(.041) 

-.026 
(.041) 

-.016 
(.039) 

-.039 
(.038) 

 

Unemployment -.036 
(.015) 

-.025 
(.017) 

-.036** 
(.015) 

-.038*** 
(.015) 

-.037** 
(.015) 

-.035** 
(.015) 

-.042*** 
(.014) 

-.028* 
(.015) 

 

Export .001 
(.003) 

.002 
(.003) 

.001 
(.003) 

.001 
(.003) 

.001 
(.003) 

.000 
(.003) 

.000 
(.002) 

.002 
(.003) 

 

Natural resources -.010 
(.015) 

-.020 
(.016) 

-.010 
(.015) 

-.006 
(.014) 

-.011 
(.015) 

-.015 
(.015) 

-.002 
(.014) 

-.010 
(.015) 

 

          

Fixed parameter          

Constant 𝛼0 -.311*** 
(.263) 

-1.043*** 
(.326) 

-
.1.264*** 

(.359) 

-.904** 
(.353) 

-1.174*** 
(.364) 

-1.047*** 
(.349) 

-.535 
(.398) 

.258 
(.535) 
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Variant 
parameters 

         

Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.217*** 
(.045) 

.207*** 
(.043) 

.217*** 
(.045) 

.209*** 
(.044) 

.217*** 
(.045) 

.212*** 
(.044) 

.191*** 
(.040) 

.168*** 
(.036) 

 

Random slope 
variance 
(𝑣𝑎𝑟(𝑢1𝑗)) 

.052*** 
(.015) 

.045*** 
(.013) 

.051*** 
(.014) 

.039*** 
(.012) 

.038*** 
(.012) 

.051*** 
(.015) 

.051*** 
(.015) 

.031*** 
(.010) 

 

ICC  6.19% 5.92% 6.18% 5.97% 6.18% 6.05% 5.49% 4.86%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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Table 20: odds ratio from the multilevel logistic regression with TEA as dependent variable 
and random slopes for female excluding the individual level control variables that might be a 
mechanism 

Dependent 
variable = TEA 

1 2 3 4 5 6 7 8 H 

          

Independent 
variables  

         

Female .694*** 
(.027) 

.911 
(.097) 

.782* 
(.112) 

.523*** 
(.048) 

.969 
(.101) 

.655*** 
(.069) 

.788 
(.153) 

.896 
(.234) 

H1 

Government size  .989 
(.009) 

     .982** 
(.009) 

 

Education   .989 
(.057) 

    .988 
(.061) 

 

Regulatory burden    .954* 
(.026) 

   .955* 
(.027) 

 

Government 
stability 

    .688 
(.449) 

  1.039 
(.811) 

 

Income regulations      .995 
(.005) 

 1.003 
(.005) 

 

Government 
support policies 

      .719** 
(.095) 

.691** 
(.100) 

 

          

Cross level 
interaction effect  

         

Female * 
Government size 

 .990*** 
(.004) 

     .991** 
(.004) 

H2 

Female * 
Education 

  .973 
(.030) 

    1.028 
(.033) 

H3 

Female * 
Regulatory burden 

   1.043*** 
(.013) 

   1.026* 
(.015) 

H4 

Female * 
Government 
stability 

    .528*** 
(.101) 

  .727 
(.204) 

H5 

Female * Income 
regulations 

     1.001 
(.002) 

 1.000 
(.002) 

H6 

Female * 
Government 
support policies 

      .952 
(.071) 

.940 
(.073) 

H7 

          

Individual level 
control variables 

         

Age .992*** 
(.001) 

.992*** 
(.001) 

.992*** 
(.001) 

.992*** 
(.001) 

.992*** 
(.001) 

.992*** 
(.001) 

.992*** 
(.001) 

.992*** 
(.001) 

 

Entrepreneurial 
opportunity 

2.202*** 
(.041) 

2.202*** 
(.041) 

2.202*** 
(.041) 

2.203*** 
(.041) 

2.203*** 
(.041) 

2.203*** 
(.041) 

2.203*** 
(.041) 

2.203*** 
(.041) 

 

          

Country level 
control variables 

         

GDP per capita 1.000*** 
(.000) 

1.000*** 
(.000) 

1.000** 
(.000) 

1.000*** 
(.000) 

1.000 
(.000) 

1.000*** 
(.000) 

1.000* 
(.000) 

1.000* 
(.000) 

 

GDP per capita 
growth 

.970 
(.040) 

.960 
(.039) 

.969 
(.040) 

.962 
(.039) 

.970 
(.040) 

.974 
(.040) 

.984 
(.039) 

.961 
(.037) 

 

Unemployment .964** 
(.014) 

.976 
(.016) 

.965** 
(.015) 

.962*** 
(.014) 

.964** 
(.014) 

.966** 
(.014) 

.959*** 
(.014) 

.973* 
(.015) 

 

Export 1.001 
(.003) 

1.002 
(.003) 

1.001 
(.003) 

1.001 
(.003) 

1.001 
(.003) 

1.000 
(.003) 

1.000 
(.002) 

1.002 
(.003) 

 

Natural resources .990 
(.014) 

.980 
(.016) 

.990 
(.014) 

.994 
(.014) 

.989 
(.015) 

.985 
(.015) 

.998 
(.014) 

.990 
(.015) 

 

          

Fixed parameter          

Constant 𝛼0 .270*** 
(.071) 

.352*** 
(.115) 

.283*** 
(.101) 

.405** 
(.143) 

.309*** 
(.113) 

.351*** 
(.123) 

.586 
(.233) 

1.294 
(.692) 

 

          

Variant 
parameters 
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Random intercept 
variance (𝑣𝑎𝑟(𝑢0𝑗)) 

.217*** 
(.045) 

.207*** 
(.043) 

.217*** 
(.045) 

.209*** 
(.044) 

.217*** 
(.045) 

.212*** 
(.044) 

191*** 
(.040) 

.168*** 
(.036) 

 

Random slope 
variance 
(𝑣𝑎𝑟(𝑢1𝑗)) 

.052*** 
(.015) 

.045*** 
(.013) 

.051*** 
(.014) 

.039*** 
(.012) 

.038*** 
(.012) 

.051*** 
(.015) 

.051*** 
(.015) 

.031*** 
(.010) 

 

ICC  6.19% 5.92% 6..18% 5.97% 6.18% 6.05% 5.49% 4.86%  

Notes: ***p<0.01, **p<0.05 and *p<0.01. Standard error in parentheses. Number of individual 
observations: 118,795. Number of countries: 50 
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