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Abstract

This study explores to what extent the long short-term memory (LSTM) neural network model can
improve the performance of stock return forecasting models, with a focus on the U.S. market excess
return. The LSTM architecture, introduced to enhance neural networks’ performance when dealing with
sequential time-series data by the use of an internal memory mechanism, is contrasted with the simpler yet
highly effective feedforward neural network (FNN) model, and two additional linear benchmark models.
The results show that, though the LSTM model’s forecast demonstrates enhanced statistical accuracy
compared to all benchmark models, the FNN model offers higher economic value to an investor. This can
be attributed to the fact that certain information considered as outliers or noise by the LSTM model’s
memory mechanism, appears to be of significant value for forecasting equity returns. Furthermore,
the analysis of features’ contribution to the predictions shows that the individual feature importance
ranking is relatively similar across the linear and non-linear forecasts. However, the neural networks
models’ ability to capture interaction effects among the features, yields contrasting results regarding
the effect of the trading signals. Owverall, this paper provides a nuanced understanding of the inner
workings of neural networks and the contribution of individual features to their stock return predictions,
hence should provide researchers and investors employing financial forecasting models valuable tools and

insights.

The content of this thesis is the sole responsibility of the author and does not reflect the view of the

supervisor, second assessor, Erasmus School of Economics or Erasmus University.
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1 Introduction
1 Introduction

The predictability of stock market returns has been a topic of great interest in the field of finance
for numerous years. Researchers persistently strive to forecast the future value of financial
instruments traded on exchanges. As one of the pioneers in this field, |Cowles (1933) investigated
the predictability of the equity premium and presented his findings in the article: ’Can Stock
Market Forecasters Forecast?’. He primarily concluded that modelled portfolio returns do not
significantly differ from what would be expected with pure luck, and long ago suggested a

negative answer to the central question at hand.

Despite the modest empirical results, due to the inherent level of uncertainty and randomness
in the behaviour of stock returns, the canonical problem of measuring the equity premium
continues to attract considerable attention. This paper contributes to the ongoing discussion
by re-examining the question and introduces a novel forecasting model within this research
domain: the long short-term memory (LSTM) neural network. The performance of the LSTM
neural network model in forecasting the equity premium will be evaluated and compared to
that of the well-established feedforward neural network (FNN), and two additional benchmark

models.

Since its inception, the LSTM model has emerged as a promising and successful architec-
ture within the realm of neural networks. In particular, the LSTM architecture is known for
its ability to model and recognise time dependencies in data. This capability enables the net-
work to effectively capture temporal relationships, while handling noise and accurately predict
continuous variables. The model’s forecasting efficiency has been demonstrated across various
research disciplines that deal with sequential data, where the order of data points matters, such
as text, audio, and video analysis. Given the model’s proven competence in handling noisy,
time-series data, which are aspects of stock returns, the theoretical arguments, supported by
Withrich and Merz (2023), Taddy| (2018), Hochreiter and Schmidhuber| (1997), and [Yu et al.
(2019)), lean towards employing the LSTM model in forecasting equity returns. However, while
the LSTM architecture possesses strong capabilities, its predictive power within the context of
asset pricing remains relatively unexplored. Hence, this paper aims to provide a comprehensive
evaluation of the LSTM network’s efficiency in forecasting the equity premium, investigating

the model’s potential in this critical financial domain.

Despite the limited research specifically on the LSTM model in stock forecasting, studies by
Rapach and Zhou| (2020)), |Gu et al. (2020), and Ican et al. (2017)), suggest that, when looking

at the broader machine learning framework, the models can significantly enhance predictive
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accuracy for the equity premium problem, characterised by the large set of potential predictors
and high degree of noise. Machine learning offers a diverse collection of high-dimensional mod-
els, which enhances flexibility in approximating the complex data generation process (DGP)
underlying the equity premium. The models mitigate the risk of overfitting, which is critical
for out-of-sample (OOS) forecasting performance when dealing with many input features, while
maintaining a balance between capturing relevant patterns and avoiding noise in the data.
Neural networks are the most powerful and versatile models in machine learning, and the ar-
chitecture emerged as the preferred approach for modelling complex challenges. They have the
theoretical foundation as ‘universal approximators’, and studies by (Cybenko| (1989), and Hornik
et al. (1989)) demonstrate that even shallow neural networks can effectively approximate any
continuous function. |Gu et al.| (2020) evaluate and compare the predictive performance of top
performing models in forecasting stock returns, and conclude that neural networks, specific-
ally they evaluate the FNN architecture, consistently outperform other forecasting models. The
researchers conclude that incorporating non-linearity significantly enhances the accuracy of pre-
dictions. The superior performance demonstrated by neural network models, when compared
to other (non-linear) machine learning techniques including regression trees, suggests that their
potential to capture even more complex, non-linear relationships and interactions in the data is
a crucial component to effectively model the equity premium. The employed FNN model repres-
ents the most traditional form of neural network and since its inception, more sophisticated and
advanced network architectures, like the LSTM model, have been developed. Incorporating the
FNN in the analysis of this study facilitates a comprehensive comparison of the LSTM model’s
performance, to that of one of the most effective equity premium forecasting models applied

currently.

Feedforward indicates that at each time step, the information in the input features is passed
in a directed, acyclic path through the network to generate a forecast. A FNN lacks the ability
to retain information from previous time steps in its network to predict the current output. An
extension to this architecture, allowing the network to have cycles and designed to work with
sequential data, is referred to as a recurrent neural network (RNN). A RNN model incorporates
feedback loops that enables the network to use information from preceding time steps to predict
the current output. However, Hochreiter and Schmidhuber (1997) show that estimating the
parameters in a traditional RNN causes problems. As a solution to address the limitations of
the conventional RNN model, they introduce the LSTM neural network, which quickly emerged
as one of the most successful RNN architectures. The distinguishing feature of an LSTM model

is its incorporation of a complex memory mechanism. This unique characteristic allows the
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model to store information, in order to effectively identify and integrate both short and long-
time dependencies, thereby enhancing its predictive capabilities, particularly in noisy time-
series data. Yet, existing literature that utilises neural networks in predicting stock returns, is
predominantly focused on FNNs. In practice, complex models aren’t always superior, and a
simpler architecture like the FNN might capture the primary dynamics of the underlying DGP
sufficiently well. It could be that the equity premium doesn’t have sequential dependencies
significant enough to be captured by the LSTM model. The challenge is to understand weather
the LSTM model’s memory mechanism adds significant value in forecasting the equity premium.
In other words, does the added complexity due to the memory mechanism lead to better results

than obtained with the simpler, yet already promising FNN model?

Building on the insights of Leung et al.| (2000), which highlight that a prediction with a low
forecast error does not necessarily guarantees high economical value, this research is conducted in
two phases. Firstly, the LSTM model is employed to forecast the U.S. monthly equity premium
with the aim of enhancing statistical accuracy, measured by the mean squared forecast error
(MSFE). Secondly, the potential economic gains associated with using the LSTM architecture
in forecasting stock returns are evaluated. The economic value is assessed based on the realised
utility to an investor in a mean-variance frame-work. The difference in obtained utility from
using distinct forecasting models when making investment decisions, can be regarded as a
portfolio management fee an investor would be willing to pay in order to switch from one
forecasting model to another. Overall, the objective of this study is to answer the following

research question:

To what extent can an LSTM neural network model improve the performance of equity

premium forecasting models?

To address this question, the study incorporates a comprehensive set of 29 predictive features
into the forecasting models. As proposed by Brock et al.| (1992) and Neely et al.| (2014]), these
include both technical and fundamental variables, aiming to enhance the performance of the

asset pricing models.

The evaluation of the forecasting performance of the LSTM model uses two additional bench-
mark models for comparison: a combination forecast and the historical average forecast. These
models offer a comparison between linear and non-linear methods for processing input features
and serve as a baseline in the analysis. The combination forecast model is introduced by |Rapach
et al. (2010)), to address the limitations of conventional ordinary least squares (OLS) regression

models, aiming to improve OOS forecasting power within the asset pricing context. Histor-
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ically, there’s been a longstanding and widespread belief suggesting that numerous economic
variables exhibit predictive power in forecasting the equity premium. Summarised by [Lettau
and Ludvigson (2001, p. 842): ‘It is now widely accepted that excess returns are predictable
by variables such as dividend-price ratios, earnings-price ratios, dividend-earnings ratios, and
an assortment of other financial indicators.” However, a re-examination of the empirical evid-
ence by Welch and Goyal (2008), concluded that none of the predictive variables individually
performs well in forecasting the equity premium, and lack potential for assisting investors in
profitable market predictions. Moreover, while a multivariate regression model exhibits robust
in-sample significance, it demonstrates poor OOS performance. The traditional OLS regression
estimation seeks to maximise the model’s explanatory power within the estimation sample and
is therefore susceptible to overfitting, resulting in the poor OOS accuracy. The researchers’
pioneering findings highlight the need for improved asset return forecasting models that have
the ability to handle many input features, mitigate the risk of overfitting, and demonstrate good

performance both in-sample and OOS.

Following these controversial findings on return predictability, Rapach et al.| (2010) suggest a
simple average of univariate OLS regression forecasts to generate a combined forecast. The pro-
posed combination forecast model offers an effective shrinkage strategy, addressing the problem
of multicollinearity present in the multivariate OLS regression forecast, whilst avoiding overfit-
ting. The method demonstrates consistent and significant OOS gains relative to the historical
average forecast. Therefore, the combination forecast is the first model to provided evidence
that, when considered collectively, predictive features do hold substantial value and predict-
ive power in forecasting the equity premium, both in-sample and OOS. The inclusion of the
combination forecast, and historical average forecast as benchmark models in this study, not
only enriches the analysis but also offers valuable insights into the historical context and the

evolutionary path of stock returns forecasting models.

While the focus of this study lies on enhancing OOS forecasting accuracy, there is substan-
tial value in comprehending the nuances of the forecasting models. In order to make informed
investment decisions, particularly when dealing with numerous predictors, it is crucial for in-
vestors to understand which ones play a relevant role in the forecasts. In addition, the ability to
accurately interpret a model’s output, provides a foundation to enhance the forecasts, and gain
insights into the underlying process. However, due to the complex and highly parameterised
inner structure of the neural network architectures, they are less transparent and harder to
interpret compared to simpler (linear) forecasting methods. The models are often referred to as

'black boxes’, as understanding how they arrive at their predictions can be quite challenging.
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To address this challenge and gain insights into the forecasting model’s decision-making process,
the Shapley additive explanations (SHAP) method, as proposed by Lundberg and Lee| (2017)),
is integrated into the evaluation of the forecasting models. A recent literature review of existing
machine learning interpretability methods by |Linardatos et al.| (2020)), concludes that the SHAP
method is the most comprehensive and general approach for assessing feature importance. The

method is model-agnostic, and can be applied to any type of data, hence suitable in this study.

The forecasting performance of the employed models is evaluated over the OOS period, span-
ning from January 1990 to December 2022. The empirical results demonstrate superior forecast-
ing performance for both neural network models compared to the linear combination forecast
and historical average forecast. Based on economic value evaluation, a traditional FNN model
outperforms the LSTM model. In contrast, the LSTM model shows small improvements in
MSFE relative to the FNN model. The LSTM architecture’s memory mechanism enables the
model to recognise patterns in the input features over time. However, by doing so, the model
considers valuable information in some of the extreme values as outliers or noise. As a result,
the LSTM model shows a more robust and stable forecast, whereas the FNN model seems to
stand out in capturing the extreme values in the equity premium, which leads to its enhanced

economic value.

The study shows that the predictive features contain valuable information for forecasting
the equity premium, and the individual feature importance ranking remains relatively similar
across the distinct forecasting models. The neural network models have the capabilities to
capture complex patterns and interactions among the features, leading to counter-intuitive

feature effects on the forecasts, which can be of value to researchers and investors.

The remainder of this study is structured as follows: Section [2| outlines the data used in con-
ducting the research, and the construction of predictive features from the raw data. Sections|3.1
through elaborate on the forecasting models employed, namely the LSTM neural network,
FNN, combination forecast, and historical average forecast. Subsequently, Sections through
[3.8] provide three evaluation methods to analyse the forecasts. The empirical results are dis-
cussed in Section [4] and Section [p] performs two robustness checks to validate and reinforce the

results. The study concludes with Section [6] providing the answer to the research question.

2 Data

The objective of this study is to forecast the equity premium by employing an LSTM neural
network model, and to compare the forecasting results to that of the benchmark models. The

research question will be addressed in the context of the U.S. equity premium, specifically
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the monthly S&P 500 excess return. The excess return is defined, consistent with the widely
employed definition by Welch and Goyal (2008]), as the continuously compounded log return on
a value-weighted S&P 500 market portfolio, in excess of a risk-free rate. The risk-free rate is
based on the three-month Treasury bill rate. The sample period spans from January 1950 to
December 2022, consisting of 876 monthly observations. The average monthly equity premium

is 0.57%, with a standard deviation of 4.23%.

Forecasting financial time series data entails predicting the future value of the series, fre-
quently based on various input features. The model’s forecasting power largely depends on
these input features. In stock analysis, these features are primarily classified into two cat-
egories: fundamental and technical features. Fundamental analysis considers intrinsic value
factors like financial statements, earnings, and macroeconomic trends, while technical analysis
uses statistical trends like price movements and trading volume for future performance insights.
While many existing asset pricing models predominantly focus on fundamental features, studies
by Brock et al.| (1992)) and Neely et al.| (2014]) suggest the importance of including technical
features for comprehensive and accurate forecasts. In line with these findings, a review by [Ican
et al.[(2017)) indicates that the use of both fundamental and technical indicators can enhance the
predictive performance of a neural network in stock market analysis. Accordingly, this study
integrates both types of predictive features as inputs for the forecasting models. The set of con-
sidered monthly fundamental features consists of 14 widely recognised macroeconomic features
addressed in the empirical literature, following amongst others, Welch and Goyal| (2008, and
Rapach and Zhou (2020)):

1. Log dividend-price ratio (DP): the log of the 12-month moving sum of dividends paid
on the S&P500 index minus the log of the S&P 500 index.

2. Log earnings-price ratio (EP): log of a 12-month moving sum of earnings on the S&P

500 index minus the log of the S&P 500 index.

3. Log dividend yield (DY): log of a 12-month moving sum of dividends minus the log of
lagged S&P 500 index.

4. Log dividend-payout ratio (DE): log of a 12-month moving sum of dividends minus

the log of a 12-month moving sum of earnings on the S&P 500 index.
5. Stock variance (SVAR): monthly sum of squared daily returns on the S&P 500 index.

6. Book-to-market ratio (BM): book-to-market value ratio for the Dow Jones Industrial

Average.
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7. Net equity expansion (NTIS): ratio of a 12-month moving sum of net equity issues by

NYSE-listed stocks to the total end-of-year market capitalisation of NYSE-lited stocks.
8. Treasury bill rate (TBL): three-month Treasury bill yield (secondary market).
9. Long-term yield (LTY): long-term government bond yield.
10. Long-term return (LTR): return on long-term government bonds.
11. Term spread (TMS): long-term government bond yield minus the Treasury bill rate.

12. Default yield spread (DFY): difference between BAA- and AAA-rated corporate bond

yields.

13. Default return spread (DFR): long-term corporate bond return minus the long-term

government bond return.

14. Inflation (INFL): inflation calculated from the Consumer Price Index (CPI) (all urban

consumers), lagged value to account for the delay in CPI releases.

The data required to construct these macroeconomic features are regularly updated and
available through Amit Goyal’s Websiteﬂ Further summary statistics for the equity premium
and the fundamental features are provided in Table [7, Appendix [A]

Besides the 14 fundamental features, a recession dummy, and 14 technical features are used
as input for the forecasting models. The recession dummy, derived from the National Bureau of
Economic Research (NBER), adopts a value of 1 during recessions, which accounts for 11% of
the months. Conversely, it takes on a value of 0 during business-cycle expansions, representing
the remaining period. As presented in Table[7], Appendix[A] several features demonstrate a high
level of auto-correlation, suggesting a strong relationship between their values at different points
in time. In order to detect these trends in the data and identify instances of changing trends,
the technical input features are generated based on three widely employed trading strategies in

line with Neely et al.| (2014]).

The first trading strategy revolves around the moving average (MA) rule. It generates a buy
signal when the MA; price index over a short period, is greater than or equal to the MA;;
price index over a long period. Conversely, it generates a sell signal when the short MA; is
below the long MA; ;. A total of six monthly MA buy or sell signals are generated, denoted as
MA(s,1), = 1 or MA(s,]), = 0, respectively. Where s = 1, 2 or 3, represents the short period,

and 1 = 9 or 12, the long period. The second trading strategy is based on momentum. It

!The data are available from Amit Goyals’s web page at https://sites.google.com/view/agoyal145
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generates a buy signal when the current price exceeds the price of m months ago, and a sell
signal when the current price is lower than the price of m months ago. Two monthly momentum
signals are generated, denoted as MOM(m),, for m = 9 or 12 months. The final trading strategy
combines traded volume with prices to identify overall market trends. This strategy uses the
on-balance volume (OBV), which is calculated by multiplying the total traded volume during
a specific period by 1 in case of a price increase, and by -1 in case of a price decrease over that
specific period. The trading signals are obtained by comparing the short MAQ,{B V' of the OBV,
where s = 1, 2 or 3, represents the short period, with the long 1\/IAZ(7),SBV7 where 1 = 9 or 12
denotes the long period. If the short MASO’;B V' is greater than or equal to the long MAIO’tB V. a
buy signal is generated, conversely, if MA%BV exceeds MAgtBV, a sell signal is generated. The
motivation behind the OBV strategy is that a relatively high trading volume in recent months,
combined with a recent price increase, implies a strong positive market trend. As a result, the
short MAgtBV exceeds the long MAIO¢B V' and a buy signal is generated. A total of six monthly
signals, denoted as VOL(s,l),, are generated. Further details and the equations related to the
three trading strategies are provided in Appendix The technical indicators generate a
buy signal for approximately 72% of the time. Among the indicators, MOM(12) generates the
highest proportion of buy signals (74%), while VOL(2,9) generates the lowest proportion (69%).

In total, the forecasting models leverage a combination of 29 predictive features, encompassing
both fundamental and technical aspects. The respective values of these fundamental and tech-
nical input features throughout the entire OOS forecast horizon are illustrated in Figures [§| and
O Appendix [B] Visually, the predictors represent a variety of information sources. Notably, all

features, except for the TMS, demonstrate increased volatility during recession periods.

The OOS forecasting period for all forecasting models models includes the 33 most recent
years of data, ranging from January 1990 until December 2022. Consequently, the initial in-
sample period, which is used to estimate the parameters in the forecasting models, spans from
January 1950 until December 1989. To avoid the look-ahead bias, the data considered within
the in-sample period are limited to the available information up to time step t, in order to
forecast the equity premium at t+1. All forecasting models employ an expanding estimation
window, which means that additional observations are incorporated and added to the in-sample
period as they become available. Thereafter, the model parameters are re-estimated, using the
updated in-sample period, to forecast the subsequent value in the OOS period. Although a
rolling window seems more capable of adapting to parameter changes over time, it comes with

the drawback of a shorter estimation sample and consequently less precise parameter estimates.

11
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Neural network models typically require a large in-sample data-set for parameter estimation,
and in the context of OOS return prediction it is often observed that an expanding window

performs better in practical applications (Rapach and Zhou, [2013; |Gu et al., |2020).

3 Methodology

To evaluate the performance of the LSTM architecture in forecasting the equity premium, and
to assess the added value of the model’s complexity, its performance is compared with three
benchmark models. In essence, the methodology section presents the four employed forecasting
models and their optimisation processes, and then shifts to describing the three distinct methods

to analyse the forecasts.

The discussion on the forecasting models begins with the FNN model, as understanding the
FNN architecture is crucial for a better comprehension of the more advanced LSTM network.
This is followed by an overview of the traditional RNN model, leading to a subsection dedicated
to the parameter estimation process employed to optimise the neural network models. This
subsection also explores the problems of the traditional RNN model, leading to the introduction
of the LSTM model as a solution. The discussion on the neural network models concludes with
their tuning and forecast specifications. Subsequently, the combination forecast and historical

average forecast are explained.

The focus then moves to the methods employed to evaluate the forecasts. The first method is
based on statistical accuracy, a standard approach to assess forecasting performance. However,
since equity return predictions may require a different perspective, a second evaluation method
based on potential economic value is incorporated to provide a comprehensive evaluation. The
section ends with a method to analyse the contribution of the selected input features to the

forecasts.
3.1 Feedforward neural network

The fundamental concept of a neural network is to derive a linear combination of the input
features, and subsequently model the target variable as a non-linear function of these linear
combined signals. The FNN model holds significant importance for machine learning practi-
tioners. The model forms the basis of many applications, and serves as a conceptual stepping
stone in the progression towards RNN architectures, including the LSTM (Goodfellow et al.,
2016; [Hastie et all) 2009). Therefore, employing the FNN in the analysis establishes a refer-
ence point for contrasting the characteristics of the LSTM layer, and provides insights into the

potential value of the LSTM network’s complexity.

12



3.2 Recurrent neural network

An FNN processes the input information in x;, through ¢ > 1 layers 2 2@ 2@ before
reaching the output layer to predict the ultimate outcome 7} +1N The input includes all predict-
ive features x; = (z14, @2y, ..., ZK ) at time step t, and is passed forward in a directed, acyclic
path through the layers. Each layer z(™) contains neurons which transform the input features
by multiplying them with a set of weights and adding a bias term. Hence, each neuron in the

first layer takes all K input features and linearly transforms the input in x; following equation

(L

a;(xe;0;) = zo+25w%t for i=1,...,n. (1)
j=1

Thereafter, an activation function ¢, is element-wise applied to the transformed input a;(z¢; 6;).
The activation function introduces non-linearity, allowing the network to learn more complex

(m)

patterns. The activated output values from each neuron i, in layer m, denoted as z;,’, are

m+1)

passed through as input values for the neurons in the next layer z( So for a deep neural

network, the input for each neuron in layers m > 1, equals the activated output from the
neurons in the previous layer zlfm_l) = (z%?_l), zgt?_l), - 27(:;_1) ), instead of the input z; in
equation . Finally, the output layer aggregates the weighted signals into the prediction of

the target variable. For example, a single layer FNN with n neurons aggregates the activated

outputs of all neurons and forms a forecast according to equation (2)):

AN = By +Zﬂ dai(xs; 64)). 2)

=1
3.2 Recurrent neural network

RNNs have been introduced to process sequential time series data in a temporal causal way.
The network architecture, similarly to the FNN, consists of several interconnected layers, where
the first layer receives the input data, which are then processed through the network’s layers,
until the data reaches the output layer. However, this network has a cyclical way of handling the
input data. The network incorporates feedback loops such that the model can retain previous
information to predict the subsequent output. To visualise the difference, Figure [T] displays a
FNN and a RNN layer. Consider again all input features at time step t as z; = (14, Z24..., Tk 1)
RNNs differ from traditional FNNs by not only using the information available at time step t
incorporated in x¢, to predict the target variable 7 HN but by leveraging the entire time-series

1.t- The model accomplishes this by combining the individual component x; of the series x1.,

(m)

and the output z,_] from the previous time step as layer inputs for the current step. Where the

13



3.2  Recurrent neural network
variable zt(inl) = (zg';zl, zéi?ll, - 2’7(:?,1), contains the activated output from the neurons of the
same layer during the previous time step. Therefore, carries information from past variables
1.1 into the current prediction. This way, the model captures the temporal sequence and

retains a memory of past observations.

FNN layer 2™ RNN layer z(™

input input

Feedforward Neural Network Recurrent Neural Network

Figure 1: A FNN versus a RNN

Note: On the left, the structure of a FNN model, which takes the input (z; for m = 1, and zim_l) for m > 1),
and passes it through layer 2™ in a direct path. The structure on the right represents a RNN model. This type

of network takes the augmented input ((J%,Zt(l,)l) for m =1, and (zﬁm_l), zt(inl)) for m > 1), by incorporating
feedback loops.

In case of a single layer RNN, the layer z(!) structurally resembles a standard FNN layer,
except that the input for the FNN layer, denoted as ¢, is augmented to (z, zﬁ)l) to handle
the time-series data effectively. Each neuron in the RNN layer takes the augmented input and
linearly transforms the input following equation , where the upper index V) indicates the

fact that this is the first (and single) RNN layer in this example:

K n
1 1 .
a;(zy, zf_)l; 0;) = 8% + Z ?jxj,t + Zwijz§7tll for i=1,..,n. (3)
=1 i=1

Thereafter, an activation function ¢ is applied to the transformed input, and finally the

activated output of all n neurons are aggregated according to equation (4)):

NN = 85+ Y Blé(ai(ze, 2423 00), (4)
=1

Similarly as with the FNN model, when extending this shallow network to a multi-layer
architecture, the fundamental structure of the layers remains the same only the input changes.

(1)

For deeper RNN layers, denoted as z(™) where m > 1, the input for each neuron (z, z; ) in

equations , and converts to (zt(m_l), zﬁnl) ).

14



3.2  Recurrent neural network

3.2.1 Parameter estimation

Training neural network models to obtain parameter estimates for 6; = (3%, ') in an FNN, and
0; = (B°,w, B') in an RNN, is carried out by optimising a loss function, using the data in the
in-sample period. In this study the MSFE (displayed in Section is selected as loss function
for the neural network models. This choice is primarily because employing the MSFE aligns
the objective of the neural network models with that of the other OLS regression benchmark
models, which aim to minimise the sum of the squared forecast errors. As mentioned in Section
finding the parameter values can be hard for traditional RNNs. This optimisation process
operates in several steps, as presented in Taddy| (2018), starting with the initialisation of the
weight and bias terms with random values. A forward pass is then executed, which involves
feeding the input through the network layers to generate an output for the target variable.
Subsequently, the value of the loss function is calculated by comparing this output with the
true target value. In the third step, the backpropagation algorithm is employed to compute the
gradient of the loss function with respect to the parameters in ;. It is noteworthy that the
computation of the gradient also follows a layered structure, proceeding in reverse order from
the output back to the input. The chain rule of calculus is employed at each step to calculate
the gradient. For example, the partial derivative of the loss function with respect to weight w;;

in equation , of neuron i in layer z(™), is given by equation (15)):

oL, _ oL 9= (5)

c’)wij 821(’7:”) 8wij ’

where zl-(;n) represent the activated output values from neuron i in layer 2(m) and L, the value

of the loss function after processing the input at time step t. Another application of the chain
oL, 92"
GZ(TJH) 8z<7?> ’

i,

rule can be used to expand ;Lwﬁ) as
Zit

as a product of layer-specific operations. Parameter updates based on the gradient are then

and so on until the full gradient is written

performed, utilising the Adam algorithm introduced by |Kingma and Ba (2014), as defined in
equation @ Updates are made using the gradient from a single observation such that N =1,
according to the stochastic gradient descent algorithm (SGD). The mini-batch SGD algorithm is
also considered, which differs in that it updates model parameters based on a batch of gradients
with N > 1 instead of just one. However, the performance of the mini-batch SGD algorithm
did not surpass that of the traditional SGD, which is the preferred method due to its faster

computational speed.
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3.2  Recurrent neural network

N
ét+1 = ét - nt% E VLt(ét)a (6)

i=1
VLt(ét) is the gradient of the loss function evaluated at the current estimates ét, while
processing input at time step t. The learning rate n; determines the magnitude of the change
in the parameter estimates. If 7, is set too high, overshooting the optimal solution is a risk,
potentially causing the parameter estimates to diverge rather then converge. Conversely, an
excessively low value for 7; can lead to a slow convergence, requiring numerous iterations and
increasing the chance of becoming stuck in a local minimum. To mitigate these risks, the Adam
algorithm computes individual adaptive learning rates for different parameters, based on the

historical behaviour of the gradients.

During training, traditional RNNs face challenges caused by unstable gradients. In deeper net-
works, the model fails to accurately estimate the weight parameters tied to the output from the
previous time step in early layers, represented as w;; in equation . This hinders the model’s
ability to learn temporal dependencies in the data for which they were originally designed. The
gradient of these weight parameters depends multiplicative on the partial derivatives of sub-
sequent layers due to the chain rule of calculus, as outlined in equation . If some of these
partial derivatives are less than one, the gradient diminishes exponentially. As a result, the
parameter update, following equation @, becomes negligible, preventing the parameter from
reaching its optimal value. This is called the vanishing gradient problem, which slows down the
training process significantly or may cause the network to fail in learning complex patterns and
hence to produce inaccurate predictions. On the other hand, the exploding gradient problem,
which might occur if some of the earlier gradients are greater than one, causes the weights in
the network to become very large. As a result, the training becomes unstable, and difficult to

converge Hochreiter and Schmidhuber| (1997).
3.2.2 Long short-term memory neural network

The LSTM network is an advanced type of RNN, designed to address the challenges encountered
when training traditional RNNs. The main characteristic of an LSTM layer is that it incorpor-
ates a so called cell state, resulting in a more complex inner structure compared to a standard
RNN layer. The cell state acts as a conduit that stores information for later use, therefore
serves as a memory mechanism. Figure [2] provides a visual representation of an LSTM layer
2™,

The cell state is regulated by three gates, each with their own set of parameters that are
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3.2  Recurrent neural network
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Figure 2: Diagram of an LSTM layer

Note: LSTM layer 2™, with its input (™", zi(Tl) ). The forget gate decides what information from the previous

cell state ciTi should be forgotten or retained, using ¢%. The input gate decides what new information from the

input should be added to the cell state cgm), using ¢’ and ¢rann. The gates together regulate the update (+) of

the cell state. The output gate decides the new internal state zt(m), using ¢g, and ¢. The Hadamard product

(®) is used to combine information.

learned during the training process. The gates linearly transform the input, thereafter use a
non-linear activation function to create their activated output. Even in the presence of noisy
data, the gating mechanisms control the flow of information into, within, and out of the LSTM
layer. Therefore, the model can preserve the important information while disregarding the noise

(Wiithrich and Merz, 2023 Hochreiter and Schmidhuber, 1997)).

Hence, the input information flows through the layers, where each neuron within the LSTM
layers processes the input information through the gates. After processing through all LSTM
layers, the output layer aggregates the activated outputs of all neurons analogous to the tra-
ditional RNN model, following equation . Similar as for a standard RNN, in deeper LSTM
layers (2™ where m > 1) the input (xt,zt(i)l) converts to (zgm_l), zﬁTl) ). For example, each

neuron in the first layer (z(l)) of an LSTM network processes the input information through its

gates in the following step wise manner:

1. The forget gate decides what information from the previous cell state ch’i should be

forgotten or retained. The gate activates the transformed input, including the input value

of the current time step x; and the output value of the previous time step zﬁ)l, using the

sigmoid activation function ¢£, following equation |)

1
Jo = b (welen 22 + By), (7)
where the value of f; lies between 0 (completely forget) and 1 (completely remember), wy,
and 3 respectively are the weight and bias terms of the forget gate.

2. The input gate decides what new information from the input should be added to the cell

17



3.2 Recurrent neural network
state cgm). The sigmoid activation function ¢! is used to activate the transformed input.
Simultaneously, the hyperbolic tangent activation function ¢gqpp, is used to decide how
much new input information could potentially be added to the cell state égm). This is

respectively shown in equations , and @:

iv = ¢ (wily, 2] + B, (8)

éz(fm) = ¢tanh(wc[$ta Zéi)l] + Bc)a (9)

where the value of i; lies between 0 and 1, and égm) between -1 and 1. This ensures that
the updated cell state values are bounded, which helps prevent the cell state from growing
too fast or diminishing too quickly. w;, B;, and w,, B; respectively are the sets of weight

and bias terms of the input gate and the cell sate.

3. The current cell state is updated by combining the output of the forget gate and the input
gate using the Hadamard product @, following equation :

m) (m)

M= fod" i od (10)

4. The output gate decides what new information should be outputted. The sigmoid activa-

tion function ¢¢ is used to activate the transformed input information, following equation

([TD):

ot = (bg(’wo[xt, Zt(i)l] + Bo)a (11)

where the value of o; lies between 0 and 1, w,, and 3, respectively are the weight and bias

terms of the output gate.

5. Finally, the activated output of neuron i in the (first) LSTM layer zﬁ) is obtained after

combining the output of the output gate with the information from the updated cell state
by using the Hadamard product @. A general activation function ¢ is applied to decide
what information from the updated cell state should be outputted, according to equation
[2):

2 =0 0 p(cf™). (12)

A similar optimisation process as described in Section [3:2.1]is used to estimate the parameters

within the LSTM model. This includes employing the backpropagation algorithm to compute
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3.8 Hyperparameter tuning and forecast specifications
the gradient of the loss function with respect to all weight and bias terms within the LSTM layer.
The computation of these gradients proceeds in the reverse order of the above specified steps,
working from the output backward to the input. This implies a flow of gradients through the
gates, starting with the gradient of the loss function concerning the output in zt(l). Subsequently,
these gradients are used to compute the gradients with respect to the parameters within the
output gate (as shown in equation ) and the cell state update (as shown in equation )

The gradients with respect to the cell state are then propagated further backward to calculate

the gradients with respect to the parameters within the forget gate and the input gate (as shown
in equations , , and @)

During the forward pass, input information flows through both the input and the forget
gate. If, for instance, one of these gates determines that certain information is not relevant,
it diminishes the contribution of that information to its output. As a result, the gradient
associated with that specific information is reduced during backpropagation. However, since
the updates to the cell state are additive, using information from both the input and forget
gate, this does not necessarily lead to a reduced gradient concerning the cell state. The gating
mechanisms deliberately regulate the flow of information and corresponding gradients, ensuring
that relevant information is retained, and gradients are preserved. As a result, this mechanism
allows the gradient to propagate backward through the model, learn temporal dependencies in
the data, without vanishing or exploding. Consequently, the model is able to capture long time

lags, while maintaining stable.
3.3 Hyperparameter tuning and forecast specifications

Neural network models contain not only model weights and bias terms, hereafter referred to
as model parameters, but they also have certain hyperparameters. The hyperparameters, such
as the number of layers or neurons per layer, define the network’s structure and complexity,
and effectively tuning them is essential for enhancing the model’s predictive accuracy. The
hyperparameter values for both the FNN and LSTM model are tuned separately following a

commonly employed strategy in the academic literature, as outlined by |Gu et al. (2020).

Accordingly, the in-sample period is divided into a training and validation set, that maintain
the temporal ordering of the data. The first part of the data is considered the training set, which
is used to optimise the weights and bias terms given a specific set of hyperparameter values, by
minimising the MSFE loss function. This minimisation process is performed equally for both
neural network models by employing the SGD method, incorporating backpropagation and the

Adam algorithm, as described in Section The resulting model parameter estimates, in
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3.8 Hyperparameter tuning and forecast specifications
conjunction with the specific set of hyperparameter values, are then used to forecast the target

value within the validation set.

A distinct grid search is conducted for both neural network models, to systematically explore
all possible combinations of hyperparameter values. Hence, for each combination of hyperpara-
meter values, the MSFE loss function is minimised, and the resulting model parameter estimates
are used to forecast the target value in the validation set. The optimal model structure is de-
termined by selecting the combination of hyperparameter values that yields the lowest forecast
error on the validation set. As the validation set is used in the optimisation process, it serves
as a proxy for evaluating the model’s performance on unseen data, but it is not truly OOS. The
remaining part of the data-set, including the most recent 33 years of data, are considered the
test set. The test set is used to evaluate the resulting model’s true OOS predictive performance.
The hyperparameter tuning is conducted independently for both the FNN and LSTM models
using the initial in-sample period. The training set spans from January 1950 to December 1979,
while the validation set includes the ten years prior to the OOS period, ranging from January

1980 to December 1989.

The hyperparameter tuning process to select the optimal network structure can be a challen-
ging and time consuming task. It is unrealistic and unnecessary to search through an infinite
number of hyperparameter values. Instead, the search space for each hyperparameter is limited
to ranges that have shown promising results in the literature according to |Gu et al.| (2020). A
grid search over the possible values for each hyperparameter is performed separately for the
LSTM and FNN models. The search space and resulting optimal values are shown in Table
for the LSTM model, and in Table [§] Appendix [A] for the FNN. The hyperparameters selected
for tuning are the following Wiithrich and Merz (2023):

— Number of hidden layers: This hyperparameter controls the depth of the model ar-
chitecture by specifying the number of layers stacked on top of each other. Increasing the
depth of the model by adding more hidden layers can potentially improve its accuracy.
However, deeper models also have a higher risk of overfitting, as they become overly spe-
cialised on the training data. On a relatively small data-set, shallow networks, with only
a few layers, have proven to perform well. Therefore, the search space for the number of

layers is constrained to a maximum of five.

— Neurons per layer: The number of neurons within each hidden layer impacts the model’s
expressive power. The neurons process the input information and each neuron provides a

different representation of the data. By combining the outputs of multiple neurons, the
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3.8 Hyperparameter tuning and forecast specifications

layer can extract crucial feature information from the input data.

— Activation function: The activation function introduces non-linearity in a neural net-
work model, allowing it to learn complex patterns. The activation function, denoted as
¢, determines whether the output of a neuron should be activated or not. The gating
mechanism in the LSTM layer contains multiple activation functions, of which only the
general activation function in equation requires tuning. The other activation func-
tions, specifically the sigmoid and hyperbolic tangent, remain unchanged due to their
design purposes, following the experiments in [Hochreiter and Schmidhuber| (1997)). A grid
search considering popular functions is performed, including the sigmoid, hyperbolic tan-

gent, rectified linear unit (ReLU), and scaled exponential linear unit (SELU) activation

functions.
Table 1: Search space of non-linear activation functions
Activation function Output range
Sigmoid activation d(xr) = (1+e )71 [0, 1]
Hyperbolic tangent activati o(z) = & =) 11, 1]
erbolic tangent activation r)=-—""-= -
yp g (e + e 7) 5
o T fz>0
ReLU activation o(x) = . [0, 00)
0 ifx <O
L Az ifx>0
SELU activation () = (-00, 00)
Aa(e® —1) ifx <0

Note: The search space of activation functions and their output range.

— Li-norm and La-norm penalty terms: The LASSO and ridge penalty terms are incor-
porated into the loss function as regularisation techniques, which effectively mitigate the
risk of overfitting. The penalty terms shrink the weights associated with the connections
between the neurons within each layer. The key distinction between LASSO and ridge
lies in their impact on the weights. In case of LASSO, or Li-norm regularisation, some
of the weights are set exactly to zero by inducing a penalty term based on the absolute
value of the weights. This promotes a more sparse layer structure, as the number of active
neurons is reduced. Ridge, or Le-norm regularisation typically only shrinks the size of the
weights by a penalty term proportional to the squared magnitude of the weights. Lo-norm
regularisation results in a more distributed representation of the input within the layer,
to control the overall scale of the weights, making them less susceptible to extreme val-
ues. The search space for strengths of the Li-norm, and Lo-norm penalty terms includes:

None, 1071,1072,...,1075.
The optimal combination of hyperparameter values for the LSTM model is given in Table
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3.8 Hyperparameter tuning and forecast specifications

Table 2: Hyperparameter search space and optimal values for the LSTM model

Hyperparameter Search space Optimal
Number of LSTM layers 1,2,3,4,5 2
Neurons per LSTM layer 8,16,32,64 32,16
Activation function LSTM layers Sigmoid, tanh, SELU, ReLU SELU
Activation function output layer  Sigmoid, tanh, SELU, ReLU SELU
Li-norm penalty None, 1071,1072,...,1076 107°
Lo-norm penalty None, 1071,1072,...,1076 1074

Note: The search space for each hyperparameter is explored with a grid search over all possible combinations. The
hyperparameters are tuned once using the initial training and validation sets, spanning from 1950:01 to 1979:12,
and 1980:01 to 1989:12, respectively. The optimal values are determined based on the model’s performance on
the validation set, using the MSFE as the loss function. The optimal number of neurons per LSTM layer is
specified in their respective order. The first LSTM layer contains 32 neurons, while the second layer consists of
16 neurons. Each LSTM layer simultaneously uses multiple activation functions for different purposes. Among
these, only the general activation function required tuning and was found to be identical across all layers.

The resulting model contains two LSTM layers, with thereafter an output layer. The first
LSTM layer contains 32 neurons, while the second LSTM layer incorporates 16 neurons. The
output layer helps reduce the dimension of the output to match the one-dimensional target
variable, therefore contains 1 neuron. Each LSTM layer simultaneously uses multiple activation
functions for different purposes as described in Section [3.2.2] Among these, only the general
activation function used within the LSTM layer to decide what information to be outputted,
requires fine-tuning. The SELU activation function has been identified as the most effective,
yielding optimal performance across both LSTM layers. This function also proved to be the

optimal activation function for the output layer. The optimal Li-norm, and Ls-norm penalty

terms are 107°, and 10™%, respectively, and are incorporated into both LSTM layers.

A distinct grid search over the hyperparameter values for the FNN resulted in a deeper net-
work with three FNN layers, each having 8 neurons. The output layer, consists of 1 single
neuron, with the SELU activation function resulting in the best performance. The ReLU ac-
tivation function was found to be the most effective within the FNN layers, consistently across
all layers. The optimal Li-norm, and Ls-norm penalty terms were determined to be 107°, and

104, respectively. The optimal hyperparameter values for the FNN model are shown in Table

Appendix [A]

After tuning the hyperparameters, the optimal model configurations are used to forecast
the first year in the OOS test set, covering the period from January until December 1990.
Subsequently, the training set is updated using an expanding window approach, incorporating
an additional year of available data. While maintaining a constant size for the validation set,

it is progressively updated to include the most recent 10 years of data prior to the test set.
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8.4 Combination forecast
Due to the computational intensity of retraining the neural network models, these updates do
not occur monthly but once every year. While the hyperparameter values remain constant, the
models use the updated training and validation set for retraining, to update the weight and
bias parameter estimates. The step wise process of updating the model parameters including
the forward pass, backward pass, and subsequently the parameter update, is repeated for every
observation in the training set. Each iteration trough the entire training set is called an epoch.
As the models iterate through additional epochs during retraining to update the parameter
estimates each subsequent year, they are susceptible to overfitting. To mitigate the risk of
overfitting an early stopping mechanism is employed that ceases the model to iterate through
additional epochs after observing an increased loss in the validation set for two consecutive
epochs Maier and Dandy| (1998]). Once the model stops running though additional epochs, new
parameter estimates are obtained, and employed to forecast the next year of the OOS test set.
Even with early stopping, as the models continue to iterate through additional epochs during
subsequent annual retraining, the risk of overfitting persist. Therefore, every five years, the
model parameter estimates are reset. Both weight and bias terms are initialised with random
values, re-initiating the optimisation process, to form the basis for the forecast of the next five
years. This iterative process continues across the OOS forecast horizon, which extends from

January 1990 to December 2022.

Before entering the neural network models, all features are standardised to have a mean of
zero and a standard deviation of one. This standardisation procedure is performed each time
the model undergoes retraining, and the training and validation sets are updated. It ensures
all input features are treated equally in the regularisation process, and allows for a relevant
range for the random starting parameters in the gradient descent algorithm. This enhances the
algorithm’s efficiency in exploiting relevant directions (Wtithrich and Merz, [2023; [Hastie et al.,

2009).
3.4 Combination forecast

The combination forecast is introduced by Rapach et al.[ (2010), following the controversial find-
ings on return predictability by Welch and Goyal (2008). The researchers demonstrates that,
in contrast to traditional univariate and multivariate regression forecasts, the combination fore-
cast model achieves improved OOS accuracy gains relative to the historical average forecast,
considerably more consistent over time. By leveraging the (weak) correlation among individual
forecasts, a simple average offers reduced volatility, and more reliable tracks movements in the

equity premium. The model effectively replaces the coefficient estimates of the multivariate OLS
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3.5 Historical average forecast
regression model with their respective univariate counterparts, therefore incorporates informa-
tion from multiple predictive features in a linear way. This approach successfully addresses the
problem of multicollinearity, which can lead to imprecise parameter estimates. Moreover, by
taking the average, the model offers an effective shrinkage strategy while avoiding overfitting.
In this research, the model is employed to evaluate the abilities of the selected input features
in forecasting the equity premium. In addition, the model serves as a benchmark to emphasise
the capabilities and advancements offered by the more sophisticated, non-linear neural network

architectures. The predictive regression model for each individual feature is given in equation

(L3):

Ti-s-l =a; + Bixip + €41, for i=1,... K, (13)

where r% 41 is the equity premium, z;; denotes one of the K features at time step t, and €;41 is
a disturbance term. The equity premium OOS forecast based on each feature is then computed

following equation (|14)):

72%+1 :di—i—ﬁixi,t, for i=1,.. K. (14)

In which &; and Bz are the OLS regression estimates for their respective counterparts in
equation , obtained using the in-sample period. A monthly expanding estimation window
is used to update the in-sample period and re-estimate the model parameters, in order to
forecast the subsequent monthly equity premium. The individual forecasts 7 41, are combined

to generate the combination forecast, denoted as fﬁ:l, following equation |D

K
il = (1K) iy (15)
=1

3.5 Historical average forecast

The final benchmark model is the historical average forecast, which serves as a baseline in the
evaluation. The forecast helps to asses the effectiveness of the selected input features, and the

added value of the more sophisticated forecasting models. The forecast is constructed following

equation :

P = (1/75)27%7 (16)
s=1

24



3.6 Statistical accuracy evaluation

where ffﬁl is the equity premium prediction, and 7; the historical excess return at time
step t. The OOS forecast is straightforwardly determined by computing the prevailing mean.
Hence, the model assumes a relatively constant expected equity premium, and implies that
the information in the features, denoted as x;, is not useful for the predictions. A monthly
expanding window is used to predict the OOS equity premium, where all historical excess

return observations available up to time step t are used to generate the return forecast for

month t+1.
3.6 Statistical accuracy evaluation

The accuracy of the forecasting models is assessed using the MSFE as a performance measure.
The measure can be used to compute the OOS R?, which is a useful statistic to compare
statistical accuracy of distinct forecasting models. However, while the MSFE is a useful tool for
comparison and model selection, its interpretation can be challenging due to the squared units
of measurement. To bring the error metric back into the same units as the original data, the
root mean squared forecast error (RMSFE) is computed following equation . The RMSFE is
simply the square root of the MSFE, offering a more direct reflection of the standard deviation

of the prediction errors.

T

1 .
RMSFE = | = S;H(Tt-&-l —711)2, (17)

where 7441 represents the return forecast, 1 the actual observed return at time step t+1,

and T corresponds to the total number of OOS forecast observations. To compare the MSFEs for

2

2 . statistic is computed using equation ((18)), in accordance

two competing return forecasts the R,

with campbell2008predicting:

T N
R2 —1_— Zs:tﬂ(rﬁl - Tt+1)2

008 T N :
Zs:tﬂ(rfﬂ —rey1)?

In which 7} ; with m = cf, FNN, LSTM, denotes the return of the model of interest, which is

(18)

compared to ff 1 with b = ha, cf, FNN, and m # b, the return of a specific benchmark model. A

2
008

positive RZ . signifies that the selected model yields a lower MSFE, demonstrating the relative
reduction in the forecast error compared to the benchmark model. In order to evaluate the
significance of differences in the forecast accuracy across the competing models, the Clark and
West, or adjusted Diebold and Mariano (adj-DM) test, is employed. When comparing forecasts

from nested models, the original DM test may yield unreliable results, resulting in less power to
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3.7 Measuring economic value
detect return predictability. The adj-DM test uses an adjusted MSFE statistic, which produces
asymptotically valid results. The test corresponds to evaluating the null hypothesis of equal
forecast accuracy, against the one sided alternative hypothesis of improved performance. The

adj-DM test defines the loss differential as in equation :

adj-DM;,s5 = (7”t+1 - f?+1)2 - [(T’t+1 - f’ﬂl)z - (ffﬂ - fﬁl)Q]- (19)

The adj-DM test performs a regression of the loss differential on a constant term. By calculat-
ing the corresponding t-statistic for the constant and obtaining the p-value using the standard
normal distribution, a one-sided test is conducted (Diebold and Mariano, 1995} |Clark and West,
2007)).

3.7 Measuring economic value

Evaluating the accuracy of forecasting models often involves statistical metrics such as the
MSFE, and R2. Despite their wide application and valuable insights, Leitch and Tanner (1991)
argue that profitability serves as a more suitable metric to evaluate stock return forecasts. Their
findings show a weak relationship between statistical measures and economic gains, highlighting
the distinction between statistical and financial performance. In line with these findings, Ican
et al. (2017) observes an inconsistency between MSFE and the potential profits derived from
using neural networks. It became evident that achieving a low MSFE does not automatically
translate into generating high returns. Put differently, the correlation between statistical im-
provements and economic gains is not always linear or straightforward. These findings emphasise
the importance of using additional measures beyond the conventional MSFE when assessing a
model in forecasting the equity premium. Consequently, this study uses Sharpe ratios and a
utility based method to asses the economic value of the forecasts. The utility based method
measures potential utility gain to a mean-variance investor, following |(Campbell and Thompson
(2008). The utility gain represents the additional utility achieved when using the forecasting
model of interest, instead of relying on a benchmark model to make investment decisions. A pos-
itive utility gain suggests that the model of interest enhances the investor’s investment strategy.
In a mean-variance framework, the utility gain can be interpreted as the percentage portfolio
management fee that an investor would be willing to pay to have access to the forecast of the

model of interest instead of the benchmark model’s forecast.

Consider a mean-variance investor who allocates investments between a risky equities portfolio
and a risk-free bill. Her optimal portfolio weights are based on the trade-off between expected

return and risk, measured as the variance. The investor’s objective function is given by equation
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3.7 Measuring economic value

(20):

arg mﬁx(wm,tﬂf'ﬁl — 0.5711),27%”16?“), (20)

where 7} | denotes the return forecast after using forecast model m = ha, cf, FNN, or LSTM,
67, the rolling window estimate for the variance of equity return&ﬂ and A the risk aversion
coefficient. At the end of period t, the investor determines the risky equity portfolio weights for
time period t+1, as the solution to equation , following equation (21)):

. 1. 7m
Wi 41 = (X)( L

)- (21)

6711

In accordance with Campbell and Thompson! (2008]), the weights are limited to lie between 0.0
and 1.5, ensuring realistic portfolio boundaries by disallowing short sales and limiting leverage
to no more than 50%. The share 1 - Wy, ¢+ is allocated to the risk-free bill, and the investor’s

portfolio return at time t+1 is given by equation :

Rppt41 = Wi gree1 + Ry g, (22)
where Ry ;11 is the risk-free return, and Rmt“ is the return on the investor’s portfolio when
utilising the equity return forecast of model m in her trading strategy. The expected average

utility to a mean-variance investor can be expressed following equation :

U(Rm) = fim — 0.5)62,, (23)

2

=, respectively are the mean and variance of the investor’s portfolio return

where i, and &
over the evaluated forecast horizon. The average expected utility gain is calculated as the dif-
ference between the utility achieved when depending on the return forecast from the forecasting
model of interest U(Rm), compared to that of a benchmark model U(Rb), with b = ha, cf, FNN,
and b # m, following equation ([24)):
U gain = U(R,,) — U(Rp), (24)
In a mean-variance framework the utility gain is equal to the excess return an investor re-

quires to be indifferent between to trading strategies. Put differently, it represents the fee an

2Following |Campbell and Thompson| (2008)), under the assumption of constant return volatility, the variance
&t2+1 is estimated using the sample variance computed from a five-year rolling window of historical returns.
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3.8 Feature contribution analysis
investor is willing to pay to switch from employing one forecasting model to another. Therefore,
multiplying the monthly utility gains by 1200 provides a meaningful interpretation as an annual
percentage portfolio management fee. The proof for simplifying the utility gain to the fee is
given in Appendix[C.2] The significance of the portfolio management fee is evaluated using a test
of equal economic value proposed by [McCracken and Valente (2018). The researchers demon-
strate that for two nested forecasting models, the distribution of the portfolio management fee
is asymptotically normal and allows for statistical inference. The proposed test corresponds to
the null hypothesis of a fee less than or equal to zero, against the alternative hypothesis of a
positive portfolio management fee. The p-values are obtained by using standard normal critical

values for inference on the studentised value of the estimated portfolio management fee.
3.8 Feature contribution analysis

The rising popularity of powerful, yet highly complex, models presents a nuanced trade-off
between a model’s accuracy and the interpretability of its outputs. To address this challenge
and gain insights into the decision-making processes of a neural network model, the SHAP
method is incorporated into the analysis. Proposed by [Lundberg and Lee (2017), the SHAP
method unifies various existing feature contribution methods, offering a consistent approach
to interpret complex model predictions. This enhanced understanding adds transparency and
enriches the evaluation, ensuring that the employed neural network models aren’t simply 'black

boxes’ converting features into forecasts.

The SHAP method assigns an importance value, or SHAP value v;, to each feature i. The
method originates from cooperative game theory where similar values are used to fairly distrib-
ute the total value created by a coalition of players among the players themselves. In machine
learning SHAP values are used to assess the contribution of individual features to a prediction.
SHAP values quantify the change in the expected model output attributable to each feature
when conditioning on that feature. Figure [3] visually depicts how individual SHAP values facil-
itate the transition from the base value E[riy1(S)], which is the prediction in the absence of any
feature knowledge, to the current model output 7441 (K) = E[ri+1(K)|K], which incorporates

all predictive features.

To generate SHAP values, every possible subset of features is analysed to determine the
marginal impact each feature has on the model’s prediction when included in the subset. By
averaging these marginal contributions across all possible combinations of features, SHAP values
enable a comprehensive and interpretable evaluation of each feature’s contribution to the model’s

predictions. This provides insights into the individual and interactive roles the features have in
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Figure 3: SHAP values

Note: SHAP values attribute to each feature the change in the expected model prediction when conditioning
on that feature. They illustrate the transition from the base value E[riy1(S)], which is the prediction in the
absence of any feature knowledge, to the current model output #¢41(K) = E[ri+1(K)|K], which incorporates all
predictive features. In which K represents the set of all predictive features, and S denotes a subset of features.
In cases where the input features are not independent, the order in which the features are incorporated into the
expectations matters. Consequently, SHAP values are computed by averaging the v; values across all possible
sequences.

the model’s decision-making process. The SHAP value v; for feature i is computed following

equation :

v= > BHEZEED s u ) - fa(s), (2)
SCK\{i}

where K represents the set of all predictive features, and S a subset of features exclud-
ing feature i, with |K|, and |S| denoting the respective cardinalities of these sets. The term
w serves as a weight, considering that features can appear in different subsets and
interact with other features in various ways. The term accounts for the number of ways subset
S can be formed, represented as |S|!, and the number of sequences in which feature i can be
incorporated into the subset, which equals (|K|— |S| —1)!. The relevance of the order in which
features are incorporated into the expectations becomes particularly evident when the input fea-
tures are not independent. The variable 7;1(.S) is the value of the model’s forecast employing
feature subset S. Consequently, (7441(S U{i}) — 7¢4+1(5)) illustrates the marginal contribution
of feature i to subset S. In essence, the difference in the prediction with and without the

feature in the subset. The SHAP value for feature i is determined by averaging its marginal

contributions across all possible subsets of features.

Figure [3]illustrates an example of SHAP values attributed to individual features and demon-
strates how this results in the desirable additive feature attribution property inherent to the
SHAP method. This property implies that the sum of the SHAP values of all individual fea-
tures, in excess of what would be expected without any feature knowledge, approximates the

model’s prediction, following equation :

K
i (K) = o+ > i, (26)
=1
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4 Empirical results

Through the additive decomposition of a model’s output, interaction effects between features
can be identified and quantified. This offers valuable insights into the collective feature effects on
the model’s predictions. Additionally, the additive feature attribution property guarantees that
a feature’s contribution to the model’s predictions can be aggregated across the entire OOS
forecast horizon. Consequently, the average individual feature contribution over the forecast

period spanning from ¢ + 1 to T', can be calculated using equation (27)):

T
U= Y ¢y, for i=1.,K, (27)
s=t+1

4 Empirical results

The empirical results section presents and discusses the performance of the forecasting models,
focusing on their statistical accuracy and economic value. The section concludes with a com-
prehensive analysis of the individual feature contributions to the predictions, and explores the

aggregate importance of the distinct fundamental and technical feature groups.
4.1 Statistical accuracy of the forecasts

The evaluation starts with testing the performance of the LSTM neural network, FNN, and
combination forecast against the historical average forecast. Table |3| presents and compares
the forecasting results of all employed models measured over the entire OOS forecast horizon,
spanning from January 1990 to December 2022. It outlines statistical performance in terms of

the RMSFE, and R2,, statistic of the forecasts. Additionally, the Sharpe ratio and utility gain

00Ss

2
005

reveal economic value in a mean-variance framework, where both the RZ . statistic and utility
gain are reported relative to the historical average forecast.

Table 3: Performance of the forecasting models relative to the historical average forecast

Model RMSFE Sharpe ratio  R2_. (%) Utility gain (%)
LSTM 4.246 0.235 3.950%** 3.315%**

FNN 4.265 0.236 3.108%** 3.304***
Combination forecast 4.329 0.178 0.166 0.790

Historical average 4.333 0.157 - -

Note: The RMSFE is calculated over the entire OOS forecast horizon, ranging from 1990:01 to 2022:12 (values
are reported x100). The mean and volatility of the expected portfolio returns obtained from the asset allocations
are used to calculate Sharpe ratios. The R2,, measures the reduction in MSFE for the competing forecast given
in the first column relative to the historical average forecast. The average utility gain is given in annualised
percent return, indicating the portfolio management fee that an investor, with mean-variance preferences and
risk aversion coefficient of five, would be willing to pay to have access to the competing forecasting model relative
to the historical average forecast. Where *, ** and ***, indicate significance at the 10%, 5%, and 1% level, based
on the p-values corresponding to the adj-DM test to assess significance of the RZ,, and to assess significance of
the utility gain, or portfolio management fee.
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4.1 Statistical accuracy of the forecasts

The historical average forecast demonstrates the highest RMSFE with a value of 4.333,
whereas the LSTM model achieves the lowest RMSFE of 4.246. The resulting LSTM model’s
R?00s is 3.95%, indicating the percentage reduction in MSFE compared to the historical av-
erage forecast. Even though the R200s value seems small, it is common for equity premium
forecasting models to have relatively small values due to the limited degree of predictability in
stock returns. The adj-DM test concludes that the reduction is significantly greater than zero
at the 1% level. Thus, the LSTM model significantly outperforms the historical average based
on statistical accuracy. Furthermore, both the FNN and the combination forecast demonstrate
enhancements in terms of RMSFE, with respective values of 4.265 and 4.329. Notably, among
the two, only the FNN model exhibits a significant R200s value of 3.11%. Since the historical
average forecast is based on the prevailing mean returns and ignores the predictive features,
these findings demonstrate that the selected features carry valuable information for forecasting
the equity premium. Consequently, incorporating them into the forecasting models improves

the statistical accuracy of equity premium predictions.

Figure [4] displays the cumulative squared forecast error of the historical average forecast
minus that of the competing forecasting models. The figure allows for an evaluation of whether
the competing forecasts outperform the historical average by comparing the curve’s height at
the beginning and end points of the relevant period. If the curve is higher (lower) at the end
compared to the beginning, it indicates that the competing forecast has a lower (higher) MSFE
than the historical average forecast over that period. A consistently superior forecast will exhibit
a positive slope throughout the entire forecast horizon. While attaining this ideal is unlikely in

practice, the closer the curve aligns with this pattern, the better the forecast performance.
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Figure 4: Cumulative difference in squared forecast error relative to the historical average forecast

Note: Cumulative difference in squared forecast error of the LSTM, FNN, and combination forecast relative to
the historical average forecast measured over the OOS forecast horizon, spanning from 1990:01 to 2022:12. The
legend indicating the colours corresponding to the curves is displayed in the upper left corner. Evaluated based
on the entire OOS period, all three competing models demonstrate a lower cumulative squared forecast error
than the historical average. The vertical grey bars indicate recession periods as classified by the NBER.
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4.1 Statistical accuracy of the forecasts

All three models outperform the historical average forecast measured by their MSFE evalu-
ated over the entire OOS forecast horizon, as noticeable in Figure [d] by the increased levels of the
curves at the end points of the period. However, the lines do not consistently exhibit a positive
slope, indicating that there are months where the historical average forecast demonstrates su-
perior performance. Despite the combination forecast resulting in the smallest improvement in
MSFE measured by the model’s R?00s statistic, it most consistently outperforms the historical
average, specifically in 56.57% of the months. The LSTM model closely follows, surpassing the
historical average in 54.54% of the months, and the FNN beats the model in 53.03% of the
months. These findings suggest that the combination forecast, despite the lower R200s value, is
more consistent and tends to outperform the historical average more frequently. The combin-
ation forecast employs an effective shrinkage effect by averaging the forecasts of the univariate
regression models. This leads to a multivariate regression model that guards against overfit-
ting, resulting in a stable forecast with a relatively low forecast volatility evident in Figure [7]
Appendix [B] However, the implied shrinkage effect is too strong and, while occurring more fre-
quently, the improvements in the forecasting errors demonstrated by the combination forecast

are relatively smaller compared to those of the LSTM and FNN models.

A closer examination of Figure[d]shows abnormal performance during recession periods, which
are indicated by the vertical grey bars. Specifically, the impact of business-cycle fluctuations
becomes clear from the elevated levels of the curves observed, when contrasting the starting and
ending points of most recession periods. Accordingly, the forecasts that incorporate the pre-
dictive features demonstrate enhanced performance during recessions compared to the historical
average forecast. The equity premium, and the predictive features exhibit increased volatility
during recession, as evident in Figures[7] B} and 0] in Appendix [B] displaying the values of the
equity premium and all features. The predictive features provide stronger signals, containing
valuable information during these economic downturns, which the competing forecasting mod-
els effectively capture and interpret. In contrast, the historical average is based on a constant
expected equity premium, ignoring the input features and, by extension, business-cycle fluc-
tuations. Additional evidence supporting these observations is provided in Table [4] where the
R2

s Statistic and utility gain are reported separately during expansions and recessions. The

disparity in relative OOS forecasting performance is especially noticeable in case of the LSTM
and FNN models. During expansions the R2  statistics stand at 3.05% and 1.63%, while dur-

ing recessions, these figures improve to 6.41% and 7.12%, respectively for the LSTM model and
FNN.

Remarkably, during the 2020 recession, all three competing forecasting models exhibit di-
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4.1 Statistical accuracy of the forecasts
minished performance. Unlike the LSTM and FNN models, the combination forecast fails to

compensate for these results during previous recession periods, leading to a higher R2 . value

5
during expansions. The uniqueness of the 2020 recession, caused by the Covid-19 pandemic,
could be a contributing factor to the contrasting performance of the forecasting models. This
unique recession might have introduced different and distinct information signals not captured
by the predictive features. Notably, the actual equity premium displayed extreme negative, but
also extreme positive values during this particular recession, evident in Figure [7] Appendix

As a result, the average returns are not significantly impacted, partly clarifying the relatively

better performance of the historical average forecast.

Table 4: Forecasting performance separately during expansions and recessions

Model _ Expansion _ Recession
R2,. (%)  Utility gain (%) RZ, (%)  Utility gain (%)
LSTM 3.046%** 2.097* 6.408%* 12.989*
FNN 1.630** 2.562* 7.122%* 9.834*
Combination forecast  0.215 0.462 0.032 3.570
Note: The R2,, statistic, and utility gain measure the performance of the competing forecasting model in the
first column relative to the historical average forecast. Where *, ** and *** indicate significance at the 10%,

5%, and 1% level, based on the p-values corresponding to the adj-DM test to assess significance of the R2,,, and
to assess significance of the utility gain, or portfolio management fee. The values are conducted separately during
expansions and recessions, according the NBER, with recessions accounting for 11% of the total time period.
Measured over the entire OOS forecast horizon, the LSTM model demonstrates superior stat-
istical performance, surpassing not only the historical average but outperforming all benchmark
models. Table @], Appendix shows that the model achieves significant R?00s statistics of
0.87%, and 3.79%, after comparing the LSTM model’s MSFE directly to that of the FNN, and

combination forecast, respectively.

In summary, all three forecasts surpass the historical average in terms of their RMSFE. Yet,

2

‘s Statistic. The non-linear

only the neural network models demonstrate a significant positive R
and high-dimensional processing capabilities of the LSTM and FNN architectures enables these
models to capture, interpret and combine the information in the data more effectively relative
to the linear combination forecast. When comparing the two neural network models, the LSTM
model shows enhanced statistical accuracy and results in a more stable forecast, outperforming
the historical average on a more consistent basis over time. The LSTM model’s ability to
recognise time-dependencies and retain information in its network enhances the robustness of
its overall forecast against the noise present in the data. The gating mechanisms provide the
model with the ability to use only the information the model considers as important, and

ignore the rest. Figure [7] Appendix [B] presents the OOS forecasts for all models and reveals a
smoother curve for the LSTM forecast when compared to that of the FNN. Accordingly, the
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4.2 Economic value of the forecasts
forecast volatility of the LSTM model measured over the entire forecast horizon is 21% lower

than that of the FNN model.

Stock return predictability is closely linked to business-cycle fluctuations, with a greater
degree of forecastability observed during recessions. Consequently, model’s performance is eval-
uated separately during recession and expansion periods. Notably, only the neural network
models demonstrate enhanced statistical accuracy during recessions. These findings indicate
that the additional information available during recession periods is captured more effectively
by these non-linear models. Their high-dimensionality enhances their flexibility, and ability to

adapt to changing market conditions.

Among both neural network forecasts, Table [4| reveals a relatively higher R2 . for the FNN
model during recession periods. Accordingly, the FNN forecast exhibits a lower RMSFE during
economic downturns, while measured over the entire OOS period the LSTM model demonstrates
superior statistical accuracy. This difference can be attributed to the fact that the actual equity
premium exhibits increased volatility and more extreme values during recessions. The FNN
model proves better at forecasting these extreme values, whereas the gating mechanisms in the

LSTM model tend to overly smooth its forecast during recessions, resulting in a relatively lower

MSFE.
4.2 Economic value of the forecasts

Until now, the analysis has primarily focused on the MSFE metric. However, the model’s
MSFE might not be the most suitable metric to evaluate equity return predictions. To asses
economic value, Table [3| displays the Sharpe ratio and average utility gain to a mean-variance
investor with risk aversion coefficient of five. The Sharpe ratio is calculated based on the mean
and volatility of the expected portfolio returns obtained from the asset allocations (following
equation ) The utility gain indicates the portfolio management fee that an investor would
be willing to pay to have access to the competing forecasting model in the first column, instead
of relying on the historical average. The utility gain, or portfolio management fee, is given in
annualised percent return. Over the entire OOS forecast horizon, the historical average forecast
yields a Sharpe ratio of 0.157. All three competing forecasting models demonstrate superior

economic value, resulting in higher Sharpe ratios and significant utility gains.

The combination forecast leads to a utility gain of 0.79% relative to the historical average
forecast. However, Table [9] Appendix [A] shows that the model is outperformed by the LSTM
forecast, with investors willing to pay an annual portfolio management fee of 2.52% to gain

access to the LSTM model’s forecasts rather than to use that of the combination forecast in a
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4.2 Economic value of the forecasts

trading strategy.

The portfolio formed using the LSTM model’s forecast in the asset allocations yields a Sharpe
ratio of 0.235, which is slightly below the 0.236 achieved by the portfolio based on the FNN
model’s forecast. The FNN model offers the highest utility gain relative to the historical average
at 3.39%, while the LSTM model maintains an annual utility gain of 3.32%. Hence, the utility
gain is not linearly correlated with the R2 . statistic, which is higher for the LSTM model.
When comparing the economic value measure of the LSTM forecast directly to that of the

FNN, the resulting utility gain, or portfolio management fee, has a negative value of -0.08%, as

can be seen in Table [9] Appendix [A]

These contradictory findings can be partly attributed to the boundaries imposed on the risky
equity portfolio weights during the asset allocations. To ensure realistic portfolios, the risky
equity weights are bounded to lie between 0.0 and 1.5. These bounds act as a constraining factor,
impacting the actual proportion invested in equities by investors. Particularly, the upper bound
significantly affects portfolios constructed using the FNN model’s forecast. In absence of the
boundaries, a mean-variance investor using the FNN forecast would, on average, fully invest in
risky equities. However, with the constraints in place, her average risky equity weights decrease
to 0.7. In contrast, a mean-variance investor using the LSTM model’s forecast allocates, on
average, 0.8 to risky equities without boundaries, which decreases to 0.7 after imposing the
weight constraints. Consequently, the weight restrictions have a greater impact in case of the
FNN model, resulting in a smoothing effect of the optimal weight allocations. As previously
discussed during the assessment of the statistical accuracy, the LSTM model’s gating mechanism
enable the model to ignore information the model views as noise, resulting in a more robust
forecast with a relatively lower forecast volatility. The FNN model seemed better at capturing
extreme values in the equity premium. The smoothing effect of weight restrictions on the FNN
model’s optimal asset allocations diminishes the advantage of the LSTM model in this regard.
Hence, somewhat explains the contrasting results in performance measured by economic value

compared to statistical accuracy between the LSTM and FNN models.

In conclusion, when focusing on economic gains, a mean-variance investor would prefer to use
the FNN model’s equity premium forecast, under the restriction of realistic portfolio boundaries.
The gates within the LSTM model consider parts of the input information as not useful, that
appears of significant value to forecast the equity premium when the aim is to maximise economic
value. These results highlight the importance of incorporating economic value-based measures
alongside conventional statistical criteria when evaluating OOS equity return predictability.

By combining statistical accuracy with economic insights, investors can make more informed
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4.8 Feature contribution to the forecasts

decisions, optimise their investment strategies, and achieve better overall performance.
4.3 Feature contribution to the forecasts

The contribution of individual features to the forecasts is evaluated using the SHAP method,
where SHAP values are computed individually for each feature and every prediction within the
OOS forecast horizon. This provides insight into the impact of each feature on the model’s
predictions, as the SHAP value represents the contribution of that feature to change in the
expected model’s prediction when conditioning on that feature. The average aggregate SHAP
values serves as a measure of feature importance and contribution over the entire OOS forecast
horizon. The absolute value signifies the level of feature importance, while the sign of the value
denotes the average direction of the effect that feature has on the predictions. A positive SHAP
value signifies that the presence of that feature contributes to an increase in the predicted output
value. Conversely, a negative SHAP value implies that including that feature in the model leads

to a decrease in the value of the predictions.

Figure [p| illustrates a plot of the SHAP values of the LSTM model for each prediction in the
OOS forecast horizon. The 20 most important features are ordered according to their average
absolute SHAP value, hence a feature importance ranking. The spread of the values along the
x-axis for a given feature indicates the range of impacts that feature has on the model’s output.
A wide spread means that the feature has a varied impact, while a narrow spread indicates a

more consistent impact.

In the LSTM forecast, DY has the highest average absolute SHAP value, and all its individual
SHAP values are consistently < 0. This implies that, on average, DY contributes the most to
the predictions, and its inclusion typically diminishes the equity premium prediction. Notably,
within the five most important features, the model predominantly ranks fundamental features,
additionally incorporating DP, DE, and LTY. The spread of values for DE signifies that, in
situations where the feature value is low (indicating that stock earnings surpass stock dividends),
including the feature tends to have a negative effect on the model’s output. Conversely, when
DE is high, including the feature has a positive effect on the model’s predictions. These insights
may be intuitively interpreted as the model linking higher dividends relative to earnings to a
form of risk compensation. Investors could be demanding higher dividends as a buffer against
perceived risk, thereby driving the equity premium upwards. In contrast, when earnings are
high, it might signal stronger corporate health or growth prospects, reducing perceived risk and

the required equity premium.

Among technical indicators, VOL(1,12) is distinguished as the most important. This feature
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Figure 5: Feature effects for the LSTM model’s forecasts

Note: The SHAP values of the 20 most important features for each prediction within the OOS forecast horizon.
The features are ordered on the y-axis according to their average absolute SHAP value. Whereas the x-axis
represents the individual SHAP values for each prediction. The colour for a given data point is a representative
for the value of the feature. Red represents high feature values and blue represents low feature values.

consistently yields a SHAP value > 0 in the case of a buy signal, and a SHAP value < 0 when
it indicates a sell signal. Despite the relatively high importance of the VOL(1,12) technical
indicator, as illustrated in Figure [10] and Appendix [B] its counterparts VOL(3,12), VOL(2,9),
VOL(2,12), and VOL(1,9), yield relatively low absolute SHAP values, indicating minor contri-
butions to the forecasts. This observation implies that the additional insights provided by these
four features, which are based on the same trading strategy, do not contribute substantially to

the information already captured by VOL(1,12), and to a lesser extend, by VOL(3,9).

Interestingly, while VOL(1,12) is associated with positive SHAP values for buy signals,
VOL(3,9) demonstrates predominantly negative SHAP values in case of a buy signal. This
divergence suggests that the LSTM model captures interactions amongst the features within
its network, which can lead to such varied impacts on the equity premium. Similarly, the
pronounced values for MA(3,9) and MA(2,12) can be attributed to their unique relevance. In
contrast, the SHAP values for MA(3,12) and MA(1,9) diverge and do not contribute substantial

additional information, which is evident from their low feature importance ranking.
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4.8 Feature contribution to the forecasts

As illustrated in Figure [5] fundamental features are predominantly ranked higher within the
LSTM model’s feature importance, suggesting they contribute more to the model’s forecasts.
To evaluate the varying impacts of fundamental and technical features, the average absolute
SHAP values across both feature groups are calculated. In the case of the LSTM model, the
average absolute SHAP value for all fundamental features, including the recession dummy, is
0.088 (reported x100 for comparability), while the corresponding value for technical indicators is
0.061 (reported x100). Given the slightly higher average absolute SHAP value for fundamental
features, their collective contribution is more pronounced, and is thus regarded as more crucial

within the predictions made by the LSTM model.

Additionally, to evaluate the overall effect of the distinct feature sets on the predictions, the
respective SHAP values are aggregated. Leveraging the additive feature attribution property,
as shown in equation , the influence of multiple input features can be approximated by
summing their individual SHAP values. Notably, this entails summing over the non-absolute
values since values in opposite directions can neutralise each other. However, this remains an
approximation as the interaction effects among the feature groups when adding or removing
them from the expectation is not taken into consideration. The cumulative SHAP value of
the fundamental features, including the recession dummy, yields -0.008. This suggests that the
incorporation of the collective fundamental features typically results in a decrease in the LSTM
model’s forecast. Conversely, the technical indicators exhibit an aggregate SHAP value of 0.001,

implying their collective inclusion generally increases the output value.
4.3.1 Comparative analysis with the benchmark models

To delve deeper into the inner workings of the LSTM network, the feature effects are contrasted
with the feature effects in the benchmark models. Figures [10] and in Appendix [B] illus-
trate the feature importance rankings and feature effects for both benchmark models. When
assessing feature importance between the LSTM and FNN models, noticeable is the consistent
ranking of DP, VOL(1,12), and DE among the top five most important features. Similarly,
SVAR, DFR, and INFL are identified as the three least important features by both models.
Thus, a comparable ranking appears present across both forecasting models when analysing the
individual feature importance values. Moreover, the estimated aggregate contribution of both
features types is relatively similar. Within the FNN model predictions, the estimated aggregate
SHAP value is -0.005 for the fundamental features and 0.001 for the technical indicators. The
signs and magnitudes of the estimated aggregate SHAP values closely align with those of the
LSTM model. However, the average absolute SHAP value within the FNN model is roughly
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4.8 Feature contribution to the forecasts
equivalent for the two feature groups, with the fundamental features averaging at 0.123, and
the technical indicators at 0.129 (both values reported x100). This suggests that, within the
FNN model, technical features contribute slightly more to the predictions, in contrast to the

dominant role of the fundamental features in the LSTM model’s forecast.

The distribution of the individual SHAP values in Figure [TI, Appendix [B] reveals that the
FNN model exhibits relatively more extreme and less consistent feature effects (note the dis-
crepancy in values along the x-axis when compared to the feature effects within the LSTM
model). These observations indicate less uniform effects on the predictions when including the
individual features in the predictions. For instance, the features DP and EP exhibit instances
of positive SHAP values in the FNN model’s forecasts, whereas they consistently display SHAP
values < 0 within the LSTM model’s forecasts. These observations suggest that the gating
and memory mechanisms within the LSTM architecture enable the model to recognise feature
patterns over time. Consequently, the model retains only information it views as important,
filters out the noise and ignores outliers, aligning with the observed more stable forecast of
the LSTM model. As a result, the feature effects within the model seem more consistent and
interpretable. However, the FNN model offers enhanced economic value to an investor. This
implies that some of the feature values considered as outliers by the LSTM model appears to

be of significant value for forecasting the equity premium.

The results from the combination forecast highlight the importance of the DP and VOL(1,12)
features in forecasting equity returns, with both features ranked among the top five most im-
portant across all three models. In contrast, features such as INFL and DFR are consistently
valued as less important. The average absolute SHAP value for the fundamental features in
this model is 0.335, compared to 0.228 for the technical indicators (both values reported x100).
This signifies that the fundamental features have a marginally higher contribution to the model’s
predictions. The approximated aggregate SHAP value stands at -0.026 for the fundamental fea-
tures and 0.004 for the technical indicators within the combination forecast model. Given the
consistency of these effects across all forecasts, this study concludes that the integration of
collective fundamental features generally results in a negative impact on the model’s output,
whereas the inclusion of the combined technical features yields a minor positive influence on

the output.

Interestingly, Figure[11} Appendix[B] demonstrates that the combination forecast consistently
assigns positive SHAP values to the technical indicators in case of buy signals, and negative
SHAP values to sell signals. In contrast, within both neural network models, as explained

for VOL(1,12) and VOL(3,9), these signs may differ. The combination forecast models the
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5 Robustness check
features in a linear and independent manner and subsequently combines the results by taking
the average of all predictions. This way the model disregards any potential interaction effects
amongst the features. In contrast, the layered structure within the neural network architectures
allows the models to capture, not just non-linear relations of the features with respect to the
equity premium, but also complex relationships and patterns among the features. This capab-
ility yields results that might not be immediately intuitive, but can offer substantial value to

investors.

In conclusion, the memory mechanism inherent to the LSTM network enables the model to
retain information from previous time steps, allowing the model to recognise feature patterns
over time. Consequently, the network exhibits enhanced robustness against outliers and presents
more consistent feature effects compared to the FNN. However, this resilience to outliers di-
minishes the LSTM model’s ability to model extreme values in the equity premium, in which
the FNN model excels. Moreover, the ability of both neural networks to capture non-linear
relationships and interaction effects among the features, yields valuable insights for investors.
This is particularly noteworthy regarding technical indicators, where a buy signal is not always

positively related with the equity premium.

Lastly, the ranking of individual feature importance is relatively similar across all three mod-
els. DY and DP are the most important fundamental features, and including the features in the
models, on average, lowers the value of a prediction. Among all technical indicators, VOL(1,12)
contributes the most to the models’ forecasts, resulting in an increased value of the predic-
tions when the feature indicates a buy signal. Evaluating the aggregate contributions of the
fundamental and technical features reveals that these feature sets impose effects in opposite

directions.

5 Robustness check

This section discusses two robustness checks intended to validate and reinforce the conclusions
drawn regarding the capabilities of the LSTM model in forecasting the equity premium. A first
check is performed by retraining both neural network models, this time using utility as the op-
timisation criterion with the aim of enhancing the economic value of the forecasts. Subsequently,
a second check is carried out to assess the sensitivity of the LSTM model to its initialisation

and parameter estimates.
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5.1 Reinforce forecasting performance to maximise economic value

The parameter estimates for the LSTM and FNN models are derived by minimising the MSFE
loss function. Accordingly, the models are optimised with the aim of attaining optimal statistical
accuracy. The empirical findings reveal that the forecasts generated by the LSTM model achieve
a lower MSFE, indicating superior statistical accuracy. Nonetheless, the forecasts from the FNN

model yield greater utility to a mean-variance investor, thus offer enhanced economic value.

To reinforce these conclusions, both neural network models are re-optimised to maximise the
economic value of the forecasts, as opposed to the statistical accuracy. This implies using the
utility function, as given in , as loss function in the optimisation process to obtain parameter
estimates for the models’ weight and bias terms. The same SGD method as for the original
models is employed to minimise the negative utility function. However, this algorithm requires
the loss function to be differentiable in order to update the parameter estimates. Therefore,
the constraints on the equity portfolio weights within the utility function, previously bounded

between 0.0 and 1.5, are removed.

Following the re-optimisation process, where the utility function is used as loss function to
obtain optimal parameter estimates, the resulting models are used to forecast the OOS period.
Table [f] presents the forecasting performance of both models. To ensure comparability with the

00s

empirical results in Section 4] the R? . statistic and utility gain are reported relative to the

historical average forecast.

Table 5: Reinforce forecasting performance to maximise economic value

Model RMSFE Sharpe ratio  R2_. (%) Utility gain (%)
LSTM 4.795 0.084 -22.485%4* -3.672
FNN 5.161 0.159 -41.898%#* -0.301

Note: Forecasting results of the LSTM model and FNN being optimised with the aim of maximising realised
utility to an investor. The RMSFE is calculated over the entire OOS forecast horizon, ranging from 1990:01 to
2022:12 (values are reported x100). The mean and volatility of the expected portfolio returns obtained from the
asset allocations are used to calculate Sharpe ratios. The R2,; measures the reduction in MSFE for the forecast
given in the first column relative to the historical average forecast. The average utility gain is given in annualised
percent return, indicating the portfolio management fee that an investor, with mean-variance preferences and risk
aversion coefficient of five, would be willing to pay to have access to the competing forecasting model relative to
the historical average forecast. Where *, ** and ***  indicate significance at the 10%, 5%, and 1% level, based
on the p-values corresponding to the adj-DM test to assess significance of the RZ,, and to assess significance of
the utility gain, or portfolio management fee.

The findings show a decrease in forecasting performance for both models after optimising the
models’ weight and bias parameter estimates using utility as a loss function. This reduction
in performance is likely attributable to the models retaining the same hyperparameter values

as the original model configurations. These hyperparameter configurations are selected based

on optimal model performance as assessed by the MSFE loss function. Hence, with the aim of
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5.2 Robustness to model parameter estimates

maximising the statistical accuracy of the models.

Nevertheless, despite the observed decline in both the statistical accuracy and economic value
of the models, the relative results are consistent with the primary conclusions drawn from the
forecasts of the original models. Specifically, the FNN forecast achieves a higher Sharpe ratio
and provides a greater utility gain to a mean-variance investor, making it the most financially
beneficial model. Conversely, the LSTM model achieves a lower RMSFE and a relatively higher
R2

‘o5 Statistic, indicating superior statistical accuracy. Thus, these results confirm that, even

when the models are optimised with the aim of maximising economic value, the FNN forecast
continues to surpass the LSTM model in performance, offering more value to an investor within

a mean-variance framework.
5.2 Robustness to model parameter estimates

An LSTM model is characterised by two types of parameters: hyperparameters and model
parameters. As outlined in Section [3.3] the hyperparameters are tuned once and remain con-
stant throughout the entire forecast horizon. In contrast to the model parameters, namely the
weight and bias terms, which undergo annual updates. Since the neural network models use an
expanding estimation window, the in-sample period is annually updated, resulting in the yearly
updates of the model’s parameter estimates. Moreover, to mitigate the risk of overfitting and to
adapt the models to changing time periods, the weight and bias terms are systematically reset
after every five years of consecutive forecasting. Following this reset, newly initialised model
parameter estimates are derived and leveraged to forecast the equity premium in the subsequent

five years.

This procedure of re-initialising the weight and bias terms for every five-year forecasting
horizon is a computationally intensive, and time-consuming process. In addition, it may reduce
the model’s robustness across different data-sets or time periods. To evaluate the model’s
performance without the five-yearly reset and re-initialisation of parameter estimates, Table [6]
presents the forecasting results for the same LSTM network, with the difference being that the
initial weight and bias terms are employed to generate forecasts for the entire OOS period. This
approach implies that the initial parameter estimates are leveraged to generate a forecast for
the equity premium in the first year of the test period. In the subsequent years, a fixed number
of epochs is consistently used for retraining to derive parameter updates, and to generate a
forecast for the equity premium in the following year of the OOS test period. Early stopping is

implemented to mitigate the risk of overfitting.

The results demonstrate that the LSTM model struggles to forecast the equity premium when
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5.2 Robustness to model parameter estimates

Table 6: Performance of the LSTM model without re-initialising its parameter estimates

Model RMSFE  Sharpe ratio RZ__ (%) Utility gain (%)
LSTM (without 4.401 0.132 -3.196%%% -1.818
re-initialising)

Note: The RMSFE is calculated over the entire OOS forecast horizon, ranging from 1990:01 to 2022:12 (values
are reported x100). The mean and volatility of the expected portfolio returns obtained from the asset allocations
are used to calculate Sharpe ratios. The R2,, measures the reduction in MSFE for the forecast given in the first
column relative to the historical average forecast. The average utility gain is given in annualised percent return,
indicating the portfolio management fee that an investor, with mean-variance preferences and risk aversion
coefficient of five, would be willing to pay to have access to the competing forecasting model relative to the
historical average forecast. Where *, ** and *** indicate significance at the 10%, 5%, and 1% level, based on
the p-values corresponding to the adj-DM test to assess significance of the R2,,, and to assess significance of the
utility gain, or portfolio management fee.

its parameters are not reset and re-initialised once every five years. The model’s RMSFE of

4.401 is significantly higher compared to the historical average forecast, substantiated by the

2

0s value of -3.20%. In addition, the utility gain is negative and substantiated

corresponding R,
by both statistical as economical results, the entire OOS forecast horizon of 33 years appears

to be too long, and the model is outperformed by the historical average.

Figure[6]illustrates that there are instances where the LSTM model without the re-initialisation
of its parameters, surpasses the historical average forecast in performance. However, these in-
stances are limited, and the model generally underperforms when evaluated over the entire
OOS test set. It is notable that throughout the latter half of the OOS forecast horizon, where
the original LSTM model’s forecast maintains relative stable, the model without parameter re-
initialisation seems to perform comparatively well. Conversely, in periods characterised by im-
proved performance of the original LSTM model, the model without parameter re-initialisation
tends to perform significantly worse. During these specific intervals, such as the period prior
to 1996, the original LSTM model exhibits heightened volatility, evident from Figure Ap-
pendix [B] In these more volatile periods, there appears to be a greater degree of predictability
in the equity premium for the LSTM model, resulting in the increased difference in cumulative
forecast error relative to the historical average forecast. And the re-initialisation of the model’s

weight and bias terms significantly enhances its performance.

The findings emphasise the sensitivity of the LSTM model to its weight and bias parameters
and the updates thereof. This is particularly evident during periods where the original LSTM
model’s forecast shows increased volatility, and on average, increased performance. In these
instances, the parameter estimates of the model become increasingly important, and their re-

initialisation considerably enhances the forecasting performance of the LSTM model.

The model is not able to generate accurate equity premium predictions for an extended time

period, while leveraging the same initial parameter estimates. Hence, integrating the LSTM
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Figure 6: Performance of the original LSTM model versus the LSTM model without re-initialising the
model’s parameter estimates

Note: Cumulative difference in squared forecast error of the two LSTM models relative to the historical average
forecast measured over the OOS forecast horizon. The black line represents the original LSTM model, while the

grey line illustrates the LSTM model without re-initialising its parameter estimates for every five-year forecast
horizon. The vertical grey bars indicate recession periods as classified by the NBER.

forecast into a trading strategy carries a degree of risks, as the model’s forecasting results are
highly sensitive to precise parameter estimates which are less robust and less stable over a

relatively long forecast horizon.

6 Conclusion

Extending the literature on stock return predictability, this paper introduces the LSTM model
to predict the U.S. equity premium. The LSTM network architecture incorporates an internal
memory mechanism, enhancing the model’s capability to recognise time dependencies within
time-series data. While the main objective is to improve OOS forecasting performance, this
study also presents an in-depth analysis of the complex inner workings of the LSTM network,

providing valuable insights to researchers and investors using financial forecasting models.

The main conclusion and answer to the research question of this study is, that the LSTM
neural network model can be employed to forecast the equity premium, yielding significant
improvements in forecasting performance compared to the linear benchmark models. However,
while the LSTM model’s forecast demonstrates enhanced statistical accuracy, the FNN’s forecast

offers higher economic value.

The memory mechanism of the LSTM model controls the flow of information through the
network, it decides what information to retain, and what to ignore. This enables the model to
filter out noise and only use information the model considers as important. The analysis on
feature effects, particularly the distribution thereof, reveals that the LSTM network’s ability to

recognise feature patterns over time, yields more consistent and uniform feature effects on the
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6 Conclusion
predictions than within the FNN model. As a result, the LSTM model generates a relatively
more stable forecast, with a lower forecast volatility, compared to the FNN model. However,
the enhanced economic value of the FNN model suggests that the LSTM model considers
certain extreme feature values as outliers or noise, although these appear to incorporate valuable

information for predicting the equity premium.

In addition, the analysis on feature contribution to the forecasts shows that the individual
feature importance ranking is relatively similar across all models. Integrating the collective set
of fundamental features in the models generally results in a lower value of the equity premium
predictions, whereas this effect is in the opposite direction for the collective technical features.
Furthermore, the high-dimensional structure of the neural network architectures allows the
models to capture and interpret interactions among the features, yielding results that might

not be immediately intuitive, but can offer valuable insights.

However, this research also has its limitations. The study relies on the neural network ar-
chitectures as obtained through the described hyperparameter tuning process. The choice of
hyperparameters in the LSTM model, although tuned, may not represent the optimal config-
uration to achieve the highest economic value. Future research could explore a wider range of
hyperparameter configurations for both neural network models, specifically tuned to optimise
economic value as opposed to statistical accuracy. Additionally, varying sizes for the training
and validation sets, potentially a shorter validation set, such that the training sample is closer
to the test set, could be explored. By building upon the findings, and addressing the limitations
of this study, future researchers can contribute to the evolving landscape of financial forecasting,

possibly finding models that balance statistical accuracy with substantial economic value.

Forecasting equity returns holds considerable interest to both researchers and investors. Given
the inherent level of uncertainty and randomness in the behaviour of equity returns, a limited
degree of improvements in forecasting performance is to be expected. However, it is important
to realise that little goes long way, and even minimal enhancements can yield substantial value.
This paper demonstrates that the canonical problem of measuring the equity premium continues

to be an exciting and dynamic area of research.
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Table 7: Summary statistics

Variable Mean Standard Minimum Maximum Autocorrelation
deviation
Equity premium (%) 0.57 4.32 -24.76 14.73 0.06
DP -3.55 0.43 -4.52 -2.60 0.99
EP -2.81 0.43 -4.84 -1.90 0.99
DY -3.55 0.43 -4.53 -2.59 0.99
DE -0.74 0.29 -1.24 1.38 0.99
SVAR 0.21 0.01 0.00 0.07 0.40
BM 0.50 0.25 0.12 1.21 0.99
NTIS 0.01 0.02 -0.06 0.05 0.98
TBL (annual %) 4.03 3.09 0.01 16.30 0.99
LTY (annual %) 5.68 2.86 0.62 14.82 0.99
LTR (%) 0.48 2.78 -11.24 15.23 0.07
TMS (annual %) 1.64 1.36 -3.65 4.55 0.96
DFY (%) 0.96 0.43 0.32 3.38 0.97
DFR (%) 0.04 1.44 -9.76 7.37 -0.05
INFL (%) 0.29 0.37 -1.92 1.81 0.55

Note: The summary statistics for the log equity premium and the 14 fundamental variables. The total sample
period spans from 1950:01 to 2022:12, consisting of 876 observations.

Table 8: Hyperparameter search space and optimal values for the FNN model

Hyperparameter Search space Optimal
Number of FNN layers 1,2,3,4,5 3
Neurons FNN layer 8,16,32,64 8,8,8
Activation function FNN layers Sigmoid, tanh, SELU, ReLU ReLU
Activation function output layer = Sigmoid, tanh, SELU, ReLU SELU
Li-norm penalty None, 1071,1072,...,1076 107°
Lo-norm penalty None, 1071,1072,...,1076 10~

Note: The search space for each hyperparameter is explored with a grid search over all possible combinations. The
hyperparameters are tuned once using the initial training and validation sets, spanning from 1950:01 to 1979:12,
and 1980:01 to 1989:12, respectively. The optimal values are determined based on the model’s performance on
the validation set, using the MSFE as the loss function. The number of neurons per FNN layer is specified in
their respective order, with all three FNN layers containing 8 neurons. The optimal activation function is found
to be consistent across all FNN layer, and equal to the ReLU activation function.

Table 9: Forecasting performance of the LSTM model relative to the FNN and combination forecast

Model R2Z . (%) Utility gain (%)
Combination forecast 3.791%** 2.517***
FNN 0.870%* -0.081

Note: The R2,, measures the reduction in MSFE for the LSTM model relative to the benchmark model given
in the first column. The average utility gain is given in annualised percent return, indicating the portfolio
management fee that an investor, with mean-variance preferences and risk aversion coefficient of five, would be
willing to pay to have access to the LSTM model instead of the benchmark models. Where *, ** and ***
indicate significance at the 10%, 5%, and 1% level, based on the p-values corresponding to the adj-DM test to
assess significance of the R2,,, and to assess significance of the utility gain, or portfolio management fee.
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Note: Forecast of the LSTM model and the three benchmark models through the entire OOS forecast horizon,
spanning from 1990:01 to 2022:12. The vertical grey bars indicate recession periods as classified by the NBER.
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Figure 8: Fundamental input features

Note: Values of the fundamental input features throughout the entire OOS forecast horizon, spanning from
1990:01 to 2022:12. The vertical grey bars indicate recession periods as classified by the NBER.
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Note: Values of the technical input features throughout the entire OOS forecast horizon, spanning from 1990:01
to 2022:12. The vertical grey bars indicate recession periods as classified by the NBER.
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Note: Ranking of the average absolute SHAP values for all individual features. The feature importance values

are computed for each prediction, and the average values are measured over the OOS forecast horizon. The dark
grey bars indicate the fundamental features, and the light grey bars indicate the technical features.
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C Appendix: Additional details and equations

C.1 Trading strategies

The first strategy revolves around the moving average (MA) rule, creating trading signals based

on the change in price trends. The MA price index is denoted in equation :

7j—1

MA;j¢ = (1/§) Y Py for j=s,1, (28)
=0

where P, represents the S&P 500 index or its price level at time t, and j = s, 1, corresponding
to the length in months of the short or long MA, respectively. A total of six monthly MA
signals, denoted as MA(s,l), are generated by comparing two MAs with s = 1, 2, 3, and 1 = 9,
12 months, following equation :

1if MA,; > MA;,
MA(s,]), = : (29)

0if MA,; < MA;,

The rationale behind this strategy is that the short MA,; is more responsive to recent price
movements compared to the long MA; ;. For instance, when prices start trending upwards, the
short MA, ; tends to rise faster than the long MA; ;, eventually exceeding it. On the other hand,
during periods of declining prices, the short MA;; generally remains below the long MA;;. As
a result, a higher short MAj; initiates a buy signal, while a lower short MA,; indicates a sell

signal.

The second trading strategy is based on momentum. Momentum refers to a positive (negative)
price trend in the recent past that is likely to continue this positive (negative) trend in the near
future. The strategy is based on the belief that assets that gained value or experienced positive
returns will continue to do so in the short term. Therefore, when the current price exceeds the
price of m months ago, this generates a buy signal. Conversely, if the current price is below
the price of m months ago this generates a sell signal. Two momentum signals, MOM(m), are

generated based on equation , with m = 9 and 12, representing the length in months,

1if P, > Py,
MOM(m), = : (30)

0if P, < Py,

The third strategy incorporates traded volume alongside prices to identify overall market

trends. This strategy builds upon the OBV, as defined in equation :
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C.2 Portfolio management fee in a mean-variance framework

k=1
OBV, =Y VOL;D, (31)
t

where VOL;, represents the traded volume during period k, and Dj a binary variable that
takes a value of 1 if P, — P,_1 > 0, and -1 if P, — P,_1 < 0. The MAs based on OBV are
generated following equation :

j—1
AZPY = (1/§) ZOBVH for j=s,1, (32)

in the same manner as for the first trading strategy, where j = s, or 1, correspond to the

length in months of the short or long MA, respectively. Lastly, the MAYBVY signals are obtained,

according to equation :

1if MAYBY > MAPBY
VOL(s,l), = ’ ’ . (33)

0 if MAYPY < MAPBY
The motivation behind the final strategy is that a relatively high trading volume in recent
months, combined with a recent price increase, implies a strong positive market trend. As a
result, the short MA exceeds the long MA, and a buy signal is generated. Conversely, in periods
of declining prices Dy, thus OBV, have negative values, resulting in a lower short MA compared
to the long MA, and a sell signal is generated. Therefore, the created variables incorporate the
relationship between trading volume and price movements. Six monthly volume signals are

generated, denoted as VOL(s,l), with s = 1, 2, 3, and 1 = 9, 12 months.
C.2 Portfolio management fee in a mean-variance framework

To asses economic value in a mean-variance framework, the difference in utility to an investor
when employing two distinct forecasts in her trading strategy, can be seen as a fee the investor
would be willing to pay to have access to the alternative forecasting model to make investment
decisions. This portfolio management fee can be interpreted as the additional portfolio return
an investor requires to be indifferent between using both forecasting models, and is defined as

the value for é that satisfies equation (34)):

U(Rm — () = U(Ry) = 0. (34)

In a mean-variance framework, substitution of the expected utility to an investor when em-
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C.2 Portfolio management fee in a mean-variance framework

ploying models m and b in the asset allocations, results in equation :

(ﬂm . 0.5A&3ﬂ) — (i — 0.5062) = 0 (35)

After rearranging the terms, the portfolio management fee can be defined as the utility gain,

defined in equation (36)):

o7



	Introduction
	Data
	Methodology
	Feedforward neural network
	Recurrent neural network
	Parameter estimation
	Long short-term memory neural network

	Hyperparameter tuning and forecast specifications
	Combination forecast
	Historical average forecast
	Statistical accuracy evaluation
	Measuring economic value
	Feature contribution analysis

	Empirical results
	Statistical accuracy of the forecasts
	Economic value of the forecasts
	Feature contribution to the forecasts
	Comparative analysis with the benchmark models


	Robustness check
	Reinforce forecasting performance to maximise economic value
	Robustness to model parameter estimates

	Conclusion
	Appendix: Tables
	Appendix: Figures
	Appendix: Additional details and equations
	Trading strategies
	Portfolio management fee in a mean-variance framework


