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Executive Summary

This study is an attempt to gain more insight in the statements described in the book “Science Business: The Promise, the Reality, and the Future of Biotech” of Pisano (2006). In this book Pisano describes general opinions in the life-science industry about, amongst others, the organisational network structures that are needed to gain the highest innovation performance. He furthermore proposes several ideas and solutions to structure the organisational networks optimally, in terms of tie characteristics.

The reason for Pisano to write this book is the limited ability of life-science companies to create innovations, and as a result to make profits. 

The aim of this thesis was to provide empirical evidence on Pisano’s work, and add to it by testing related hypotheses.

This investigation was started by describing the relevant literature on innovations, tie characteristics and inter-firm agreements. 

Regarding innovations, there are two main sorts of innovations, namely radical and incremental innovations. 

The tie characteristics consist of two main groups, namely whether a tie is strong or weak and whether a tie’s focus is on exploration or exploitation. 

Strong ties are ties that are financed with equity exchange, while weak ties are contract-based agreements without any exchange of equity stakes.

When a tie’s focus is on exploration, the goal of the agreement is to experiment with new alternatives in order to create new ideas. Exploitation however, deals with ‘the refinement and extension of existing competencies, technologies and paradigms, exhibiting returns that are positive, proximate and predictable’ (March, 1991)

The development in cooperation between companies had high growth rates in the previous decades. Especially the R&D cooperation between firms in high-tech sectors has risen enormously. The way inter-firm agreements are established has also changed. Agreements are established more and more with weak ties (contracts) instead of strong ties (equity stakes).

Pisano suggests that the development to establish agreements only on a contract basis, does not lead to the best results. He proposes the ‘market for know-how’ model, in which he suggests that the most innovative project-agreements should be established with strong ties, while the less innovative projects can be contracted via weak ties.

Based on Pisano’s book primarily, we then wrote our hypotheses.

Firstly the impact of network size was investigated. Secondly the impact of strong and weak ties on radical and incremental innovations was tested. Thereafter the relation between strong and weak ties, and the exploration-exploitation framework was investigated. In the last two hypotheses we tested the possible differences between biotech and pharmaceutical companies on the one hand and the differences between large and small firms on the other hand. They were tested on their tie characteristics (strong/weak and exploration/exploitation) and their innovations (radical/incremental) 

In order to test these hypotheses, the FDA database on patents was used to give information about the innovations of the companies. The Recap database was used to give information about the inter-firm agreements of the companies.

By testing our hypotheses, we found some interesting results. First of all, an increase in the network size decreases the amount of innovations per tie. So the effectiveness of a tie decreases when the firm establishes more ties. 

Secondly, biotech companies show a positive correlation between strong ties and innovations (radical and incremental). When taking the interaction term (between percentage strong and weak ties) into account, it even shows that biotech’s should maximize their strong ties for both types of innovations. 

Thirdly we found support for the Koza & Lewin framework, that exploration ties are related to weak ties and exploitation ties are related to strong ties. We added to this by testing whether this was different for successful and unsuccessful companies. The results showed that for exploration there was a significant difference between successful and unsuccessful companies: successful companies used significantly more strong ties for exploration ties than unsuccessful companies. 

Regarding the differences between biotech and pharmaceutical firms, we found that biotech’s remarkably have, at a 90% confidence interval, more incremental innovations per tie than pharmaceutical companies.

Differences regarding the exploration-exploitation framework were surprising at first sight. We suggested that biotech’s would have relatively more explorative alliances and pharmaceuticals relatively more exploitative alliances. The results however showed a reversed relation. This is probably explained by the fact that we, at first, didn’t recognize that firms that form an agreement for exploitative purposes do this because they lack these exploitative resources and are strong in explorative activities. When we make this assumption, our data proves our hypothesis.

Regarding strong and weak ties, we found a significant difference between the companies. Biotech companies have a significantly higher percentage strong ties than pharmaceutical companies, which implicates that pharmaceuticals have relatively more weak ties. 

Considering the differences between large and small firms, small firms have more incremental and radical innovations per tie. Regarding the exploration-exploitation framework, we find the same reversed difference as with biotech’s and pharmaceuticals. So under the same assumption the hypothesis is maintained. No differences were found between the networks in terms of strong and weak ties. 

All these results led to various implications which give companies some guidelines about how to form their inter-firm agreements and how to control these agreements.

Since our research had certain restrictions and a certain focus, we proposed some interesting future research possibilities, which would increase the understanding of this theoretical field.
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We would also like to thank our family, girlfriends and friends, who supported us in various ways. 

From now on, we are able to give a outspoken ‘yes’ to the question: “Is your thesis finished yet?”, which has been asked very frequently last year. Thank you all!

“To repeat what others have said, requires education; to challenge it, requires brains.”

- Mary Pettibone Poole, A Glass Eye at a Keyhole, 1938 -

Jasper & Paul

Table of content

Preface










5

Table of content









6

1
Introduction









8

1.1

Problem
1.2

The Pharmaceutical industry and the Biotech industry

1.3

Theoretical and Practical Relevance

1.4

Research Questions

2
Innovations









13

2.1

Innovations in general

2.2

Different phases of the innovation process

2.3
 
Firm size and Innovations

2.4

Exploration and Exploitation

3
Alliances









19

3.1

Definition and typology of alliances

3.2

Advantages and disadvantages of equity and non-equity

3.2.1
(Dis)advantages equity

3.2.2
   (Dis)advantages non-equity

4
Motivations for inter-firm agreements





22

4.1

Transaction cost economics

4.2

Shortcomings

4.3

Resource-based view

4.4

TCE and RBV applied to the life science industry

5
The development in usage of inter-firm cooperation types



26

5.1

Agreement patterns

5.2

Development of preference

6
Towards a new proposition







29

7
Hypotheses









31

8
Methodology









40

8.1

Introduction

8.2

Data Collection

8.3

Research Sample

8.3.1
Key facts of the database

8.3.2
Companies

8.4

Operationalization of variables

8.5

Combining and converting the variables

8.6

Interaction terms and control variables

8.7

Analyses for hypotheses

9
Results









50

10
Discussion









62

11
Conclusion









71

11.1
Network size

11.2
Tie characteristics

11.3
Differences between groups

12
Implications









74

13
Limitations









77

14
Future Research








79

15
References









80

16
Index of Figures and Tables







85

Appendices









87

Appendix 1. Companies

Appendix 2. Categorization of types of alliances

Appendix 3. Categorization of ReCap

Appendix 4. Data Results

1
Introduction

1.1 Problem

Companies nowadays are working more and more together for all kinds of reasons. In general,  this cooperation increases the more innovative the industry is. An example of a true innovative industry is the life science industry, which consists of pharmaceutical and biotechnological companies. Gary Pisano has written a book about this industry and its performance. He does not agree with the existing thoughts on how to create an innovative environment for companies in this industry. In his opinion the present situation in the Pharmaceutical and Biotech industries does not lead to the highest results regarding innovativeness, Pisano (2006) states that both industries are not performing at their best. His analysis is that part of this problem is caused by non-optimal organizational structures. In his opinion characteristics of ties, and thus the organizational structure, and their relation to the innovation performance are not composed as it should be. In his analysis, Pisano discusses the Pharmaceutical and Biotech industry, of which a lot of data can be found, including the organizational structures. Due to the fact that Pisano did not construct his statements with sufficient empirical data, we will elaborate on his ideas by testing his statements with more empirical data. Next to this, some other statements about tie characteristics are tested.  

1.2 The pharmaceutical industry and the biotech industry

Since Pisano investigates the life-science industry,  we also had to choose the pharmaceutical and the biotech industry to research. Next to that, the  pharmaceutical and the biotech industry provide rich sources of data, which makes it possible for us to collect enough valid data. Both industries are knowledge intensive and R&D intensive and thus very innovation based. These industries are often used in research for topics on inter-firm collaboration, like ours. 

Regarding the point of ties and their characteristics, one can conclude that the companies in these industries often work together and therefore these industries are very applicable to our research. For example in figure 1 we see that the R&D partnerships in pharmaceutical biotechnology are a considerable part of all R&D partnerships. We also see an increase over time in these partnerships. Roijakkers & Hagedoorn (2006) state that the growth in R&D alliances can be explained by the increase in biotechnological knowledge. This knowledge can not be exploited by one single company and results in many alliances and other forms of cooperation. 

[image: image1]
Fig. 1 Growth of numbers of newly established R&D partnerships in general and in pharmaceutical biotechnology

1.3 Theoretical and Practical Relevance

By testing the theory of Gary Pisano we try to provide a clearer view regarding inter-firm agreements. Pisano (2006) provided few statistical evidence for his theory, which is in our opinion not enough to accept his ideas. With our thesis we will look critical on this theory and try to provide statistical evidence for the theory of Pisano. This statistical evidence is an important gap in this theory that should be overcome. 

Another gap in the literature is that there is a lack of information about forming the right inter-firm agreement for a specific type of research, regarding innovation performance. We will try to find significant results about successful performance and specific inter-firm agreements. 

For the life science industry this implicates that there will be guidelines provided for under which conditions companies can decide what kind of agreements should be formed with other companies. Future research might prove that these guidelines are also applicable to other industries as well. 

1.4 Research Questions

The research question of this thesis is:

What is the impact of tie characteristics on the innovative performance of companies in the Biotech and Pharmaceutical industry?

To answer this question the following sub questions have to be answered:

· What is the impact of network size on the innovative performance of companies?

· What is the impact of tie strength on the innovative performance of companies?

· What are the best combinations of the Equity-No Equity framework and the Exploration-Exploitation framework regarding the probability of success?

· Are there differences between the Biotech industry and the Pharmaceutical industry?

· What is the impact of company size on the innovative performance of companies and the characteristics of ties used?

1.5 Research setup
The index of our research starts with the discussion of the theory. Both the Innovation Theory and the Inter-firm Agreements Theory will be discussed. Within the Innovation Theory we will start with explaining innovations in general to get a clear view of this subject. We also describe the different phases, firm size and exploration versus exploitation, because these subjects are used in our research. Regarding the Inter-firm agreements Theory we start with explaining alliances in general and its different characteristics. Then background information about the motivation for cooperation will be discussed. The development of preference for different forms of cooperation is a necessary part in understanding the background of Pisano’s book. The most important parts of his book are reviewed as the last part of the literature section. 

After this, we will formulate our hypotheses, derived from the gap we found in the evidence provided by Pisano (2006) and several other general ideas that are common in the life-science industry. The Methodology is a logical follow-up after the chapter which described the hypotheses. The results achieved with our Methodology will be described after the Methodology chapter and will discussed thereafter. Then a conclusion will be written. From this conclusion the implications for managers and the limitations of our research are described. From this chapter we provide a short idea of possible future research. 
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Fig. 2 Structure of the Thesis

1.6 Research highlights

As we conducted the research we could not find sufficient empirical support for all statements made by Pisano (2006) and therefore had to reject some of our hypotheses. 

One of the  most remarkable results is the relation between the exploration/exploitation framework and the strong and weak ties. We have to conclude that Pisano’s hypothesis on this subject is not supported by our data, so the ‘market for know-how’-model he proposes is not applicable to our results.

We also found that for Biotech companies the distribution of strong and weak ties and their interaction does have an effect on the innovation performance of these companies. We furthermore found some interesting differences regarding inter-firm agreement characteristics between biotech en pharmaceutical firms and also between large and small firms. 

2
Innovations 

2.1 Innovations in general

As our research is after innovation performance, we will define innovations first. As there are a lot of definitions of innovations, we define an innovation as the introduction of a new idea into the marketplace in the form of a new product or service or an improvement in an organization or a process. There is a difference between a radical innovation and an incremental innovation. Here we partly follow Chandy & Tellis (1998). They say that there are two factors that determines an innovation namely, newness of the technology and the customer need fulfilment. The newness of the technology determines whether the technology is completely new in contrast with older technologies. The customer need fulfilment determines whether the new technology fulfils the need of a costumer better than the old technologies do. These two factors can be low or high. This results in the following table:







Costumer need fulfilment

	
	Low 
	High

	Low
	Incremental Innovation
	Market Breakthrough

	High
	Technological Breakthrough
	Radical Innovation


Newness of

Technology
Table 1.  Newness of Technology versus Customer need fulfilment

Incremental innovations are innovations that do not have a great impact. They are small changes in technology and do not fulfil customer needs at a very high level. An example of an incremental innovation in the pharmaceutical industry could be a better efficacy of a medicine. Since people react different on drugs this is important. But this could be of low newness of technology and not really fulfilling customer needs, since there already is a drug. A market breakthrough is based on an existing technology, so there is no newness. But as the customer need fulfilment is much higher than the existing technology it is a market breakthrough and differs from the incremental innovation. An example is the form of a certain drug, that due to the new form can be adopted easier. This is the same drug only in a new form. A technological breakthrough is a new technology which differs from all old technologies. But for the costumer, there is not a high need fulfilment. In the pharmaceutical industry this could be a new machine which can provide data of a human body even quicker. 

This has to be done by a new technology, but a customer will not have a higher need fulfilment, for example because the customer does not know the new technique and is familiar with an old technique. A radical innovation has a high newness of technology and high customer need fulfilment. This could be a cure for a new disease or a medicine for cancer. This would be a radical innovation, because it involves a new technology and there is a very high costumer need fulfilment. Concluding to this, we can say that a radical innovation is of more value than an incremental innovation. 

In the pharmaceutical industry, innovations are their most important characteristic for the ongoing industry. But still in the pharmaceutical industry, only one in five promising drug ideas make it to launch. 

Although, we will not follow the theory about the breakthroughs. We think that by making a difference in radical and incremental innovations we can cover a better overview. This has also to do with the theory of the S-curve. This theory suggests that technologies evolve with S-shaped curves. The path of technologies consists of a series of S-shaped curves. Every curve is a new technology. When a new technology is a breakthrough but has a lower customer need fulfilment it is a technological breakthrough and starts below the S-curve of the old technology. At some point a market breakthrough will cause an up going lift of the curve, a sort of bump on top of the S-curve. But there will be a point when the S-curve of the new technology will be at a higher customer need fulfilment point than the S-curve of the old technology. At this stage the new technology will be considered as a radical breakthrough. This will continue to happen according to this theory. Although there is already some evidence that this isn’t the case in every market.  Sood & Tellis 2005 found that there are multiple examples of product categories that do not evolve in a series of S-shaped curves. 

We came to the conclusion that we could better divide the innovations in two categories namely radical and incremental innovations. 

2.2 Different phases of the innovation process

It is a long way to develop a new drug and also a very expensive process. The new medicine has to be tested several times before it reaches the market. It also has to go through the regulation. An example of this is that a new drug has to be approved by the Food and Drug Administration. The Food and Drug Administration is located in the United States of America and is the biggest and most recognized issuer of drug patents around the world. 
When a new drug reaches this stage it has a long way passed. RECAP uses also the stages that the Food and Drug Administration uses, to see at which stage the signing of the contract was. 

The different stages will now be briefly discussed.

Discovery

At this stage everything is very vague and uncertain. There is a discovery of a molecule that can be made to a new drug or a new combination is discovered that might be a cure for a disease. 

Lead Molecule

Lead Molecule stage is when a small molecule, peptide or antibody has been identified.  It could be a single molecule or a patent family of molecules.

Preclinical

At this stage the drug is tested in the laboratory and on animals. This is done to see the effect of a compound upon the targeted disease. After this has been done, the drug is tested for safety. It takes three years to test a new drug in this period. 

After this period a company has to file this new drug at the FDA. This is called an Investigational New Drug Application (IND). This has to be done to be able to test the drug on human beings. In the application all the preferred tests have to be announced, it has to contain the chemical structure of the compound, the way it will be produced and also the test results have to be included in the application. If there might be any side effects, then they have to be mentioned as well. 

Phase I

At this phase it is about the safety of the new drug. The drug is tested on healthy people. The number of persons tested differs from 20 to 80 people. These test are about the safety, effectiveness and efficiency of the drugs. The results of the test show how much of a drug is absorbed, distributed, metabolized, excreted and how long the drug is functioning in the body of a test person. This phase has a period of a year and about one third of new drugs fail at this phase.

Phase II

A drug is most of the times not 100 percent effective for all patients. At this stage, this is tested among patients with a specific disease or condition. The dosage of a drug has to be tested to be effective for a patient. The test also include possible side effects and/or risks. 

As this test is more important, a larger group of people is tested, which is around 100 to 300 people and takes around two years of testing.

Phase III

This phase has a longer testing period, namely three years, and a much larger group of people, namely thousands of people. This group consists of people from the target group and people that are involved in drug testing. Because of the larger group, physicians can get more information about dosing and side effects. These results are always documented to be used in the drug labelling process.

Approved

At this stage the drug is approved. It is not NDA filed yet. This is the next stage.

BLA/NDA Filed

When a drug is NDA filed, physicians are allowed to prescribe the new medicine to patients.

Formulation

Formulation phase is only for drug delivery deals.  So if an agreement involves formulating a drug or therapeutic treatment for improved delivery, then it would fall in the category of Formulation.

2.3 Firm size and Innovations

As firms grow larger, it becomes more difficult to control the organisation. This can result in inertia. The theory of inertia says that a firm due to the fact that they grow larger in numbers of employees, loses the control and sometimes react slow on radical innovations. A radical new idea has to move through a lot of layers of the organisation to be approved. This has two sides. First of all, the company’s experience is much better than the experience of a small company. This results in a better screening of ideas and there might be a better decision about going on with the radical idea or not. 

An other argument is that a large company has a better financial and technical structure to support radical ideas. When there is no money or machines available for an idea the idea will be lost anyway. On the other side, if a radical idea has to go through many layers, it will take a lot of time until the idea has the approval. 

So there is no incentive to work on radical new ideas, because it will take a lot of time and the waiting for the approval is not worth it and innovators do not see the benefits of their efforts. This leads to a non risk-taking atmosphere which does not generate new radical ideas. 

These two sides are very contrary. It does not give a conclusion.

2.4 Exploration and Exploitation

In our research we use the terms exploration and exploitation to define a part of the alliance tie. A tie can be defined whether it is an equity or non-equity tie and whether it is an exploration or exploitation tie. March (1991) wrote about these terms as he build a framework for it. 

The difference between exploration and exploitation is that with exploration it is mostly about the first stage of a research process. This means that it is more about new ideas. Exploitation in contrary is more about the how to better these ideas and to exploit them. March (1991) describes exploration as ‘experimentation with new alternatives having returns that are uncertain, distant and often negative’ and exploitation as ‘the refinement and extension of existing competencies, technologies and paradigms, exhibiting returns that are positive, proximate and predictable’. Exploration includes according to the article things such as experimentation, discovery, innovation, risk taking, search, play and flexibility. Exploitation includes terms such as choice, production, implementation, efficiency, selection and refinement. March states that exploration and exploitation goes hand in hand. If a company would only engage in exploration they would have plenty of new ideas, but won’t be gaining benefits from them, because these ideas aren’t used for exploitation. On the contrary, if a company engages only in exploitation, then they will be in a stable suboptimal equilibrium. They will gain benefits from their exploitation of ideas, but as they don’t come up with new ideas and exploration they will never get more benefits. To conclude a company would gain probably the highest profit if they would engage in both exploration and exploitation. March finds that there is a problem here because of the fact that a company has to make a choice which projects they will give their resources to, due to the fact that they won’t generate the same benefits. 

For a company itself it is also difficult to make a choice between exploration and exploitation focussed projects because of their variability, timing and distribution. 

Finding the balance between exploration and exploitation is very hard to find. The time and resources a company puts in exploration of new alternatives can not be used for an exploitation project where skills would be improved. 

On the other hand, why would a company put time and effort in a new project if their existing projects are still generating enough benefits? (Levitt and March 1988)

Mostly exploration will be a long term process and exploitation is focussed on the short term.

This is another fact which influence the balance between exploration and exploitation. 

Taking this all in consideration, exploration and exploitation are both very important factors in a network of a company. The ties a company has, should be well defined and there has to be a constant control over the balance. 

3
Alliances

3.1 Definition and typology of alliances

First of all, before we talk about forms of collaboration, we have to find a definition for alliances. Since this is the form of collaboration on which we focus primarily, it is important to have a clear view of what an alliance is.

As for a lot of terms, there is a multitude of definitions for an alliance. Over the years many authors changed existing definitions or improved them slightly. 

A detailed definition of a strategic alliance is given by Yoshino & Rangan (1995). These authors say a strategic alliance has to meet three criteria:

· The two companies that cooperate to strive for goal(s) about which they agree, remain independent after forming the alliance.

· The participating companies both receive advantages from the alliance and they control together the execution of the tasks the have agreed before. 

· The participating companies continually invest in strategic areas like technology, production, etc.

This definition excludes a lot of collaborative forms from being a strategic alliance. For example, licensing agreements and franchising aren’t strategic alliances following this definition. Also mergers and acquisitions are excluded from being alliances. Even companies that are established between a multinational and a local company, to penetrate new geographic markets aren’t defined as strategic alliances. This because these two companies don’t strive both to reach certain goals, and the control stays mostly in hands of the multinational. 

Note that this definition mentions ‘strategic alliance’ and not ‘alliance’ (Seppälä, 2004). An alliance is a broader term which does not  include that the collaboration needs to be of:

(1) Significant (and not easy replaceable) magnitude that it is of great importance for the company, and/or (2) has to be clearly linked to the strategic intent of the company. 

Now that the definition of alliances is clear, we can elaborate on the different types of alliances. 

A useful categorization is provided by Yoshino & Rangan (1995). 

These authors split inter-firm linkages in two groups by making a difference between collaborations with equity exchange and collaborations without equity exchange, which are defined as contractual agreements. 
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Fig. 3 Range of Interfirm Links (adapted from Yoshino & Rangan, 1995)

Equity arrangements involve the sharing or exchange of equity (Gulati, 1995), while contractual (non-equity) arrangements don’t involve any form of equity. 

In this way a clear distinction is provided between inter-organizational linkages 

3.2 Advantages and disadvantages of equity and non-equity

Equity arrangements and non-equity arrangements both have their advantages and disadvantages.

3.2.1(Dis)advantages Equity

Equity arrangements are used when the transaction costs for an exchange are too high for using a non-equity arrangement (Pisano et al.  1988). 

Equity arrangements lower transaction costs because when two companies both have an equity stake in the arrangement, both would also suffer a loss when one of the two behaves opportunistically (Williamson, 1975). 

Also when new technologies are developed or shared between two parties, (while the property rights are difficult to register) equity arrangements are preferable, since both parties will benefit from the increasing value of their equity stakes. 

Furthermore, the administrative hierarchy which is present in equity arrangements provides the control of the daily functioning of the collaboration. 

Disadvantages of equity arrangements are the long time it takes to negotiate and organize, and the possibility of very high exit costs (Gulati, 1995), which results in a loss of flexibility. 

3.2.2 (Dis)advantages non-equity
On the other hand, non-equity arrangements can be negotiated in a short term, and investments are relatively small. This results in a flexible situation, where a company can easily end an agreement and start new ones. 

However, non-equity arrangements have the risk of opportunistic behaviour and in the case of technology development, problems can exist about how to allocate the property rights between the companies. 

Also the exchange of tacit knowledge will be difficult (Baradacco, 1990)
So when an equity structure is used, you have a tight relation with the other company, with low risk of opportunistic behaviour, high control and protection of property rights. However, this relationship is not flexible. On the contrary, a non-equity structure is very flexible, which is very helpful when a company seeks options in an uncertain environment. But this structure is less useful when it is necessary that both parties have to trust each other. 

4
Motivations for inter-firm agreements

There are a lot of theories available that possibly explain why organizations choose to form alliances. These theories are amongst others transaction cost economics, game theory, the strategic behaviour model, the strategic decision-making model and power dependence theory (Das & Teng, 2000). 

However, these ‘strategy oriented’ theories fail to recognize the importance of partner firm resources (Das & Teng, 2000). This explanatory gap is theorized by the resource-based view, a theory that is able to explain the importance of firm specific resources

In this section we provide an overview of the two most important theories in explaining collaboration between firms. When comparing the ‘non-resource’ theories, the transaction cost theory is by far the most important theory regarding this issue. Therefore we will firstly discuss the transaction cost economics of alliances. Secondly, the resource based view will be explained, since this is a great complement to the transaction cost theory.

These two theories are in a high extent able to explain why a firm chooses to produce a good itself, to purchase it, or to produce it together with (an) other firm(s) (Das & Teng, 2000).

4.1 Transaction cost economics

This theory has become important, because it gives an explanation why organizations sometimes prefer to make a good or buy it. (Baron & Besanko, 1997) 
The central thought of this theory is that a firm should minimize the sum of transaction costs and production costs when making a decision to receive ownership over a certain good. (Coase, 1937; Williamson, 1975). 

Transaction costs are made when activities which are necessary for an exchange occur. Production costs arise when a firm has to coordinate activities in-house. These costs are for example learning, organizing and managing production. 
Now, when transaction costs of an exchange are high, an internal strategy (produce it yourself) is more efficient, since the transaction costs are lower when you produce a good yourself compared to when you decide to buy it. 

However, when transaction costs are low and production costs are high, a market exchange will be preferable.

Between these two ends of the continuum (make vs. buy), the option ‘ally’ is present. Strategic alliances combine characteristics of both internalisation and market exchange. On the one hand an alliance accounts for production costs, since a firm that is part of an alliance also produces the good for a part. On the other hand an alliance produces transaction costs, since contracts between firms will still be needed. 

When transaction costs are intermediate and not high enough to justify vertical integration alliances will be preferred above total internalisation and total externalisation (Gulati 1995).  Figure 4 of Hagedoorn & Narula (1999) shows the different inter-firm agreements ranging from total internalisation to total externalisation. 
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Fig. 4 Different inter-firm agreement ranging from total internalisation to total externalisation

4.2 Shortcomings

Although these arguments are plausible and transaction cost theory has answered the question why firms ally to a great extent, the transaction cost theory has also many shortcomings. Especially the focus on cost minimization and individual transactions has often been criticized. 

Hagedoorn (1993) found that cost minimizing goals of collaborations were not an important factor when organizations had to decide to collaborate in technological oriented collaborations. He concluded that in the case of technological innovation, the main goal of alliances was to create value. For example by reducing time to innovate or improve access to markets. 

The transaction cost view fails to recognize these value creating inducements for collaboration (Das & Teng, 2000; Tsang, 2000), which means this theory isn’t able to explain the reasons to collaborate on its own. 

The usefulness of transaction cost theory is further weakened by the fact that it sees every transaction in isolation (Gulati et al., 2000). This assumption is not correct, since many collaborations last for a long time and consist of many transactions during this period (Hagedoorn 1993). As a result, this assumption can lead to wrong decision making. Under transaction cost theory, it makes perfect sense when a company chooses to perform a lot of separate agreements,  while in reality a long lasting relationship would be advisable. 

Furthermore, the isolation-assumption neglects the embeddedness of ties (Gulati, 2000). For example with respect to repeated ties: companies that have worked together successfully in the past are more likely to collaborate again in the future (Ahuja, 2000).

So besides failing to recognize value creating inducements for collaboration, the transaction cost theory also fails to account for the embeddedness of companies.  
4.3 Resource-based view

Unlike the transaction cost view, the recourse-based view is able to explain why firms focus on creating value and not so much on cost minimization. The resource-based view (hereafter RBV) looks at inter-organizational collaboration from a value maximizing perspective (Tsang, 2000). 

Barney (1991), one of the most important RBV-authors described that valuable resources are scarce, imperfectly imitable and lacking in direct substitutes. These resources lead to a competitive advantage. This implies firms are not able to gain automatically access to every valuable resource they want to. But when companies share resources via a collaborative agreement, this can also lead to competitive advantage (Dyer & Singh, 1998). 

So when a company wants to gain access to a certain resource or when it wants to further develop a resource, it has two options: develop it internally or exchange via the market.

When a resource can be exchanged relatively easy from one organization to the other, this exchange will take place via the market. (Eisenhardt & Schoonhoven, 1996). But when exchanging resources or building them internal becomes more difficult, e.g. because of imperfect mobility, other solutions have to be found. These solutions are: mergers, acquisitions and strategic alliances. 

The RBV thus sees the access to other firm’s resources (in order to create new competitive advantages) as the main inducement to collaborate. The goal is to “aggregate, share, or exchange valuable resources with other firms when these resources cannot be efficiently obtained through market exchanges or M&A” (Das & Teng, 2000).

4.4 TCE and RBV applied to the life science industry

So why do biotech’s and pharmaceutical companies collaborate? 

From a TCE point of view, it appears that the sum of the transaction costs and the production costs are intermediate, which means that this sum is not high enough to choose vertical integration. 

The RBV thought is that companies choose to ally because they lack the resources that the other party possesses. This is seen in real-world examples, where large pharmaceutical firms and small biotechnology companies ally. Pharmaceutical companies lack the specific knowledge of a certain research project, while biotechnology companies don’t have the capital to extent the research and lack know how and resources in the area of production, distribution, marketing etc. 

5
The development in usage of inter-firm cooperation types

Chapter 3 explained that types of inter-firm cooperation can be categorized by the presence of equity in the agreement. So we have equity agreements and contractual agreements. 

In this section the distribution patterns of these agreements are discussed. Firstly, the general patterns for the life-science industry are explained. Hereafter we will discuss the development of preference for cooperation types. This section ends with a critique on the present preferences, provided by Gary P. Pisano (2006). 

5.1 Agreement patterns

Harrigan (1985) investigated the preference for cooperation types. She found that in industries where rapid technological development was taking place, companies chose informal (non-equity) cooperation forms. When industries grow to maturity, formal (equity) types of cooperation are preferred. Furthermore Harrigan (1988) found that non-equity forms are more suited for sectors which operate in an uncertain environment, while equity forms are better for stable environments. The idea behind this thought is that non-equity forms are flexible, which provides the opportunity to quickly adjust or quit alliances and build new ones (as explained in the previous section), which is very useful in uncertain environments. On the contrary, in stable environments there is no strong need of flexibility, so here equity agreements are more often present.  

Koza & Lewin (1998) add to this point of view by stating that for exploration strategies (unstable environments), non-equity agreements have to be used, while for exploitation strategies (stable environments) equity agreements have to be used.

In general, technological stability explains for a large part the pattern of equity and non-equity agreements (Osborn & Baughn, 1990). So for the life-science industry this would mean that there are relatively more non-equity agreements than equity agreements.

For example, Hagedoorn & Narula (1996) found that in the period of 1983 – 1993, in the biotechnology sector only 17.69 % of technology partnerships consisted of joint ventures (equity agreements). For sectors that are less technology oriented this percentage was a lot higher, see e.g. food and beverages: 63.16%.  

[image: image4.wmf]
Fig. 5 Sectoral Distribution of International Equity and Contractual Technology Partnerships

5.2 Development of preference

An interesting question is what the dynamics are of the composition of agreement types: how has the use of these types of cooperation developed?

Several studies have investigated this development, which concluded that the use of contractual agreements relative to equity agreements has risen in the past decades. 

For example, Duysters et al. (1999) found that equity agreements (as a percentage of all agreements) has decreased from 90% in 1970 to about 15% in 1996 (see figure 6), which implies that the percentage of non-equity agreements has risen from about 10% to 85%.
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Fig. 6 Development of the share of Equity Agreements

This results give a clear indication of the development of the distribution of cooperation types. To specify this research to the life-science industry, the study of Roijakkers & Hagedoorn (2006) is used as an indication. They studied the inter-firm R&D partnering in pharmaceutical biotechnology since 1975. 

One of their conclusions is that the percentage of contractual agreements in the case of pharmaceutical biotechnology R&D partnerships has risen from about 80% in the late 1970s to over 90% in the late 1990s, as shown in figure 7. Since this study’s focus is on R&D partnerships, we can’t conclude that this trend holds for all collaborations. However, it gives a clear indication about the developing pattern of contractual agreements versus equity agreements. 
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Fig. 7 The share (%) of all contractual modes and joint R&D agreements in all newly established pharmaceutical biotechnology R&D partnerships, three year moving averages (adapted from MERIT-CATI)

6
Towards a new proposition

We can conclude from the previous section that companies in the life-science industry prefer contractual agreements. As explained before, they have this preference primarily because it provides flexibility in the uncertain and changing environment within the life-science sector. Furthermore, the trend seems to be that this preference is continuing to increase. 

The author of ‘Science Business’ (2006), Gary P. Pisano doesn’t agree with the logic behind this trend. In his book he advocates that companies in the life-science industry should invest in stronger, longer-term agreements, in contrast to the loose contractual agreements preferred today. 

To be more specifically, he proposes different organizational models for different kinds of goals. Organizational models are found in a continuum between vertical integration and out-licensing. Between these two ends of the continuum, forms like alliances and long-term collaborative relationships can be found, which is explained in chapter 4.

The reason for these different organizational models lies in the question whether a certain goal can be exchanged via the market for know-how. This depends on four factors:

· The degree of information asymmetry

· The need for investments in specialized assets

· The tacitness of the know-how

· The degree to which the relevant intellectual property can be protected legally

After an analysis of these four factors, it has to become clear which collaboration form suits best to the characteristics of the situation. 

In general, licensing models will be pursued by firms that focus on sales and marketing of less innovative drugs. Vertical integration models will be pursued by firms focusing on the most innovative, scientifically novel drug types (page 178). 

Because most companies have various technologies in the pipeline, Pisano (2006) states that: “companies have to create a mix of arrangements that fit best to their technologies. The most innovative drugs have to be developed through vertical integration, while the least innovative drugs can be developed through market exchange, e.g. licensing. Drugs of moderate novelty and complexity should be developed through longer-term alliances”.

Besides a focus on contractual arrangements, companies nowadays also focus on the number of alliances. Pisano (2006) states that this focus is wrong, the number of alliances does not per se lead to higher performance. For more scientifically or technological novel projects, it is more effective to have fewer, deeper collaborations than many, shallow links (page 180). Since the life-science industry is primarily focussed on these kinds of projects, this kind of collaborating would be preferable within this industry. 
7
Hypotheses

Hypothesis 1

We will start with testing a basic hypothesis to see whether there is a relation between the number of ties and innovation performance. We expect that there is a positive relation, since the more projects a company is working on, the more money apparently is available for innovation. This results in the fact that companies with bigger networks and if they use that optimally, will generate more innovations.  

Furthermore, when this hypothesis would not be true there would be no argument to make inter-firm agreements for innovation purposes. 

Hypothesis 1A:

“The higher the number of ties, the higher the number of innovations.”

However this hypothesis does not explain the innovativeness per tie. We therefore propose the same hypothesis, but here with respect to innovativeness per tie. This relationship could go both ways. In the literature there is surprisingly no clear discussion of the effects of network size (of inter-firm agreements) on innovation performance. Since much of the arguments are related to the discussion of the effects of firm size on innovation performance (these arguments are described at hypothesis 6), we refer to that section for advantages and disadvantages of size. We expect the relation to be negative: the larger the network, the lower the innovativeness per tie. This primarily stems from the idea that as a network grows, it becomes harder to maintain all these ties and exploit them fully. Furthermore Pisano (2006) states that larger networks do not automatically generate more innovations. 

Hypothesis 1B:

“The higher the number of ties, the lower the innovation performance per tie.”

Hypotheses 2 & 3

In the previous chapter, Pisano’s opinion about collaboration forms was discussed. He concluded that the preference for a collaboration form depends on the question whether the market for know-how can be used to innovate. 

When a company invests in a less innovative drug, the market for know how can be used, since the factors for the market for know-how fit to the characteristics of less innovative drugs. This means that for incremental innovations, weak ties like licensing are useful.

As our first hypothesis was very general, we propose three sub-hypotheses which are more specific about the characteristics of the tie (strong versus weak) and of the innovation (radical versus incremental).

Therefore, we propose the following two hypotheses: in the first hypothesis the absolute number of weak ties is tested, while in the second the relative number of weak ties is tested. The testing in absolute numbers is done to make a first impression whether these two variables have a significant influence on each other. We also test the relative number, because it is important to normalize the ties for firm size. This is how we can see if a tie has a relatively high innovation performance. This distinction will also be made for radical innovations and total innovations. 

Hypothesis 2A:

 “When having many weak ties, the chance of having incremental innovations increases.”

Hypothesis 3A:

 “When, relative to weak ties, the number of strong ties decreases, the chance of having incremental innovations increases.”

According to Pisano (2006), the preference for a collaboration form is different when the market for know-how is not useful. When the four factors for this market are applied to technologically/scientifically innovative drugs, the conclusion is that it is not efficient to use the market for know-how. Problems will arise with information asymmetry, specialized assets, tacit knowledge and intellectual property (page 177). In other words, the transaction costs are too high.

Therefore, stronger ties are more efficient when innovations are more radical. This leads to the following two hypotheses, again in absolute and relative terms:

Hypothesis 2B:

 “When having many strong ties, the chance of having radical innovations increases.”

Hypothesis 3B:

 “When, relative to weak ties, the number of strong ties increases, the chance of having radical innovations increases.”

To conclude these group of hypotheses, the effect of strong and weak ties on the sum of incremental and radical innovations will be tested:

Hypothesis 2C: 

“When having many strong ties, the chance of having both types of innovation increases.”

Hypothesis 3C:

“When, relative to weak ties, the number of strong ties increases, the chance of having both types of innovations increases”.

Hypothesis 4

In this hypothesis the relation between the tie characteristics ‘exploration – exploitation’ and ‘tie strength’ is investigated. 

There are two different possible relations:

· Exploration with strong  (and exploitation with weak)

· Exploration with weak (and exploitation with strong)

For both relations are advocates, which can be compared in our analysis. The established opinion regarding this relationship was formulated by Koza & Lewin (1998). They found that exploration agreements are associated with weak ties, while exploitation alliances are associated with strong ties. The explanation is to be found in the flexibility vs. commitment trade-off. In chapter 3.2 the (dis)advantages of equity and no-equity were discussed. 

It turned out to be that in case of equity, the commitment is high due to a tight relation with the partner company. On the other hand, a strong relation results in a loss of flexibility. For no-equity, the advantage is that there is a high flexibility, but low commitment. 

For exploration, the importance of flexibility is higher than that of commitment, because in exploration activities, due to a highly uncertain environment, a company must have the ability to change its strategy quickly.  

For exploitation however, commitment is preferred above flexibility. Because of the higher frequency of cooperation, commitment to each other is of great importance. Since the uncertainty with exploitation activities is very low, flexibility is not as relevant as for exploration.  

Pisano (2006) has another opinion regarding this topic. He concludes that it should be better if exploration activities are related to strong ties, and exploitation activities to weak ties. The rationale behind this idea lies in the ‘market for know-how’ model. When an activity is highly complex and uncertain (dependent on four factors), it is not preferable to use the marketplace to get access to this know-how. On the other hand, when an activity is less complex, it becomes more attractive to use the marketplace. 

Pisano (2006) thus concludes that for exploration activities the market place is not preferable, so the use of strong ties is better. On the other hand exploitation activities should be conducted via weak ties. 

Hypothesis 4A:

“The distribution of strong and weak ties for exploitation differs from the distribution of strong and weak ties for exploration.”

Since this sub-hypothesis tells us nothing about the successfulness of the distribution of strong and weak ties, we also want to test whether there are differences between these distribution patterns for successful and unsuccessful companies.

This leads to the following two sub-hypotheses:

Hypothesis 4B:

“When a tie’s focus is on exploration, the use of strong ties leads to a higher probability of success.”

Hypothesis 4C:

“When a tie’s focus is on exploitation, the use of weak ties leads to a higher probability of success.”

Hypothesis 5

In this group of hypotheses, the possible differences will be tested between biotechnology companies and pharmaceutical companies, with respect to innovations and ties.

Pisano (2006) discusses the presumed differences between biotechnology companies and pharmaceutical companies in chapter 6 of his book Science Business. 

One of the hypotheses he researched was the difference in performance between the two. Pisano (2006) therefore used the financial performance, but also the R&D performance (page 119).  For R&D performance he used the cumulative R&D spending per new radical (NME) innovation. 

We extent this research by creating another performance measure (approved drugs by FDA) Furthermore, we analyse differences not only for radical drugs, but also for incremental innovations and total innovations. 

Pisano (2006) states that it is often argued that biotechnology companies are more involved in complex and risky projects than pharmaceutical companies (page 124). Therefore, our hypothesis is:

Hypothesis 5A:

“Biotechnology companies have relatively more radical innovations than pharmaceutical companies.”

On the other hand, the pharmaceutical companies are expected to have relatively more incremental innovations. The hypothesis is:

Hypothesis 5B:

“Pharmaceutical companies have relatively more incremental innovations than biotechnology companies.”

Another often discussed possible difference is that pharmaceutical companies should focus on sales and marketing, while the biotechnology firms should discover new products. 

In terms of the exploration-exploitation framework, this means that pharmaceutical companies should focus on exploitation and biotechnology companies should focus on exploration. An example of this view is described in the article of Rothaermel and Deeds (2004). These authors stated that Biotech companies focus more on the Research side of innovation and Pharmaceutical companies focus more on the Development side of innovations. The explanation for this is that Pharmaceutical companies already have routines and competencies regarding the management of an innovation through the regulatory process and marketing operations. This is clearly linked to the Resource Based View, that suggests that firms that lack certain resources form inter-firm agreements to get access to these resources.

Pharmaceutical companies also have more resources to finance these operations, because they do not have many innovative projects of their own to exploit these own innovations. So they have resources to manage innovations of other smaller companies. (Rothaermel and Deeds 2004)

A way to test this is to analyse whether there are differences in the use of explorative and exploitative ties between these two kinds of sectors.

Hypothesis 5C:

“Biotechnology companies have relatively more explorative ties than pharmaceutical companies.”

Hypothesis 5D:

“Pharmaceutical companies have relatively more exploitative ties than biotechnology companies.”

The last set of hypothesized differences are differences in tie strength. As explained before, according to Pisano (2006), stronger ties are related to more radical forms of innovation. 

Since our previous hypotheses suggest that biotechnology companies have relatively more radical innovations, we should expect that biotechnology companies also have relatively more strong ties than pharmaceutical companies:

Hypothesis 5E:

“Biotechnology companies have relatively more strong ties than pharmaceutical companies.”

On the other hand, pharmaceutical companies should have relatively more weak ties:

Hypothesis 5F:

“Pharmaceutical companies have relatively more weak ties than biotechnology companies.”

Hypothesis 6: 

In this group of hypotheses differences between large and small companies with respect to innovations and ties will be tested.
In the literature there has been (and still is) a lot of arguing about the impact of firm size on network performance and its characteristics. Especially the relationship to innovation performance has often been studied (Goerzen, 2007), since firm size is often used as a control variable for innovation performance. 

We also found in the literature several arguments, that do not support each other. Henderson and Cockburn (1996) find arguments for a positive effect between firm size and innovation output. They conclude that scale effects, scope effects and knowledge spillovers have significant influence on innovation output. 

Counterarguments are for example given by Scherer and Ross (1990). Reasons for a negative effect of firm size are loss of marginal control  and bureaucratic control, which is perceived as a burden to employees. Also Graves and Langowitz (1993) conclude that firms in the pharmaceutical industry experience decreasing returns to scale. Reasons for this are that smaller firms are more cost conscious and do not suffer from complex communication and coordination.  These disadvantages discourage creativity and therefore lead to a lower innovative performance of large companies, that do suffer from this.

Since we found no studies that hypothesized the difference between radical innovations and incremental innovations, the following two hypotheses might contribute to the literature:

Hypothesis 6A:

“Small companies have relatively more radical innovations than large companies.”


Hypothesis 6B:

“Large companies have relatively more incremental innovations than small companies”

Besides innovation performance, other articles hypothesize a relation between firm size and explorative/exploitative ties. In the literature there is no evident agreement about this relation (Lavie & Rosenkopf, 2006). For example Rothaemel & Deeds (2004) argue that there is a positive relationship between firms size and exploitative activities, while Beckman et al. (2004) found that firm size has also a positive influence on the use of explorative activities. 

In order to get the picture more clear, we will test this relation with our data. 

Since the general thought is that small companies in the life-science industry focus on exploration (find new innovations) and large companies focus on exploitation (e.g. marketing and distribution), we propose the following two hypotheses:

Hypothesis 6C:

“Small companies have relatively more explorative ties than large companies.”

Hypothesis 6D:

“Large companies have relatively more exploitative ties than small companies.”

Since we expect small companies to be more involved with exploration, and exploration should be related to strong ties (Pisano, 2006), we expect small companies to have more strong ties than large companies. 

Hypothesis 6E:
“Small companies have relatively more strong ties than large companies.”

Hypothesis 6F:

“Large companies have relatively more weak ties than small companies.”

The links between all these hypotheses are described in figure 8.
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Fig. 8 Links between all hypotheses

8
Methodology

8.1 Introduction

In this chapter the methodology of our research will be explained step by step. First of all the data collection procedure is explained, hereafter details of the research sample are given. Then the operationalization of the variables is discussed. We conclude with a detailed explanation of the methodology used for each hypothesis.  

8.2 Data Collection
Before we started our investigation, dr. van Dyck provided us the RECAP database (www.recap.com), which contains a lot of data about alliances of pharmaceutical and biotech companies. In the RECAP Database partnering activities of companies in the life science industry are listed, from 1973 onwards . This database is needed to collect all information about the tie characteristics. RECAP defines different forms of cooperation and describes what the result is of that tie. 
We use the FDA database of approved drugs
 to find out how much innovations every company had registered at the FDA. This limits our data to the U.S. market, but it provides us with a lot of information regarding our dependent variable ‘innovation’. The FDA is the principal drug patent distributor in the life science industry in the U.S.A.. 

8.3 Research Sample

8.3.1 Key facts of the database

The database for five of the six hypotheses consists of 22 variables: 

	Name
	Description

	companiesALL
	company name

	BioPharma
	whether the company is a biotech or pharmaceutical

	Size
	size of the company

	TotalTies
	the total number of ties

	EquityTies
	the number of equity ties

	NoEquityTies
	the number of no equity ties

	PercEquity
	percentage equity ties based on total ties

	PercNoEquity
	percentage no equity ties based on total ties

	Interaction
	PercEquity * PercNoEquity

	Exploration
	number of exploration ties

	Exploitation
	number of exploitation ties

	PercExplorTotal
	percentage exploration ties based on total ties

	PercExploiTotal
	percentage exploitation ties based on total ties

	Interaction2
	PercExplorTotal * PercExploiTotal

	TotalInnovations
	total number of innovations

	Radical
	total number of radical innovations

	Incremental
	total number of incremental innovations

	PercRadTotal
	percentage radical innovations based on total innovations

	PercIncrTotal
	percentage incremental innovations based on total innovations

	InnoPerTie
	total innovations per tie

	RadInnoPerTie
	radical innovations per tie

	IncrInnoPerTie
	incremental innovations per tie


Table 2. Variables in the database

In the remainder of this chapter the names from the database will be used when variables are given. This table can be used to look up names which aren’t understood directly.

For the hypothesis about the relation equity – exploration/exploitation (hypothesis 4), a separate database was formulated, in which all ties are given with respect to the characteristics of equity/no-equity and exploration/exploitation. It consists of more than 4000 ties. 

For this hypothesis another variable was created: success. The data belonging to this hypothesis will be explained separately later in the specific section for this hypothesis. 

8.3.2 Companies

The database started with about 500 companies. After deleting companies which were not suited for the analysis, the database consisted of 114 companies. However, after we performed analyses, we found out that the model had low R2’s. After an analysis of our database, it became clear that there were five outliers present, for various reasons. 

In order to get better analyses, these five were excluded from the database, which meant a final database of 109 companies. These companies are provided in appendix 1 . 

8.4 Operationalization of variables

The first step that has to be taken is to find measures for innovation performance and tie characteristics for companies in the life-science industry.

As is explained in the section ‘data collection’ we use the RECAP database and the FDA approved drugs database for this.

For innovation performance we use the drug approval database of the FDA.

In the database, the FDA gives a definition about the sort of innovation, whether it is a radical or an incremental innovation. They measure this by the following table:

	1
	New molecular entity (NME)

	2
	New active ingredient

	3
	New dosage form

	4
	New combination

	5
	New manufacturer

	6
	New indication

	7
	Drug already marketed, but without an approved NDA


Table 3. Definitions about the  sort of innovation

When the drug is type 1 (or a combination of type 1 with another type), it is a radical innovation, as this type of innovation has a high newness of technology (Chandy & Tellis, 1998). All other types are incremental innovations. 

These approvals are used as a measure for performance, rather than financial performance, because it is a better measure. A lot of biotech companies do not even have products on the market, so financial performance would be an incorrect measure of performance. Many authors reject the use of financial performance for their studies as well. The approvals are needed to produce and distribute all kinds of molecules, medicines and other drug related products.  

For inter-firm ties, we consider two different sorts of characteristics, as mentioned before they are exploration/exploitation and equity/no equity. For both we had to find a categorization framework we could use. 

In appendix 2 we created a list where we assign all tie characteristics to equity or no equity. This categorization for equity and no equity is done with the categorization of Yoshino & Rangan (1995) in mind. This division to equity and no equity gives us the possibility to split strong ties from weak ties. Equity exchange within a tie as a measure for tie strength is a well-known procedure in the academic field. For example, Hagedoorn uses this measure for a lot of his studies, as is seen in the figure from his study presented in chapter 4.

For the categorization of exploration and exploitation we make a combination of the framework of March (1991) and the categorization of different stages at signing given by RECAP. The latter is shown in Appendix 3. We start with using the framework of March and if that is not sufficient we will use the RECAP method. 

The data from the RECAP database hereafter is combined for every company, in such a way that every tie has a measure of tie strength and exploration or exploitation. If a tie misses one of these categories, we will delete this tie, since a tie consists of both characteristics.

8.5 Combining and converting the variables.

The next step is to combine the tie characteristics of the companies with their innovation performance. In other words: combine the FDA database with the RECAP database. 

The absolute number of tie characteristics and innovations is not a perfect measure to compare the ties and performance. In order to add to this, we make new variables.

For tie characteristics we make variables based on percentages:

· PercEquity (percentage equity) and ‘PercNoEquity’ (percentage no equity)

· PercExplorTotal (percentage exploration) and ‘PercExploiTotal’ (percentage exploitation)

For innovation performance we normalize innovations, based on the number of total ties. This is done by dividing the innovations by ‘TotalTies’. It creates three new variables: 

· total innovations per tie (InnoPerTie)

· radical innovations per tie (RadInnoPerTie)

· incremental innovations per tie (IncrInnoPerTie)

8.6 Interaction terms and control variables

In order to account for interaction effects, we also make two interaction terms: 

· ‘PercEquity’ *  ‘PercNoEquity’ 

· ‘PercExplorTotal’ * ‘PercExploiTotal’

Furthermore,  two control variables are created in order to check for other variance explained by other factors. These variables are ‘firm size’ and ‘bio/pharma’.

Firm size is measured as the number of employees. The categorization is as follows: 

	Number of employees
	Size
	Measure

	0 – 1000
	Small
	1

	1000 – 10000
	Medium
	2

	10000 – higher
	Large
	3


Table 4. Categorization of number of employees

‘BioPharma’ shows whether the company is a biotechnology company or a pharmaceutical industry. Firms that were established after 1976 are biotechnology companies. The others are pharmaceuticals. With this definition we follow the Recap database, as well as Pisano (2006). 

8.7 Analyses for hypotheses

The reason for the choice of a certain analysis technique and the explanation of this analysis is given in this section. This will be done for groups of hypotheses, where applicable, and for individual hypotheses. 

Hypothesis 1

For hypothesis 1A we want to test whether the number of ties has influence on the number of innovations. To test this a linear regression will be used with TotalInnovations as dependent variable. The independent variable will be TotalTies. The confidence interval is set on 95%.

For Hypothesis 1B we will use InnoPerTie as the dependent variable, to see whether instead of looking at the total number of ties in absolute terms, it also has a relative significance. We will perform a linear regression again, with again a confidence interval of 95%. We will use in the other analysis always this confidence interval, unless we mention another interval. 

Hypothesis 2

We divide the database into Biotech and Pharmaceutical companies for hypothesis 2. We will analyse both industries for each sub-hypotheses. As these sub-hypotheses are all done by the same analyses the following independent variables are selected: 

	Hypothesis
	Independent variable

	2A
	IncrInnoPerTie

	2B
	RadInnoPerTie

	2C
	InnoPerTie


Table 5. Independent variables for Hypotheses 2A, 2B and 2C

To test hypothesis 2 we use the following variables as dependent variables. For this hypothesis, we are interested in the variables ‘EquityTies’ and ‘NoEquityTies’.

	Dependent variables

	Size

	TotalTies

	EquityTies

	NoEquityTies

	PercEquity

	PercNoEquity

	Interaction

	Exploration

	Exploitation

	PercExplorTotal

	PercExploiTotal

	Interaction2

	TotalInnovations


Table 6. Dependent variables for Hypothesis 2

Hypothesis 3

For Hypothesis 3 we use the same methodology as for hypothesis 2. So the Biotech and Pharmaceutical companies are again analysed separately, and the independent variables stay the same. However, compared to hypotheses 2 we will not be looking at the absolute number of ties, but at the relative number. 

The group of dependent variables that is used for the regression is the same as for hypothesis 2. However, to answer this hypothesis, we have to look at the variables ‘PercEquity’ and ‘PercNoEquity’.

	Dependent variables

	Size

	TotalTies

	EquityTies

	NoEquityTies

	PercEquity

	PercNoEquity

	Interaction

	Exploration

	Exploitation

	PercExplorTotal

	PercExploiTotal

	Interaction2

	TotalInnovations


Table 7. Dependent variables for Hypothesis 3

Hypothesis 4

With these sub-hypotheses we test whether the use of strong or weak ties is a factor behind success regarding exploration or exploitation. 

As a measure for strong and weak ties we will use equity exchange. This results in the creation of a new database. It contains for each tie information about equity exchange and whether the tie is explorative or exploitative.

We will combine the variables Equity and Exploration to a new variable Combined. For this variable there are four options, namely

-
No Equity and Exploitation (value = 0)

-
Equity and Exploitation (value = 1)

-
No Equity and Exploration (value = 2)

-
Equity and Exploration (value = 3)

We will use a Chi-Square test to see whether there exists a significant statistical difference between the use of equity for exploitation versus exploration.

To perform this Chi-Square test, the variable ‘Combined’ is used as test variable. Then we set the range at values 0 to 1 (see above for their meaning). Hereafter the expected values have to be given, which are the values of 2 and 3. These values will be provided by the descriptives.  

As explained in the realization of the hypotheses we also have to test whether when a tie’s focus is on exploitation or exploration, the use of equity or no equity leads to higher success.

A measure for success is innovations per tie. As a company has more than 1 innovation per tie, we consider that company and all their ties as successful. 

Two new databases have to be created, one for successful ties and one for unsuccessful ties. After this is done we can perform a Chi-Square test to see if there are differences between the successful ties and unsuccessful ties regarding the equity exchange when a tie’s focus is on exploration. The expected values that will be used when performing the Chi-Square test on the successful ties are the values retrieved from the descriptives of the unsuccessful ties. 

This will also be done for exploitation. 

Hypothesis 5

In the sub-hypotheses 5A and 5B the differences between Biotech companies and Pharmaceutical companies will be tested. Sub-hypothesis 5A states that Biotech companies have relatively more radical innovations compared to Pharmaceutical companies, due to the fact that Biotech companies are more involved in riskier projects. Sub-hypothesis 5B states the opposite, namely that Pharmaceutical companies have relatively more incremental innovations. 

To test these sub-hypotheses a Independent-Samples T-test has to be performed, because two groups need to be compared. The grouping variable will be BioPharma, while we want to measure the differences. The test variables are InnoPerTie, RadInnoPerTie and IncrInnoPerTie. For sub-hypothesis 5A we need RadInnoPerTie and for sub-hypothesis 5B we need IncrInnoPerTie. We do not need InnoPerTie, but we use that as a control variable. 

Besides testing if there are any differences in innovations, we will also analyse exploration and exploitation ties, to see whether Biotech or Pharmaceutical companies are more focussed on exploration. We can perform a Independent-Samples T-test again for testing sub-hypotheses 5C and 5D, as we still use BioPharma as the grouping variable. Although now the testing variables are PercExplorTotal and PercExploiTotal. 

The last two sub-hypotheses, sub-hypotheses 5E and 5F, are about the differences between Biotech companies and Pharmaceutical companies concerning the use of Equity. 

As we want to look at the differences between two groups, namely Biotech companies and Pharmaceutical companies, we will perform an Independent-Samples T-test again. This time we use PercEquity and PercNoEquity as testing variables. 

Hypothesis 6

In the sub-hypotheses 6A and 6B the relation between firm size and the radicalness of innovations is tested. Hypothesis 6A states that small firms have more radical innovation, while hypothesis 6B states that large companies have more incremental innovations. 

As a result, the dependent variable for hypothesis 6A is ‘RadInnoPerTie’ (radical innovations per tie), while for hypothesis 6B the variable ‘IncrInnoPerTie’ (incremental innovations per tie) is the dependent.

The independent variable for both sub-hypotheses is size. The operationalization of this variable is explained earlier in this section. 

To analyse these sub-hypotheses the One-way ANOVA analysis is used. This choice is made, because the Independent Samples T-test can only compare two groups, while One-way ANOVA is able to compare three or more groups. Since we want to compare three groups, because the variable ‘size’ consists of small, medium and large companies, the One-way ANOVA test is able to answer these sub-hypotheses.  

To perform the ANOVA test, ‘RadInnoPerTie’ is chosen as the dependent and ‘size’ is chosen as the factor variable. 

In the sub-hypotheses 6C and 6D, the relation between firm size and the exploration-exploitation model is tested. We hypothesize that small firms are more involved in exploration (hypothesis 6C), while large firms are more involved in exploitation (hypothesis 6D).

The dependent variable for hypothesis 6C therefore is ‘PercExplorTotal’ (percentage exploration). For hypothesis 6D the dependent is ‘PercExploiTotal’ (percentage exploitation). 

The One-way ANOVA test is used again, since the factor variable (independent) is again ‘Size’

The sub-hypotheses 6E and 6F test the relationship between firm size and the strength of the ties that firms possess. 

We hypothesize that small firms have relatively more strong ties than large companies (hypothesis 6E), which implicates that large companies have relatively more weak ties (6F). 

The dependent for hypothesis 6E is ‘PercEquity’ (percentage equity ties). For hypothesis 6F the dependent is ‘PercNoEquity’ (percentage no equity ties).

Again, the One-way ANOVA test is used to test for differences between size groups, which implicates that ‘Size’ remains the factor variable.  

9
 Results

Hypothesis 1A:

“The higher the number of ties, the higher the number of innovations.”

We started to look at the most basic analysis possible, namely if there is a relation between the Total Innovations and the Total ties. As we can see, the model is significant. Total ties has a positive sign, which implicates that the more ties a company has, the more innovations it produces. We maintain Hypothesis 1A.
Hypothesis 1B:

“The higher the number of ties, the lower  the innovation performance per tie.”

We used Innovations per Tie as well, to test whether normalized innovations based on the number of ties have the same positive relation. The regression however, shows the predicted negative relation. This means that the higher number of ties, the lower the innovations per tie. This implicates that the more ties a company has, the less effective these ties are, regarding innovativeness. We maintain Hypothesis 1B, although the R2 is low. 
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Fig. 9 Innovations per Tie versus Total Ties

Hypothesis 2A:

 “When having many weak ties, the chance of having incremental innovations increases.”

When we look into our SPSS output we see that for the Biotech companies as well as for Pharmaceutical companies, there is no significant relation between the number of weak ties and having more or less incremental innovations. We make this conclusion based on the variable NoEquityTies, which is excluded from the analysis (because it is related to EquityTies) and on the variable EquityTies which is included, but is not significant. We reject hypothesis 2A.

Hypothesis 3A:

 “When, relative to weak ties, the number of strong ties decreases, the chance of having incremental innovations increases.”

For Biotech companies we find a significant relation between the percentage of No Equity and the number of incremental innovations per tie. The Beta of Percentage of No Equity has a negative value, which means that having less No Equity results in more incremental innovations. In other words: the higher the percentage Equity ties, the higher the number of incremental innovations. Due to this result we can reject Hypothesis 3A for Biotech companies. 

For Pharmaceutical companies we do not find a significant relation between the percentage of No Equity and the number of incremental innovations per tie. Because of this we have to conclude that we have to reject Hypothesis 3A for Pharmaceutical companies as well. 

Hypothesis 2B:

 “When having many strong ties, the chance of having radical innovations increases.”

For this hypothesis we also find an insignificant relation between the number of strong ties and having more or less radical innovations. We make this conclusion based on the variable EquityTies, which is not significant for both the Biotech industry and the Pharmaceutical industry. Therefore we reject hypothesis 2B.

Hypothesis 3B:

 “When, relative to weak ties, the number of strong ties increases, the chance of having radical innovations increases.”

For the Biotech industry we can conclude that there is a significant positive relation between the percentage of strong ties and radical innovations per tie, which can be derived from the variable PercNoEquity. This variable has a negative sign. We maintain Hypothesis 3B for the Biotech industry.

For the Pharmaceutical industry we do not find any significant relation between percentage of strong ties and radical innovations per tie. We thus have to reject hypothesis 3B for the Pharmaceutical industry.

Hypothesis 2C:

“When having many strong ties, the chance of having both types of innovation increases.”

For this hypothesis we find an insignificant relation between the number of strong ties and having more or less Innovations. This conclusion is based on the variable EquityTies, which is not significant for both industries. Therefore we reject hypothesis 2C.

Hypothesis 3C:

“When, relative to weak ties, the number of strong ties increases, the chance of having both types of innovations increases.”

We can conclude for the Biotech industry that there is a significant positive relation between the percentage of strong ties and total innovations per tie, which can be derived from the variable PercNoEquity. As explained before this variable has a negative sign and therefore PercEquity has a positive relation. We maintain Hypothesis 3C for the Biotech industry.

For the Pharmaceutical industry we do not find any significant relation between percentage of strong ties and total innovations per tie. We have to reject hypothesis 3C for the Pharmaceutical industry.
Hypothesis 4A:

“The distribution of strong and weak ties for exploitation differs from the distribution of strong and weak ties for exploration.”
The chi-square test shows us a Asym. Sig. of 0.000. This implicates that there are significant differences between the distribution of equity and no-equity ties for exploration and exploitation. 

The frequencies of the descriptives test show that in the case of exploitation, the distribution of equity-no equity is relatively more focussed on equity than in the case of exploration.  Exploitation has 38% no-equity ties, which is less than the 40% of exploration, while exploitation has 12.4% equity ties, which is more than the 9.6% of exploration.

To make this picture more clear:  In case of exploitation, the use of equity is significantly higher (24.56%) than in exploration alliances (19.38%). These percentages are calculated by dividing the number of equity ties by the total ties for that group: 

518 / (1591+518) = 0.2456

403/ (1677+403 = 0.1938

This implicates that this hypothesis has to be maintained. 

Hypothesis 4B:

“When a tie’s focus is on exploration, the use of strong ties leads to a higher probability of success.”

As told in the hypothesis, we also want to test whether there are differences between successful and unsuccessful companies.

First we compared the set of ties of successful companies with the total database, as we at first only looked at the exploration ties of all companies. These two sets are not significant, which means there are no differences between the total database and the set of the exploration ties. The last test is to see whether ties of successful companies use more equity or more no equity regarding exploration. As this test is not significant, the Asymp. Significance is 0.716, there are no significant differences between the set of successful companies regarding exploration and the set of unsuccessful companies. 

The percentage Equity for when the focus is on exploration is listed in the table below. The percentages of all companies and unsuccessful companies do not differ significantly from the 19.075 percentage of successful companies. We reject hypothesis 4B.

	Database companies
	Percentage Equity
	Sig. compared to ‘successful’

	All
	19.364
	0.921

	Unsuccessful 
	19.402
	0.716

	Vs. Successful
	19.075
	


Table 8. Percentage Equity for databases companies for exploration

Hypothesis 4C:

“When a tie’s focus is on exploitation, the use of weak ties leads to a higher probability of success.”

A chi-square test is executed to test the difference between the data of all companies versus the data of the successful companies. The p-value of the test turns out to be 0.041, which is beneath 0.05. This implicates that successful companies use significantly more equity (29.7%) for exploitation alliances compared to all companies together (24.6%). This implicates that we have to reject hypothesis 4C.

In order to get an even more distinctive picture, the difference between successful and unsuccessful companies is also tested. The p-value here is 0.000, considerably more significant than the previous analysis. This means that the evidence here is very powerful, which improves the evidence that successful companies use more equity (29.7%) than unsuccessful companies (23.7%) when exploitation alliances are created.

	Database companies
	Percentage Equity
	Sig. compared to ‘successful’

	All
	24.6
	0.041

	Unsuccessful 
	23.7
	0.000

	Vs. Successful
	29.7
	


Table 9. Percentage Equity for databases companies for exploitation

Hypothesis 5A:

“Biotechnology companies have relatively more radical innovations than pharmaceutical companies.”

The independent Samples Test shows us that Levene’s Test for Equality of Variances has a p-value of 0,001. This implicates that Equal variances not assumed has to be used for the T-test. The p-value of the T-test is 0,206. Due to these results we can conclude that there are not significant differences between the number of radical innovations of Biotech companies and Pharmaceutical companies. We reject hypothesis 5A.

Hypothesis 5B: 

“Pharmaceutical companies have relatively more incremental innovations than biotechnology companies.”

The independent Samples Test shows us that Levene’s Test for Equality of Variances has a p-value of 0,001. This implicates that Equal variances not assumed has to be used for the T-test. The p-value of the T-test is 0,075. Due to these results we can conclude that there are not significant differences between the number of incremental innovations of Biotech companies and Pharmaceutical companies. Although we have to keep in mind that we used a confidence interval of the difference of 95%. When we should use a 90% confidence interval of difference, this would be significant. We reject the hypothesis 5B at a 95% confidence interval of the difference. 

Hypothesis 5C:

“Biotechnology companies have relatively more explorative ties than pharmaceutical companies.”


We assume equal variance since the Levene’s Test for Equality of Variances has a p-value of 0,493. We find that the corresponding p-value of the T-test is 0,000. Therefore we can conclude that there are significant differences between Biotech companies and Pharmaceutical companies regarding the percentage of Exploration Ties. 

As we can see in the group statistics the mean of percentage exploration ties is sixteen percent point higher for the Pharmaceutical industry. Thus, we have to reject hypothesis 5C. 

Hypothesis 5D:

“Pharmaceutical companies have relatively more exploitative ties than biotechnology companies.”

We assume equal variance since the Levene’s Test for Equality of Variances has a p-value of 0,493. We find that the corresponding p-value of the T-test is 0,000. Therefore we can conclude that there are significant differences between Biotech companies and Pharmaceutical companies regarding the percentage of Exploitation Ties. 

The group statistics shows that the mean of percentage exploitation ties is sixteen percent point higher for the Biotech industry. This is logical because when you deduct something from the exploration percentage you have to add this to the exploitation percentage, these percentages of exploration and exploitation together have to be 100%. Thus we reject hypothesis 5D. 

Hypothesis 5E:

“Biotechnology companies have relatively more strong ties than pharmaceutical companies.”

Levene’s Test for Equality of Variances provides a p-value of 0,003, which is significant. So we do not assume Equal variances. The corresponding p-value of the T-test is 0,009. This implicates that there is a significant difference between the Biotech companies and the Pharmaceutical companies regarding the Equity used in their network. 

The group statistics shows us that Biotech companies have an average of ten percent point higher equity use compared to pharmaceutical companies. We maintain hypothesis 5E. 

Hypothesis 5F:

“Pharmaceutical companies have relatively more weak ties than biotechnology companies.”

The results of the previous hypothesis implicates immediately that Pharmaceutical companies have relatively more weak ties than Biotech companies. The group statistics shows us that Pharmaceutical companies have an average of ten percent point higher No Equity use compared to Biotech companies. We maintain hypothesis 4F. 

Hypothesis 6A:

“Small companies have relatively more radical innovations than large companies.”

The ANOVA test provides a significant model, because it has a p-value of 0,047. When we look at the descriptives we see that smaller companies have a higher mean, regarding radical innovations per tie. We maintain hypothesis 6A.

Hypothesis 6B:

“Large companies have relatively more incremental innovations than small companies”

The ANOVA test provides again a significant model. This time the p-value is 0,011. However this time we do not find evidence for this hypothesis, since the descriptives show us that small companies have relatively more incremental innovations than large companies. We have to conclude that we can not maintain this hypothesis and so we reject hypothesis 6B.

Hypothesis 6C:

“Small companies have relatively more explorative ties than large companies.”

The p-value of the ANOVA test is 0,000, so the model is significant. After checking the descriptives we find that the larger the company, the larger the percentage exploration ties. This results in rejecting Hypothesis 6C.

Hypothesis 6D:

“Large companies have relatively more exploitative ties than small companies.”

Regarding the previous hypothesis, it is logical that smaller companies have relatively more exploitative ties. This is also the case when we look at the descriptives. Concluding, we reject hypothesis 6D.

Hypothesis 6E:
“Small companies have relatively more strong ties than large companies.”

When we first look at the descriptives, we see that smaller companies have a higher mean of percentage Equity. However the model shows that the p-value is 0,116 and therefore is not significant. So we have to reject hypothesis 6E.

Hypothesis 6F:

“Large companies have relatively more weak ties than small companies.”

Logically, this provides the same result as the previous hypothesis: the p-value is also 0,116 and though the model is not significant. We can not tell if larger companies have relatively more weak ties than small companies. We have to reject hypothesis 6F.

The following table summarizes the results of the hypotheses.

	Hypothesis 1A

	“The higher the number of ties, the higher the number of innovations.”
	Maintained



	Total ties has a positive sign in the equation , which leads to a higher number of innovations.


	Hypothesis 1B

	“The higher the number of ties, the lower the innovation performance per tie.”
	Maintained

	Due to a negative sign of Innovations per Tie, more ties lead to less innovations per tie.


	Hypothesis 2A

	“When having many weak ties, the chance of having incremental innovations increases.”
	Rejected

	There is no significant relation between number of weak ties and incremental innovations.


	Hypothesis 3A

	“When, relative to weak ties, the number of strong ties decreases, the chance of having incremental innovations increases.”
	Biotech: Rejected

Pharmaceutical: Rejected

	Biotech: less No Equity agreements results in more incremental innovations.

Pharmaceutical: no significant relation between percentage of No Equity and incremental innovations per tie. 


	Hypothesis 2B

	“When having many strong ties, the chance of having radical innovations increases.”
	Rejected

	There is no significant relation between number of strong ties and radical innovations.


	Hypothesis 3B

	“When, relative to weak ties, the number of strong ties increases, the chance of having radical innovations increases.”
	Biotech: Maintained

Pharmaceutical: Rejected

	Biotech: the higher the percentage of strong ties, the higher the change of having  more radical innovations per tie.

Pharmaceutical: no significant relation between percentage of Equity and radical innovations per tie.


	Hypothesis 2C

	“When having many strong ties, the chance of having both types of innovation increases.”
	Rejected

	There is no significant relation between number of strong ties and having both types of innovations.


	Hypothesis 3C

	“When, relative to weak ties, the number of strong ties increases, the chance of having both types of innovations increases.”
	Biotech: Maintained

Pharmaceutical: Rejected

	Biotech: the higher the percentage of strong ties, the higher the change of having  more innovations per tie.

Pharmaceutical: no significant relation between percentage of Equity and total innovations per tie.


	Hypothesis 4A

	“The distribution of strong and weak ties for exploitation differs from the distribution of strong and weak ties for exploration.”
	Maintained

	Differences between the two distributions are significantly proven.


	Hypothesis 4B

	“When a tie’s focus is on exploration, the use of strong ties leads to a higher probability of success.”
	Rejected

	No significant differences between success and no success in using equity when the focus is on exploration.


	Hypothesis 4C

	“When a tie’s focus is on exploitation, the use of weak ties leads to a higher probability of success.”
	Rejected

	Successful companies use significantly more equity when the focus is on exploitation.


	Hypothesis 5A

	“Biotechnology companies have relatively more radical innovations than pharmaceutical companies.”
	Rejected

	There are not significant differences between the number of radical innovation


	Hypothesis 5B

	“Pharmaceutical companies have relatively more incremental innovations than biotechnology companies.”
	Rejected

	There are not significant differences between the number of incremental innovation. 


	Hypothesis 5C

	“Biotechnology companies have relatively more explorative ties than pharmaceutical companies.”
	Rejected

	Biotech companies have an average of sixteen percent less explorative ties.


	Hypothesis 5D

	“Pharmaceutical companies have relatively more exploitative ties than biotechnology companies.”
	Rejected

	Pharmaceutical have an average of sixteen percent less exploitative ties.


	Hypothesis 5E

	“Biotechnology companies have relatively more strong ties than pharmaceutical companies.”
	Maintained

	Biotech companies have an average of ten percent higher Equity use.


	Hypothesis 5F

	“Pharmaceutical companies have relatively more weak ties than biotechnology companies.”
	Maintained

	Pharmaceutical companies have an average of ten percent higher No Equity use.


	Hypothesis 6A

	“Small companies have relatively more radical innovations than large companies.”
	Maintained

	Smaller companies have a higher mean, regarding radical innovations per tie.


	Hypothesis 6B

	“Large companies have relatively more incremental innovations than small companies”
	Rejected

	Small companies have relatively more incremental innovations.


	Hypothesis 6C

	“Small companies have relatively more explorative ties than large companies.”
	Rejected

	The larger the company, the larger the percentage exploration.


	Hypothesis 6D

	“Large companies have relatively more exploitative ties than small companies.”
	Rejected

	Smaller companies have relatively more exploitative ties.


	Hypothesis 6E

	“Small companies have relatively more strong ties than large companies.”
	Rejected

	Descriptives show smaller companies have a higher mean of Percentage Equity, although no significant difference.


	Hypothesis 6F

	“Large companies have relatively more weak ties than small companies.”
	Rejected

	No evidence found, due to the fact no significant differences were found.


Table 10. Results summary of the hypotheses

10
Discussion

In the following section the test results of our hypotheses will be discussed. Every result of the hypotheses will be explained into more detail and will be linked to the theory which underlies the hypotheses. 

Hypothesis 1 

As we started our research we had to make sure our database contained the right data. With this test, we could analyse the relation between the two databases: Recap (ties) and innovations (FDA). There is a significant relation: the higher number of ties, the more innovations are created. Our thoughts about this hypothesis were confirmed with these results, because we expected a company with a large network to be able to create more innovations compared to a company which has a small network. When we tested the influence of total ties on innovations per tie however, a significant negative relation was found. This implicates that companies with larger networks have trouble to exploit each tie’s potential, which is also suggested by Pisano.

Hypothesis 2 en 3

For all sub-hypotheses concerning absolute numbers (hypotheses 2) we did not find a significant relation between the number of strong/weak ties and innovation performance, for both the biotechnology and pharmaceutical industry. In hypothesis 1 we already found that there is no positive effect of absolute ties on innovation performance per tie, so it is not very surprising that this hypothesis shows non-significant results.

The relative terms however do have significant effects in some cases. We will discuss these results here.

Incremental Innovations

Regarding Incremental innovations per tie, we find a positive relation for the Biotech industry with the percentage EquityTies. This means there is no relation between the use of weak ties and incremental innovations. Rather it means the opposite effect, since the use of strong ties leads to higher incremental innovations per tie. As mentioned before in the chapter ‘Results’, the interaction term for Biotech companies shows that the more equally Percentage Equity and Percentage No Equity are distributed, the lower the innovation performance. 

If these two variables are perfectly equal, which means 50% each, the highest interaction is reached, which implicates the lowest innovation performance. 
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Fig. 10 Relation Percentage Equity and Innovation Performance

Figure 10 shows two points where the innovation performance is at its highest and interaction at its lowest point. The X-axis consists of the percentage Equity ties and in this case there are also two points, which represent low percentage Equity ties and high percentage Equity ties. Since there can only be used one point, we have to look at the sign of percentage Equity Ties. As this variable is excluded from the analysis, we look at percentage No Equity ties, which implies the opposite sign for Percentage Equity ties. For the Biotech industry, percentage No Equity Ties has a negative sign, as discussed before. So this implicates that a Biotech company should use as much Equity as possible. 

As explained in the chapter ‘Hypotheses’, when incremental innovations are targeted, the market for know-how can be used, due to the relatively low transaction costs. We did not find this rationale in our results.  So the theory of the ‘market for know-how’ regarding incremental innovations is rejected.

For the Pharmaceutical industry it appears to be of no significance how your network is build in terms of Equity and No Equity, since both percentage No Equity and interaction are not significant. As we did not find any proof, we can not say that Pisano’s theory is correct and we have to reject it for the Pharmaceutical industry as well.

Radical Innovations.

Regarding Radical innovations per tie we find the same results, which strengthens our conclusions made for incremental innovations. There are no substantial differences between the beta’s for the incremental and radical analyses, regarding the variables percentage No Equity ties and Interaction. For Biotech companies this implicates again (this time for radical innovations per tie)  that the higher the use of Equity ties, the higher the innovation performance. 

The theory of Pisano is actually proven here for this part. When the transactions costs increase, which occur when the focus is on radical innovations, the market for know how becomes less attractive to use. This can be seen by the increase in the use of strong ties relative to the use of weak ties, which suggests a movement towards vertical integration within the continuum. But, because we had to reject Pisano’s theory for incremental innovations we have to conclude that his theory is not true, since radical and incremental innovations are both generated by strong ties. 

For the pharmaceutical industry we again found no significant results.

The results of hypothesis 3 are given in table 11.

	
	Incremental Innov per tie
	Radical Innov. per tie
	Total innov. per tie

	Perc Equity Biotech
	,018
	,002
	,001

	Perc Equity Pharma
	,602
	,879
	,665

	

	Interaction Biotech
	,001
	,000
	,000

	Interaction Pharma
	,245
	,219
	,172


Table  11.  P-values of the tests
Hypothesis 4

As we started with testing whether the use of equity is significantly different for exploration and exploitation ties, we found that the use of equity is significantly higher for exploitation. This would support Koza & Lewin’s theory, when you would only look at how all companies together build their ties. However, in this analysis the factor success is not accounted for. 

In order to create useful implications, the difference between successful and unsuccessful companies regarding this topic was also tested.

Exploitation ties

For exploitation ties we found that the use of equity has influence on the success of these ties. The use of equity thus has a positive influence on the success of an exploitation tie. This supports Koza & Lewin’s theory once again and the arguments of Pisano (2006) are not fact based. When exploitation ties are formed, this is often for a longer period of time and not just for one project. Since both parties in an exploitation tie work often together, it is important to have a high commitment to each other (Burt 1992). Therefore strong ties are preferred, since this leads to increased welfare for both parties, which would not be the case when weak ties are used. Next, it is important to maintain a strong relation, which expresses in for example trust. Kumar (1996) defines trust as "dependability" by the partners in which a "leap of faith" is made that each partner is interested in the welfare of the other. Although an exploitation project has a higher level of certainty compared to an exploration project, you still are  depended of the other party. That party should use for example their distribution network as good as they can and make sure they generate the highest outcome possible. This optimal use will be more likely when the companies have a good relation with each other. Otherwise you will both not generate the highest outcome, which probably results in a bad relation.

However you could expect that due to the low transaction costs there is no need to use equity in these ties, because there is a low amount of uncertainty. But the idea behind the market for know-how does not hold in our analyses. 

To conclude, we think that the use of equity is also a part of the trust a company gives to the other company, which is necessary for a long-lasting relation.

Exploration ties

As we have tested whether the use of Equity has influence on the success of exploration ties, we had to conclude that there are no significant differences between the ties of successful companies and the ties of unsuccessful companies. The reason is that the use of Equity is not a relevant factor behind success. An explanation for this could be that in the exploration phase things are very uncertain. The chance a project succeeds is influenced by many things. Trust in this case is also important, but due to the fact that investing in another company through equity use is expensive and not flexible, it is not used often. 

Trust is important in another way compared to trust in a exploitation tie. The trust in exploration ties has a focus on the product and not the process, which is the case for exploitation.

We conclude that for exploration ties the use of equity is not an influencer. This does not support the theory of Pisano, but also it does not support the theory of Koza & Lewin. The uncertainty of exploration projects makes a tie uncertain and the collaboration between companies can both be strong and weak. 
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Fig. 11 Hypothesis 4

Hypothesis 5

Radical & Incremental

Since we are looking at two industries, it is interesting to know whether there are differences between these industries regarding innovations. Biotech companies should have relatively more radical innovations due to the fact that they should be focussing more on scientifically novel drugs. 

The results however show that there are no differences between Biotech companies and Pharmaceutical companies, regarding radical innovations. 

On the other hand Pharmaceutical companies should have more incremental innovations. Also this is not supported at a 95 percent confidence interval by the results of our analysis. 


However at a 90 percent confidence interval we can conclude that there are significant differences between the Biotech industry and the Pharmaceutical industry. This means that  the opposite of hypothesis 5B is true. Biotech companies have a relatively higher average number of incremental innovations per tie. 

Pisano (2006) states in his book (page 120) that he could not find significant differences between Biotech companies and Pharmaceutical companies regarding radical and incremental innovations. With these results we prove he right for most part.


Fig. 12 Innovations per tie categorized per Industry

Exploration & Exploitation

Next to innovation differences between the two industries we also wanted to know whether there are differences between these industries regarding the use of exploration and exploitation ties. The hypothesis states that Biotech companies should have relatively more explorative ties and Pharmaceutical companies should therefore have relatively more exploitative ties. 

However, apparently Biotech companies have relatively more exploitative ties than Pharmaceutical companies. This immediately implicates that Pharmaceutical companies have relatively more explorative ties compared to Biotech companies. 

These results surprisingly contradict the sub-hypotheses 5C and 5D. Why is this the case? As Biotech companies have relatively more exploitative ties, we assume that these companies do have more internal explorative activities and that they outsource their exploitative activities through an inter-firm agreement, because they lack these resources. This results in more exploitative ties for Biotech companies. For Pharmaceutical companies it is the other way around. 

This is not clearly discussed in the theory we found, because there is nothing said about the ties, only about the activities. As we formulated the hypotheses we did not think in this way. It seems to be important that you make the difference between internal activities and the outsourced activities through inter-firm agreements. We can draw the conclusion that Biotech companies have internal exploration activities and outsource their exploitation activities through their network. Pharmaceutical companies have their focus on exploitation activities and often buy exploration projects. In this way the theory of Rothaermel & Deeds (2004) is supported: biotech companies focus on the Research side of innovation, while pharmaceuticals focus on the Development side of innovations. 
Strong & Weak

There is a significant difference between pharmaceutical companies and biotech companies regarding the percentage equity ties. Biotech companies have more strong (equity) ties than pharmaceutical companies. This supports the hypothesis, however the theory underlying this hypothesis is not correct. 

The hypothesis was formulated based on a presumed relation between radical innovations and strong ties. However, we found in hypothesis 3 that there is no difference in the use of equity ties for radical or incremental innovations. As Biotech companies have relatively more strong ties, the implication can be drawn that Pharmaceutical companies have relatively more weak ties. 

According to the article of Koza & Lewin (1998), the results for these sub-hypotheses are logical. They found that equity (strong ties) is used more often in exploitation alliances, and weak ties are used more often in exploration alliances.

Because we found in hypotheses 5C&D that biotech companies have relatively more exploitation alliances, the results of hypotheses 5E&F confirm Koza & Lewin’s theory.  

Hypothesis 6

Radical & Incremental 

Looking at the size of companies, measured by the number of employees, we found some interesting results. Apparently small companies make a better use of their ties, as they have relatively more radical and incremental innovations per tie compared to larger companies. Goerzen (2007) uses firm size as a control variable for his analysis. He explains that firm size boosts economic performance. We found that the opposite is true for innovative performance. 

Small companies perform relatively better than larger companies, regarding innovations. This can possibly be explained, that due to the small size of the company, the atmosphere is more personal and leads to better control. Apparently this leads to more innovations per tie. In larger companies many information can be lost into structuring the ties, as there are many employees and all information has to be open for everyone. A lot of these arguments are related to the first hypothesis that concluded that also larger networks lead to a lower innovation performance. 

The greater the Firm size, the greater the profitability and the lower innovative performance. This has been stated by Majumdar (1997). In his case study of the Indian economy, he found that larger firms are more profitable and less productive. Our research proves this decrease in productivity for the Biotech and Pharmaceutical industries and complements the theory of Goerzen with the innovative part. 

Exploration & Exploitation
The results show that small companies have relatively more exploitative ties. When a company becomes larger, the use of exploration ties becomes larger too. This results raises the same question as in hypothesis 5 when we discussed the exploration – exploitation differences between biotech and pharmaceutical companies. When you say that ties are the same as the company’s activities, the theory of Beckmann et al. (2004) is proven with our data and the theory of Rothaermel & Deeds (2004) is therefore rejected. This would also contradict the two sub-hypotheses. 

When we however, conclude that having ties in exploitation means internal activities in exploration and reversed, then the conclusions are reversed. 

The explanation for this is that a company which deals for example with exploration activities, has a lack of resources regarding exploitation activities. Therefore they will look for these resources via exploitation alliances. When we follow this rationale, the results are turned around, which would mean that Rothaermel & Deeds (2004) finds support and Beckmann et al. (2004) is rejected. 

Strong & Weak
The results from the analyses were not significant, so it can not be concluded that small or large companies have more strong or weak ties. However, the descriptives show that the larger the company, the less equity is used. 

This is contrary to our sub-hypotheses, but it supports Koza & Lewin’s theory. We can not conclude that there is a relation, but we definitely see a pattern that support Koza & Lewin’s theory.

11
Conclusion
Our research has led to a number of outcomes that complement or contradict existing theory, and in some cases are new findings which might lead to new insights and can be useful for further research.

11.1 Network size

The research started with the discussion of the effect of network size on innovation performance. The tests showed us, as expected, that the greater the network size, the greater the number of innovations is. 

A more subtle question is whether the innovations per tie also increase when network size increases. Our outcome is that when network size increases, this has a negative effect on the number of innovations per tie. 

11.2 Tie characteristics

We tested also the effect of the use of strong and weak ties on different kinds of innovations (radical, incremental and total). This led to some interesting outcomes. We first of all tested the absolute effect of strong and weak ties on innovation performance. It turned out that these were not significant explanatory variables for innovation performance per tie, for both the pharmaceutical and the biotech industry. 

To gain a better understanding of the effect of the usage of strong and weak ties on innovation performance, relative terms of strong and weak ties were used. For the biotech sector, it turned out to be that for both radical and incremental innovations per tie, the percentage of strong ties is positively correlated to innovation output. 

When the interaction term between percentage strong and percentage weak ties is taken into account, the highest innovation input is even reached when the percentage strong ties is at its highest. This leads to the conclusion that companies in the biotech sector should maximize the percentage of strong ties within their network. The more equal the distribution between percentage strong and weak ties is, the lower the innovation performance. Although we did not find true support for Pisano’s model in general, his suggestion for more strong ties finds support here.

For the pharmaceutical industry there were no significant relations found between the use of strong or weak ties and innovation performance. Apparently the distribution of strong and weak ties cannot explain innovation performance for this industry. 

This is a quite remarkable result, there seems to be a major difference in the importance of network anatomy between the biotech and pharmaceutical industry.

After that, we investigated the relationship between on the one hand strong and weak ties and on the other hand the exploration-exploitation framework.

We found first of all support for Koza & Lewin’s theory that exploitation ties use significantly more often strong ties than exploration ties and that exploration ties use therefore more often weak ties than exploitation ties. 

We added to this research by testing possible differences between successful and unsuccessful companies. The tests showed us that successful companies, in the case of exploitation ties, use significantly more strong ties than unsuccessful companies. For exploration ties however, there were no differences between successful and unsuccessful companies.

The results show that the ‘market for know-how’ model that Pisano (2006) proposes does not find support here. 

11.3 Differences between groups

The following hypothesis dealt with possible differences between pharmaceutical companies and biotech companies. 

Regarding differences in types of innovation, we concluded that biotech companies have at a 90% confidence interval more incremental innovations per tie, and that there were no differences regarding radical innovations per tie. This led to the conclusion that the intuitive thought that biotech companies have more radical innovations and pharmaceutical companies have more incremental innovations is not true.

Regarding the use of exploration and exploitation ties, we found that biotech’s use significantly more exploitation ties relative to pharmaceuticals, and that pharmaceuticals as a result have relatively more exploration ties. These results seemed odd at first sight, but this phenomenon is likely to be explained by the fact that ties are used to gain access to resources a company does not possess. 

So a biotech company would form relatively more exploitation agreements for activities such as marketing and distribution than that this company forms agreements for its research. 

When this assumption would be made, the idea of biotech’s focussing on exploration activities and pharmaceuticals focussing on exploitation activities, would be supported by our results. This means that Biotech companies should focus on exploration an Pharmaceutical companies should focus on exploitation.

Regarding the use of strong and weak ties, the results show that biotech companies use relatively more strong ties than pharmaceutical companies, which implies that pharmaceuticals use relatively more weak ties.

This evidence supports the proposed relationship that Koza & Lewin found between exploitation ties and strong ties. 

Differences between small and large companies were also tested. In some cases, there seems to be some overlap between this question and the previously discussed differences between biotech’s and pharmaceuticals. 

The major conclusion we found is that the larger the firm becomes, the less its innovations per tie are, this holds for radical as well as incremental innovations. 

With respect to the use of exploration and exploitation ties, we can conclude that the larger the company is, the more exploration ties are used. This overlaps with the previous hypothesis that pharmaceuticals (which are in most cases larger than biotech’s) have relatively more exploration ties. So the explanation that is used there is also applicable here. 

Regarding the use of strong and weak ties, we did not find significant differences between firm sizes. However, the results show a tendency towards more use of strong ties when firm size decreases. Besides that, we can also conclude that there exists a weak significant relationship due to the significant relationship found in hypothesis 5 between biotech companies and use of strong ties. 
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Implications

We will now discuss the implications of our research for managers. As we have seen in our research, equity should be used for all types of innovations. Radical and Incremental innovations can mostly be found with equity ties. Although this does not implicate that equity should always be used for every single tie. This has to be said because when an inter-firm agreement is made, the result of this agreement is not yet clear. There might even not be an innovation at the end of the agreement. This conclusion is a backwards view of what happened in the past with agreements, where the results are already known. So where should a company look at when they make an inter-firm agreement?

If a company should decide to make an inter-firm agreement, it should look at their focus of the tie first (exploration or exploitation). What is found in our research, regarding exploitation ties, is that successful companies for an exploitation tie use significantly more equity than no equity, compared to non-successful companies. 

When the focus is on exploitation activities, the other company’s existing network can be used for many different aspects, such as distribution of a product to other markets. Due to this fact it is for partners very important to build a good relation to benefit the most of each other. These exploitation activities do not have a high risk compared to exploration activities. Therefore the relative low uncertainty of exploitation-focussed projects results more often in innovations. 

That might be the reason that for exploration ties, there can not be made a clear cut difference. Regarding exploration and the use of no equity (weak ties), the differences between successful and non-successful companies are not significant. This implicates that there are other effects that influence the chance of success. The uncertainty can for example be a factor behind this. In exploration phases, there is a low chance that a tie results in an innovation. Therefore, the tie and its characteristics could be of minor importance in explaining innovation success through exploration ties. 

The conclusion for this is that the use of equity is very beneficial, but not beatific. For exploitation ties the use of equity might lead to more success although it is not the only determining factor behind success. Managers should always work on good relations with other companies. 

They should be more careful (compared to exploitation ties) with the use of equity for exploration ties and not just make theoretical intuitive decisions, since we found no influence of it. 

When a company grows, the innovations per tie decrease. It must be said that it is not an option to stay small. Furthermore, we found that, in contrast to innovation performance, the economic performance is better at larger companies. Managers can however do something about the relatively lower innovative performance. The organization should be more flexible and have a flatter organization, which are characteristics of smaller companies. By doing this, decisions can be made much faster and the response on the market will be higher. 

This research also states that Network size should be small to gain the highest benefit from it. A manager should be aware of the loss of effectiveness of the company’s network when this network grows. Account managers might be key in this to prevent a loss of effectiveness. By using account managers the ties are much better controlled and the relation with the other company will be much better. This results in better communications and more information. By doing this the outcome of the inter-firm agreement will be as effective as in the time the company had a smaller network. A person has a certain limit in managing contacts effectively, and therefore the company should make sure this person is not expected to cross this limit. In practice, an account manager should for example have a number of accounts only for himself and he/she will spend his/her time only on these accounts, to make sure that everything is done that should been done for the best results of the inter-firm agreement. 

Managers should also be aware of the strength of their company. In other words companies should not do everything by their selves. When we look at our database we find that Biotech companies have more exploitation ties and Pharmaceutical companies have more exploration ties. We discussed that this might be so due to the fact that Biotech companies can do the exploration activities and the Pharmaceutical companies the exploitation activities within their own company and that these companies need other companies to do the rest of the process. We already proposed that Biotech companies should focus on exploration activities and Pharmaceutical companies should focus on exploitation activities, due to the fact that their competencies are relatively better for those activities.

Our general conclusion of our research is that the use of equity nowadays is too low. We do not state that a company should use equity for every agreement they make. It deserves a better, more important place in a company’s vision for the future. 
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Limitations

Our research has some limitations which are discussed here. 

Since our data was collected from the FDA database, it only contains information about the US market and thus our findings are only relevant for the US market. So there could also be innovations that are not used in the United States of America, although we think that most of today’s drugs will be distributed in the United States of America as well, which means that the results could nonetheless have a larger market scope.

Furthermore the FDA database is not complete in their data. We have found several innovations which were not described in terms of chemical composition. Due to this fact we could not define all innovations and we were forced to exclude these innovations out of our research. This also resulted in the fact that some companies had to be excluded, because their innovations were not described in terms of chemical composition. Our database however, was still large enough to get significant results.


In the RECAP database, all ties were listed for several companies. These ties could be described in terms of exploration/exploitation and equity/no equity. However, not every tie gave information about both these terms. Since this is necessary, we had to exclude all ties that missed either information about equity exchange or exploration/exploitation. As a result this led to smaller networks. This influences the reliability as these networks are not the total networks. However, we had to take this step to determine the characteristics of the ties. So the ties were all determined in both characteristics, which enabled us to use them in our models. 

During determining the strength of a tie, an agreement sometimes had both weak and strong classifications. We assumed that once a strong tie was initiated,  this tie is a strong tie. We think that when a relation between two companies is strong, this will not fade easily. Furthermore we use this simplification because it would be very difficult to categorize these ties. The disadvantage of this is that in the case when a strong tie evolves in a weak tie, we still categorize this tie as strong.

This change could however not be discovered in Recap, we were not able to look at the date of the tie becoming a strong or weak tie and the data of the innovations. This means that we were not able to see which innovations were done during a certain strength of their network. In other words, we took a static point in time and then classified the ties.

We looked at the total network with all ties that have been documented, so if the network grew during time we were also not able to compare that with the time that innovations has been done.

As we started to categorize the ties of companies we had to decide when a tie’s focus was on exploration or exploitation. We assume that from Phase II onwards as described in the theory above a tie’s focus in that phase is exploitation. Before Phase II a tie’s focus is determined as exploration. Although some people may say that this categorization is not correct. This categorization however is used in the literature many times, so we assume that this is common for this research.

In our database we found that companies with three or less innovations made the results less significant. After removing these outliers we found more significant result. We assume that this is due to the fact that in the FDA database data was incomplete and even missing. These  companies with three or less innovations were therefore taken out of our database. The removing of companies has always been done regarding a representative view of the real world. This can be seen as a limitation, although we think this leads to the best results.
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Future Research

Our research can be considered as an investigation of the phenomenon of the impact of tie characteristics on innovation performance. We think that also other industries have to be investigated. In this way the results of our findings can be compared with other industries, which possibly leads to other results, or the same kind of results. Either way, the knowledge in this field has to be increased.

Also a more in-depth study can by executed by investigating the one-to-one relation between tie characteristics and innovation performance on a product level. Our analysis has been based on the relation between the ties of a company and its innovations. The relation between the ties used for a product and the innovation itself would be more specific, and would probably lead to a more clear insight into this relation.

In hypothesis 4, it became clear that successful companies use significantly more often strong ties for their exploitation ties than unsuccessful companies.

This led to the conclusion that companies should use more strong ties when they focus on exploitation ties.

However, this does not give an answer to the question until what level companies should base their inter-firm agreements on strong ties or weak ties. In other words: is for example a distribution of 40% strong ties and 60 % weak ties most optimal, or perhaps 60% strong ties and 40% weak ties? 

This research should thus focus on the interaction effect of strong and weak ties on exploitation ties and exploration ties. 

Furthermore, another performance-variable for success could be used to check our results. Perhaps this could lead to significant results regarding the use of equity in exploration ties, which are not found in our tests.

15
References

Ahuja, G. (2000). “The duality of collaboration: inducements and opportunities in the

formation of inter-firm linkages.” Strategic Management Journal, 21(3): 317-343.
Badaracco, J. L. (1990). “The knowledge link.” Boston: Harvard Business School Press
Barney, J. (1991). “Firm resources and sustained competitive advantage.” Journal of Management, 17(1):99-120.

Baron, D.P., Besanko, D. (1997). “Shared incentive authority and the organization of the firm.” Working paper, Northwestern University, Evanston, IL

Beckman, C. M., Haunschild, P. R., & Phillips, D. J. (2004). “Friends or strangers? Firm-specific uncertainty, market uncertainty, and network partner selection.” Organization Science, 15: 259–275.

Burt, R.S. (1992). “Structural Holes: The Social Structure of Competition.” Cambridge, MA: Harvard University Press

Chandy R. K. & Tellis, G.J. (1998). “Organizing for Radical Product Innovation: The Overlooked Role of Willingness to Cannibalize.” Journal of Marketing Research Vol. XXXV (November), 474-487

Coase, R.H. (1937). The nature of the firm. Economica, 4: 386-405.

Das, T. K. & Teng, B-S. (2000). “A resource-based theory of strategic alliances.” Journal of Management, 26 (1): 31-60.

Duysters, G., Kok, G., Vaandrager, M. (1999). "Crafting successful strategic technology partnerships", R&D Management, Vol. 29 No.4, p. 343-51.

Dyer, J. H. and Singh, H. (1998). “The relational view: cooperative strategy and sources of interorganizational competitive advantage.” Academy of Management Review, 23 (4): 660-679.

Eisenhardt, K. M. and Schoonhoven, C. B. (1996). “Resource-based view of strategic alliance formation: strategic and social effects in entrepreneurial firms.” Organization Science, 7(2): 136-150.

Faems, D. (2003). “Linking technological innovation and inter-organizational collaboration: an overview of major findings”. Working Paper Steunpunt OOI:

Goerzen, A. (2007). “Alliance Networks And Firm Performance: The Impact Of Repeated Partnerships.” Strategic Management Journal, 28: 487–509

Graves, S.B. & Langowitz, N.S. (1993). “Innovative Productivity and Returns to Scale in the Pharmaceutical Industry.” Strategic Management Journal, Vol. 14, No. 8. pp. 593-605.

Gulati, R. (1995). “Does Familiarity Breed Trust? The Implications of Repeated Ties for Contractual Choice in Alliances.” The Academy of Management Journal, Vol. 38, No. 1., pp. 85-112.

Gulati, R. (1998). “Alliances and networks.” Strategic Management Journal, Special Issue, 19(4), pp. 293-317.

Gulati, R., Nohria, N. & Zaheer, A. (2000). “Strategic Networks.” Strategic Management Journal, 21 (3): 203-215.

Hagedoorn, J. & Narula, R. (1996). “Choosing Organizational Modes of Strategic Technology Partnering: International and Sectoral Differences.” Journal of International Business Studies, Vol. 27, No. 2. p. 265-284.

Hagedoorn, J. & Narula, R. (1999). “Innovating through strategic alliances: moving towards international partnerships and contractual agreements.” Technovation 19(5): 283-294.

Hagedoorn, J. (1993). “Understanding the rationale of strategic technology partnering: interorganizational modes of cooperation and sectoral differences.” Strategic Management Journal, 14: 371-385.

Harrigan, K.R. (1985). “Strategies for joint ventures.” Lexington, Mass.: Lexington Books.

Harrigan, K.R. (1988). “Strategic alliances and partner asymmetries.” Contractor, F., Lorange, P. (Eds.), “Cooperative Strategies in International Business.” Lexington Books, Lexington.

Henderson, R., Cockburn, I., (1996). “Scale, scope, and spillovers: the determinants of research productivity in drug discovery.” Rand Journal of Economics 27, 32–59.

Koza, M.P. and Lewin, A.Y., (1998). “The Co-evolution of Strategic Alliances.” Organization Science 9(3), 255-264.

Kumar, N. (1996), “The Power of Trust in Manufacturer-Retailer Relationships.” Harvard Business Review, November-December, 92-106.

Lavie, D. & Rosenkopf, L. (2006). “Balancing Exploration And Exploitation.” Alliance Formation Academy of Management Journal, Vol. 49, No. 4, 797–818

Levitt, B. & March, J.G. (1988). “Organizational Learning.” Annual Review of Sociology, 14, 319-340.

Majumdar, S. K. (1997). “The Impact of Size and Age on Firm-Level Performance: Some Evidence from India.” Review of Industrial Organization 12: 231–241

March, J.G, (1991). “Exploration and Exploitation in Organizational Learning.” Organization Science, Vol. 2, No. 1, Special Issue: Organizational Learning: Papers in Honor of (and by) James G. March. p. 71-87.

Osborn, R. N. & Baughn, C.C. (1990). “Forms of interorganizational governance for multinational alliances.” Academy of Management Journal, 33: 503-19.

Pisano (2006) “Science Business: The Promise, the Reality, and the Future of Biotech” Harvard Business School Press.
Pisano, G.P., Russo, M.V. & Teece, D. (1988). “Joint ventures and collaborative agreements in the telecommunications equipment industry.” In D. Mowery (Ed.), International collaborative ventures in U.S. manufacturing: 23-70. Cambridge, MA: Ballinger

Roijakkers, N. & Hagedoorn, J. (2006). “Inter-firm R&D partnering in pharmaceutical biotechnology since 1975: Trends, patterns, and networks.” Research Policy 35 , 431–446

Rothaermel, F. T., & Deeds, D. L. (2004). “Exploration and exploitation alliances in biotechnology: A system of new product development.” Strategic Management Journal, 25: 201–222.

Scherer, F. M., and Ross, D. (1990). “Industrial Market Structure and Economic Performance.” Chicago: Rand McNally.

Seppälä, M. (2004). “A Model for Creating Strategic Alliances.” A Study of Inter-firm Cooperation in the North European ICT Sector Ekonomi och samhälle, nr 138

Shan, W. (1990). “An Empirical Analysis of Organizational Strategies by Entrepreneurial High-Technology Firms.” Strategic Management Journal, Vol. 11, No. 2., pp. 129-139.

Sood A. & Tellis G.J. (2005). “Technological Evolution and Radical Innovation.” Journal of Marketing July

Tsang, E. W. K. (2000). “Transaction Cost and Resource-based explanations of joint ventures: a comparison and synthesis.” Organization Studies, 21(1): 215-242.

Williamson, O. E. (1975). “Markets and hierarchies: Analysis and antitrust implications.” New York: Free Press.

Yoshino, M.R. & Rangan, U.S. (1995). “Strategic alliances: an entrepreneurial approach to globalization.” Boston/Massachusetts, Harvard Business School Press.

16
Index of Figures and Tables

Fig. 1 Growth of numbers of newly established R&D partnerships in general and in pharmaceutical biotechnology







9

Fig. 2 Structure of the Thesis








11

Table 1.  Newness of Technology versus Customer need fulfilment



13

Fig. 3 Range of Interfirm Links (adapted from Yoshino & Rangan, 1995)


20

Fig. 4 Different inter-firm agreement ranging from total internalisation 

to total externalisation








23

Fig. 5 Sectoral Distribution of International Equity and Contractual 

Technology Partnerships








27

Fig. 6 Development of the share of Equity Agreements




28

Fig. 7 The share (%) of all contractual modes and joint R&D agreements in all newly established pharmaceutical biotechnology R&D partnerships, three year moving averages (adapted from MERIT-CATI)








28

Fig. 8 links between all hypotheses







39

Table 2. Variables in the database







41

Table 3. Definitions about the  sort of innovation





42

Table 4. Categorization of Number of employees





44

Table 5. Independent variables for Hypotheses 2A, 2B and 2C



45

Table 6. Dependent variables for Hypothesis 2





45

Table 7. Dependent variables for Hypothesis 3





46

Fig. 9 Innovations per Tie versus Total Ties






50

Table 8. Percentage Equity for databases companies for exploration


54

Table 9. Percentage Equity for databases companies for exploitation


54

Table 10. Results summary of the hypotheses





61

Fig. 10 Relation Percentage Equity and Innovation Performance



63


Table  11.  P-values of the tests







64

Fig. 11 Hypothesis 4









66

Fig. 12 Innovations per tie categorized per Industry




67

Appendices

Appendix 1. Companies

Small Biotech Companies
 Medium Biotech Companies
  Large Biotech Companies

	AaiPharma LLC           
	Abraxis Bioscience      
	Fresenius               

	Adams Resp. Therapy       
	Alcon                   
	Genentech               

	Agouron                 
	Alza                    
	Teva                    

	Allergan                
	Biovail                 
	

	Axcan ScandiPharma       
	Cephalon                
	

	Bracco                  
	Endo Pharms             
	

	Braintree               
	Genzyme                 
	

	CIS                     
	Gilead                  
	

	Connetics               
	King Pharms             
	

	Draximage               
	KV Pharm                
	

	Duramed                 
	Leo Pharm               
	

	EMD                     
	Mayne Pharma            
	

	Ferndale Labs           
	Mylan (Bertek)          
	

	Graceway                
	Parkedale               
	

	Impax Labs              
	PDL Biopharma Inc.       
	

	Ivax                    
	Sepracor                
	

	Medicis                 
	Shire                   
	

	MGI Pharma Inc.          
	Watson Labs/Pharms      
	

	Mission Pharma          
	
	

	Monarch Pharms          
	
	

	New River               
	
	

	Oclassen                
	
	

	Ovation Pharms          
	
	

	Prometheus Labs         
	
	

	QOL Medcl               
	
	

	Salix Pharms            
	
	

	Santarus                
	
	

	Sciele Pharma Inc.       
	
	

	Somerset                
	
	

	Warner Chilcott         
	
	


Small Pharma companies
Medium Pharma companies
     Large Pharma companies

	Berlex                  
	3M                      
	Abbott                  

	Dr. Reddy´s Labs Inc.      
	Advanced Cell Tech      
	Akorn                   

	Fisons                  
	Eisai Medcl Res         
	Altana                  

	Janssen Pharma         
	Ferring                 
	Astellas                

	Medpointe               
	Forest Labs + Pharms     
	Astrazeneca             

	Parke Davis             
	Galderma Labs           
	Bausch And Lomb         

	Robins AH               
	Mallinckrodt            
	Baxter Healthcare         

	Savage Labs             
	McNeil                  
	Bayer                   

	
	Ortho McNeil            
	Boehringer Ingelheim    

	
	Purdue                  
	Bristol Myers Squibb    

	
	Reliant Pharms Inc.      
	Daiichi (Sankyo)        

	
	Roxane                  
	GE Healthcare           

	
	Santen                  
	Johnson And Johnson     

	
	Schwarz Pharma          
	Lilly                   

	
	Serono Inc.              
	Merck                   

	
	Sigma Tau               
	Novartis                

	
	Tap Pharm               
	Novo Nordisk Inc.        

	
	Taro Pharms             
	Organon USA Inc.         

	
	UCB Inc.                 
	Otsuka                  

	
	Valeant Pharm           
	Pfizer                  

	
	
	Pharmacia And Upjohn    

	
	
	Procter And Gamble      

	
	
	Roche                   

	
	
	Sandoz                  

	
	
	Sanofi Aventis US       

	
	
	Schering (Plough)       

	
	
	Solvay                  

	
	
	Takeda                  

	
	
	Tyco Healthcare           

	
	
	Wyeth                   


Appendix 2. Categorization of types of alliances

	Type of alliance
	Equity vs. No equity
	Exploration vs. Exploitation

	 
	(strong vs. weak)
	 

	Acquisition
	Strong
	 

	Asset Purchase
	Strong
	 

	Assignment
	 
	Exploitation

	Co-Development
	Weak
	Exploration

	Co-Market
	Weak
	exploitation

	Co-Promotion
	Weak
	exploitation

	Collaboration
	Weak
	 

	Cross-license
	Weak
	 

	Development
	Weak
	exploitation

	Distribution
	 
	exploitation 

	Equity
	Strong
	 

	Joint Venture
	Strong
	 

	Letter of Intent
	Weak
	 

	License*
	Weak
	 

	Loan
	Weak
	 

	Manufacturing
	Weak
	exploitation

	Marketing
	Weak
	exploitation

	Merger
	Strong
	 

	Option
	Weak
	 

	Research
	 
	Exploration

	Security
	Weak
	 

	Settlement
	Weak
	 

	Sublicense
	Weak
	 

	Supply
	 
	exploitation

	Termination
	Weak
	 

	Warrant
	Weak
	 


Appendix 3. Categorization of ReCap

	Stage at Signing

 

This field indicates the degree to which a technology

 has been developed upon signing the agreement.

  

	Discovery
	=
	Exploration

	Lead Molecule
	=
	Exploration

	Preclinical
	=
	Exploration

	Phase I 
	=
	Exploration

	Phase II 
	=
	Exploitation

	Phase III 
	=
	Exploitation

	Approved
	=
	Exploitation

	BLA/NDA filed
	=
	Exploitation

	Formulation
	=
	Exploitation


Appendix 4. Data Results

Hypothesis 1A


ANOVA(b)

	Model
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	67464,058
	1
	67464,058
	165,305
	,000(a)

	 
	Residual
	43668,804
	107
	408,120
	 
	 

	 
	Total
	111132,862
	108
	 
	 
	 


a  Predictors: (Constant), TotalTies

b  Dependent Variable: TotalInnovations


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	5,878
	2,420
	 
	2,429
	,017

	 
	TotalTies
	,487
	,038
	,779
	12,857
	,000


a  Dependent Variable: TotalInnovations

Hypothesis 1B


ANOVA(b)

	Model
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	48,635
	1
	48,635
	12,597
	,001(a)

	 
	Residual
	413,092
	107
	3,861
	 
	 

	 
	Total
	461,727
	108
	 
	 
	 


a  Predictors: (Constant), TotalTies

b  Dependent Variable: InnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	2,032
	,235
	 
	8,633
	,000

	 
	TotalTies
	-,013
	,004
	-,325
	-3,549
	,001


a  Dependent Variable: InnoPerTie
Hypothesis 2A & 3A

Biotech companies

Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,852(a)
	,726
	,666
	,99503


a  Predictors: (Constant), TotalInnovations, PercExploiTotal, PercNoEquity, Exploitation, Size, Interaction, Exploration, Interaction2, EquityTies


ANOVA(b)

	Model
	 
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	107,471
	9
	11,941
	12,061
	,000(a)

	 
	Residual
	40,593
	41
	,990
	 
	 

	 
	Total
	148,064
	50
	 
	 
	 


a  Predictors: (Constant), TotalInnovations, PercExploiTotal, PercNoEquity, Exploitation, Size, Interaction, Exploration, Interaction2, EquityTies

b  Dependent Variable: IncrInnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	3,830
	1,801
	 
	2,127
	,039

	 
	Size
	-,168
	,296
	-,060
	-,569
	,572

	 
	EquityTies
	,103
	,097
	,408
	1,065
	,293

	 
	PercNoEquity
	-,019
	,008
	-,247
	-2,468
	,018

	 
	Interaction
	-9,931
	2,854
	-,528
	-3,480
	,001

	 
	Exploration
	-,018
	,042
	-,155
	-,440
	,662

	 
	Exploitation
	-,117
	,031
	-,678
	-3,847
	,000

	 
	PercExploiTotal
	,002
	,016
	,024
	,109
	,914

	 
	Interaction2
	1,467
	3,513
	,081
	,418
	,678

	 
	TotalInnovations
	,133
	,024
	,565
	5,580
	,000


a  Dependent Variable: IncrInnoPerTie

Pharmaceutical companies

Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,841(a)
	,707
	,652
	,61225


a  Predictors: (Constant), TotalInnovations, PercNoEquity, Interaction2, Size, PercExploiTotal, Exploitation, Exploration, EquityTies, Interaction


ANOVA(b)

	Model
	 
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	43,459
	9
	4,829
	12,882
	,000(a)

	 
	Residual
	17,993
	48
	,375
	 
	 

	 
	Total
	61,451
	57
	 
	 
	 


a  Predictors: (Constant), TotalInnovations, PercNoEquity, Interaction2, Size, PercExploiTotal, Exploitation, Exploration, EquityTies, Interaction

b  Dependent Variable: IncrInnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	1,603
	2,817
	 
	,569
	,572

	 
	Size
	,072
	,141
	,050
	,510
	,613

	 
	EquityTies
	,008
	,020
	,108
	,411
	,683

	 
	PercNoEquity
	-,014
	,026
	-,161
	-,526
	,602

	 
	Interaction
	-5,759
	4,892
	-,375
	-1,177
	,245

	 
	Exploration
	-,003
	,006
	-,110
	-,466
	,643

	 
	Exploitation
	-,036
	,010
	-,880
	-3,511
	,001

	 
	PercExploiTotal
	,018
	,007
	,390
	2,541
	,014

	 
	Interaction2
	-,881
	1,757
	-,069
	-,502
	,618

	 
	TotalInnovations
	,026
	,004
	,991
	7,268
	,000


a  Dependent Variable: IncrInnoPerTie

Hypothesis 2B & 3B

Biotech companies


Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,776(a)
	,603
	,515
	,70437


a  Predictors: (Constant), TotalInnovations, PercExploiTotal, PercNoEquity, Exploitation, Size, Interaction, Exploration, Interaction2, EquityTies


ANOVA(b)

	Model
	 
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	30,840
	9
	3,427
	6,907
	,000(a)

	 
	Residual
	20,342
	41
	,496
	 
	 

	 
	Total
	51,181
	50
	 
	 
	 


a  Predictors: (Constant), TotalInnovations, PercExploiTotal, PercNoEquity, Exploitation, Size, Interaction, Exploration, Interaction2, EquityTies

b  Dependent Variable: RadInnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	3,168
	1,275
	 
	2,485
	,017

	 
	Size
	,026
	,209
	,016
	,124
	,902

	 
	EquityTies
	,099
	,068
	,665
	1,442
	,157

	 
	PercNoEquity
	-,018
	,006
	-,391
	-3,238
	,002

	 
	Interaction
	-8,778
	2,020
	-,794
	-4,345
	,000

	 
	Exploration
	-,031
	,029
	-,446
	-1,050
	,300

	 
	Exploitation
	-,052
	,022
	-,513
	-2,419
	,020

	 
	PercExploiTotal
	-,002
	,011
	-,037
	-,139
	,890

	 
	Interaction2
	,746
	2,487
	,070
	,300
	,766

	 
	TotalInnovations
	,037
	,017
	,265
	2,177
	,035


a  Dependent Variable: RadInnoPerTie

Pharmaceutical companies


Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,753(a)
	,567
	,486
	,39999


a  Predictors: (Constant), TotalInnovations, PercNoEquity, Interaction2, Size, PercExploiTotal, Exploitation, Exploration, EquityTies, Interaction


ANOVA(b)

	Model
	 
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	10,066
	9
	1,118
	6,991
	,000(a)

	 
	Residual
	7,679
	48
	,160
	 
	 

	 
	Total
	17,745
	57
	 
	 
	 


a  Predictors: (Constant), TotalInnovations, PercNoEquity, Interaction2, Size, PercExploiTotal, Exploitation, Exploration, EquityTies, Interaction

b  Dependent Variable: RadInnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	,578
	1,840
	 
	,314
	,755

	 
	Size
	-,023
	,092
	-,030
	-,249
	,804

	 
	EquityTies
	,018
	,013
	,443
	1,381
	,174

	 
	PercNoEquity
	-,003
	,017
	-,057
	-,153
	,879

	 
	Interaction
	-3,979
	3,196
	-,483
	-1,245
	,219

	 
	Exploration
	3,03E-005
	,004
	,002
	,007
	,994

	 
	Exploitation
	-,019
	,007
	-,889
	-2,919
	,005

	 
	PercExploiTotal
	,011
	,005
	,433
	2,318
	,025

	 
	Interaction2
	-,374
	1,148
	-,055
	-,326
	,746

	 
	TotalInnovations
	,009
	,002
	,667
	4,022
	,000


a  Dependent Variable: RadInnoPerTie
Hypothesis 2C & 3C

Biotech companies

Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,872(a)
	,761
	,708
	1,36229


a  Predictors: (Constant), TotalInnovations, PercExploiTotal, PercNoEquity, Exploitation, Size, Interaction, Exploration, Interaction2, EquityTies


ANOVA(b)

	Model
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	241,975
	9
	26,886
	14,487
	,000(a)

	 
	Residual
	76,089
	41
	1,856
	 
	 

	 
	Total
	318,064
	50
	 
	 
	 


a  Predictors: (Constant), TotalInnovations, PercExploiTotal, PercNoEquity, Exploitation, Size, Interaction, Exploration, Interaction2, EquityTies

b  Dependent Variable: InnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	T
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	6,998
	2,465
	 
	2,839
	,007

	 
	Size
	-,142
	,405
	-,035
	-,352
	,727

	 
	EquityTies
	,201
	,132
	,545
	1,524
	,135

	 
	PercNoEquity
	-,037
	,011
	-,326
	-3,477
	,001

	 
	Interaction
	-18,709
	3,907
	-,678
	-4,788
	,000

	 
	Exploration
	-,049
	,057
	-,285
	-,865
	,392

	 
	Exploitation
	-,170
	,042
	-,668
	-4,061
	,000

	 
	PercExploiTotal
	,000
	,022
	,002
	,008
	,994

	 
	Interaction2
	2,213
	4,810
	,084
	,460
	,648

	 
	TotalInnovations
	,170
	,033
	,492
	5,202
	,000


a  Dependent Variable: InnoPerTie
Pharmaceutical companies

Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,846(a)
	,716
	,662
	,87823


a  Predictors: (Constant), TotalInnovations, PercNoEquity, Interaction2, Size, PercExploiTotal, Exploitation, Exploration, EquityTies, Interaction


ANOVA(b)

	Model
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	93,226
	9
	10,358
	13,430
	,000(a)

	 
	Residual
	37,022
	48
	,771
	 
	 

	 
	Total
	130,248
	57
	 
	 
	 


a  Predictors: (Constant), TotalInnovations, PercNoEquity, Interaction2, Size, PercExploiTotal, Exploitation, Exploration, EquityTies, Interaction

b  Dependent Variable: InnoPerTie


Coefficients(a)

	Model
	 
	Unstandardized Coefficients
	Standardized Coefficients
	T
	Sig.

	 
	 
	B
	Std. Error
	Beta
	 
	 

	1
	(Constant)
	2,181
	4,040
	 
	,540
	,592

	 
	Size
	,049
	,202
	,023
	,242
	,810

	 
	EquityTies
	,027
	,029
	,238
	,915
	,365

	 
	PercNoEquity
	-,016
	,038
	-,131
	-,436
	,665

	 
	Interaction
	-9,738
	7,018
	-,436
	-1,388
	,172

	 
	Exploration
	-,003
	,009
	-,075
	-,321
	,749

	 
	Exploitation
	-,055
	,015
	-,933
	-3,777
	,000

	 
	PercExploiTotal
	,029
	,010
	,428
	2,827
	,007

	 
	Interaction2
	-1,256
	2,521
	-,068
	-,498
	,621

	 
	TotalInnovations
	,036
	,005
	,927
	6,899
	,000


a  Dependent Variable: InnoPerTie

Hypothesis 4A

Frequencies

	 
	Combined

	 
	Category
	Observed N
	Expected N
	Residual

	1
	,00
	1591
	1700,4
	-109,4

	2
	1,00
	518
	408,6
	109,4

	Total
	 
	2109
	 
	 



Test Statistics

	 
	Combined

	Chi-Square(a)
	36,316

	Df
	1

	Asymp. Sig.
	,000


a  0 cells (,0%) have expected frequencies less than 5. The minimum expected cell frequency is 408,6.
Frequencies


Combined

	 
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	,00
	1591
	38,0
	38,0
	38,0

	 
	1,00
	518
	12,4
	12,4
	50,3

	 
	2,00
	1677
	40,0
	40,0
	90,4

	 
	3,00
	403
	9,6
	9,6
	100,0

	 
	Total
	4189
	100,0
	100,0
	 


Hypothesis 4B
Exploration ties of successful companies vs Exploration ties of all companies

Frequencies

	 
	CombinedSucces

	 
	Category
	Observed N
	Expected N
	Residual

	1
	2,00
	140
	139,5
	,5

	2
	3,00
	33
	33,5
	-,5

	Total
	 
	173
	 
	 



Test Statistics

	 
	CombinedSucces

	Chi-Square(a)
	,010

	Df
	1

	Asymp. Sig.
	,921


a  0 cells (,0%) have expected frequencies less than 5. The minimum expected cell frequency is 33,5.

Exploration ties of successful companies vs Exploration ties of unsuccessful companies


Frequencies

	 
	VAR00003

	 
	Category
	Observed N
	Expected N
	Residual

	1
	2,00
	1537
	1543,2
	-6,2

	2
	3,00
	370
	363,8
	6,2

	Total
	 
	1907
	 
	 



Test Statistics

	 
	VAR00003

	Chi-Square(a)
	,132

	Df
	1

	Asymp. Sig.
	,716


a  0 cells (,0%) have expected frequencies less than 5. The minimum expected cell frequency is 363,8.
Hypothesis 4C

Exploitation ties of successful companies vs Exploitation ties of all companies
Frequencies

	 
	CombinedSucces

	 
	Category
	Observed N
	Expected N
	Residual

	1
	,00
	206
	221,0
	-15,0

	2
	1,00
	87
	72,0
	15,0

	Total
	 
	293
	 
	 



Test Statistics

	 
	CombinedSucces

	Chi-Square(a)
	4,164

	Df
	1

	Asymp. Sig.
	,041


a  0 cells (,0%) have expected frequencies less than 5. The minimum expected cell frequency is 72,0.

Exploitation ties of successful companies vs Exploitation ties of unsuccessful companies

Frequencies

	 
	VAR00003

	 
	Category
	Observed N
	Expected N
	Residual

	1
	,00
	1385
	1276,8
	108,2

	2
	1,00
	431
	539,2
	-108,2

	Total
	 
	1816
	 
	 



Test Statistics

	 
	VAR00003

	Chi-Square(a)
	30,893

	Df
	1

	Asymp. Sig.
	,000


a  0 cells (,0%) have expected frequencies less than 5. The minimum expected cell frequency is 539,2.
Hypothesis 5A & 5B

Group Statistics

	 
	BioPharma
	N
	Mean
	Std. Deviation
	Std. Error Mean

	InnoPerTie
	,00
	51
	1,9044
	2,52216
	,35317

	 
	1,00
	58
	1,2013
	1,51164
	,19849

	RadInnoPerTie
	,00
	51
	,5808
	1,01174
	,14167

	 
	1,00
	58
	,3772
	,55796
	,07326

	IncrInnoPerTie
	,00
	51
	1,3236
	1,72084
	,24097

	 
	1,00
	58
	,8241
	1,03831
	,13634


Independent Samples Test

	 
	Levene's Test for Equality of Variances
	t-test for Equality of Means

	
	F

 
	Sig.

 
	T

 
	Df

 
	Sig. (2-tailed)

 
	Mean Dif-ference

 
	Std. Error Dif-ference

 
	95% Confidence Interval of the Difference

	
	
	
	
	
	
	
	
	Lower
	Upper

	Inno

PerTie
	Equal variances assumed
	11,932
	,001
	1,789
	107
	,076
	,70309
	,39293
	-,07584
	1,48203

	 
	Equal variances not assumed
	 
	 
	1,735
	79,607
	,087
	,70309
	,40513
	-,10320
	1,50939

	RadInno

PerTie
	Equal variances assumed
	11,269
	,001
	1,322
	107
	,189
	,20365
	,15407
	-,10178
	,50907

	 
	Equal variances not assumed
	 
	 
	1,277
	75,578
	,206
	,20365
	,15950
	-,11405
	,52134

	IncrInno

PerTie
	Equal variances assumed
	10,642
	,001
	1,859
	107
	,066
	,49945
	,26861
	-,03305
	1,03195

	 
	Equal variances not assumed
	 
	 
	1,804
	79,950
	,075
	,49945
	,27686
	-,05153
	1,05043


Hypothesis 5C & 5D

Group Statistics

	 
	BioPharma
	N
	Mean
	Std. Deviation
	Std. Error Mean

	PercExplorTotal
	,00
	51
	23,7979
	23,60902
	3,30592

	 
	1,00
	58
	39,8533
	22,23343
	2,91939

	PercExploiTotal
	,00
	51
	76,2021
	23,60902
	3,30592

	 
	1,00
	58
	60,1467
	22,23343
	2,91939

	Interaction2
	,00
	51
	,1267
	,09536
	,01335

	 
	1,00
	58
	,1911
	,08183
	,01074


Independent Samples Test

	 
	Levene's Test for Equality of Variances
	t-test for Equality of Means

	
	F

 
	Sig.

 
	t

 
	df

 
	Sig. (2-tailed)

 
	Mean 

Difference

 
	Std. Error Difference

 
	90% Confidence Interval of the Difference

	
	
	
	
	
	
	
	
	Lower
	Upper

	PercExplor

Total

 
	Equal variances assumed
	8
	,493
	-3,654
	107
	,000
	-16,05540
	4,39333
	-23,34490
	-8,76590

	
	Equal variances not assumed
	 
	 
	-3,640
	103,290
	,000
	-16,05540
	4,41044
	-23,37559
	-8,73522

	PercExploi

Total

 
	Equal variances assumed
	,473
	,493
	3,654
	107
	,000
	16,05540
	4,39333
	8,76590
	23,34490

	
	Equal variances not assumed
	 
	 
	3,640
	103,290
	,000
	16,05540
	4,41044
	8,73522
	23,37559

	Interaction2

 
	Equal variances assumed
	4,876
	,029
	-3,796
	107
	,000
	-,06442
	,01697
	-,09258
	-,03627

	
	Equal variances not assumed
	 
	 
	-3,759
	99,223
	,000
	-,06442
	,01714
	-,09288
	-,03597


Hypothesis 5E & 5F

Group Statistics

	 
	BioPharma
	N
	Mean
	Std. Deviation
	Std. Error Mean

	PercEquity
	,00
	51
	29,1667
	22,10488
	3,09530

	 
	1,00
	58
	19,7797
	12,15750
	1,59636

	PercNoEquity
	,00
	51
	70,8333
	22,10488
	3,09530

	 
	1,00
	58
	80,2203
	12,15750
	1,59636

	Interaction
	,00
	51
	,1587
	,09146
	,01281

	 
	1,00
	58
	,1441
	,06767
	,00889


Independent Samples Test

	 
	Levene's Test for Equality of Variances
	t-test for Equality of Means

	
	F

 
	Sig.

 
	T

 
	df

 
	Sig. (2-tailed)

 
	Mean Difference

 
	Std. Error Difference

 
	90% Confidence Interval of the Difference

	
	
	
	
	
	
	
	
	Lower
	Upper

	Perc

Equity

 
	Equal variances assumed
	9,134
	,003
	2,791
	107
	,006
	9,38703
	3,36380
	3,80574
	14,96832

	
	Equal variances not assumed
	 
	 
	2,695
	75,453
	,009
	9,38703
	3,48271
	3,58727
	15,18678

	Perc

NoEquity

 
	Equal variances assumed
	9,134
	,003
	-2,791
	107
	,006
	-9,38703
	3,36380
	-14,96832
	-3,80574

	
	Equal variances not assumed
	 
	 
	-2,695
	75,453
	,009
	-9,38703
	3,48271
	-15,18678
	-3,58727

	Interaction

 
	Equal variances assumed
	7,300
	,008
	,951
	107
	,344
	,01455
	,01529
	-,01083
	,03992

	
	Equal variances not assumed
	 
	 
	,933
	91,185
	,353
	,01455
	,01559
	-,01136
	,04045


Hypothesis 6A & 6B

Descriptives

	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	Minimum
	Maximum

	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	InnoPerTie
	1,00
	38
	2,3331
	2,67320
	,43365
	1,4544
	3,2117
	,10
	9,00

	 
	2,00
	38
	1,1650
	1,38502
	,22468
	,7098
	1,6203
	,10
	6,00

	 
	3,00
	33
	1,0265
	1,66219
	,28935
	,4371
	1,6159
	,05
	8,69

	 
	Total
	109
	1,5303
	2,06767
	,19805
	1,1377
	1,9229
	,05
	9,00

	RadInnoPerTie
	1,00
	38
	,7312
	1,11830
	,18141
	,3636
	1,0988
	,00
	4,00

	 
	2,00
	38
	,3444
	,54384
	,08822
	,1657
	,5232
	,00
	3,00

	 
	3,00
	33
	,3219
	,52802
	,09192
	,1347
	,5091
	,00
	2,46

	 
	Total
	109
	,4725
	,80538
	,07714
	,3196
	,6254
	,00
	4,00

	IncrInnoPerTie
	1,00
	38
	1,6019
	1,82886
	,29668
	1,0007
	2,2030
	,05
	6,50

	 
	2,00
	38
	,8206
	,91946
	,14916
	,5184
	1,1228
	,03
	3,50

	 
	3,00
	33
	,7046
	1,16921
	,20353
	,2900
	1,1191
	,04
	6,23

	 
	Total
	109
	1,0578
	1,41515
	,13555
	,7892
	1,3265
	,03
	6,50



ANOVA

	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	InnoPerTie
	Between Groups
	37,936
	2
	18,968
	4,744
	,011

	 
	Within Groups
	423,792
	106
	3,998
	 
	 

	 
	Total
	461,727
	108
	 
	 
	 

	RadInnoPerTie
	Between Groups
	3,915
	2
	1,957
	3,137
	,047

	 
	Within Groups
	66,137
	106
	,624
	 
	 

	 
	Total
	70,052
	108
	 
	 
	 

	IncrInnoPerTie
	Between Groups
	17,504
	2
	8,752
	4,667
	,011

	 
	Within Groups
	198,780
	106
	1,875
	 
	 

	 
	Total
	216,285
	108
	 
	 
	 


Hypothesis 6C & 6D

Descriptives

	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	Minimum
	Maximum

	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	PercExplorTotal
	1,00
	38
	20,3450
	21,68333
	3,51750
	13,2178
	27,4721
	,00
	80,00

	 
	2,00
	38
	30,3535
	22,72702
	3,68681
	22,8833
	37,8237
	,00
	93,33

	 
	3,00
	33
	48,4438
	19,65209
	3,42099
	41,4755
	55,4121
	,00
	79,12

	 
	Total
	109
	32,3412
	24,16021
	2,31413
	27,7541
	36,9282
	,00
	93,33

	PercExploiTotal
	1,00
	38
	79,6550
	21,68333
	3,51750
	72,5279
	86,7822
	20,00
	100,00

	 
	2,00
	38
	69,6465
	22,72702
	3,68681
	62,1763
	77,1167
	6,67
	100,00

	 
	3,00
	33
	51,5562
	19,65209
	3,42099
	44,5879
	58,5245
	20,88
	100,00

	 
	Total
	109
	67,6588
	24,16021
	2,31413
	63,0718
	72,2459
	6,67
	100,00

	Interaction2
	1,00
	38
	,1163
	,09727
	,01578
	,0843
	,1483
	,00
	,25

	 
	2,00
	38
	,1611
	,09003
	,01460
	,1315
	,1907
	,00
	,25

	 
	3,00
	33
	,2123
	,06523
	,01135
	,1892
	,2354
	,00
	,25

	 
	Total
	109
	,1610
	,09374
	,00898
	,1432
	,1788
	,00
	,25


ANOVA

	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	PercExplorTotal
	Between Groups
	14175,405
	2
	7087,703
	15,375
	,000

	 
	Within Groups
	48865,872
	106
	460,999
	 
	 

	 
	Total
	63041,277
	108
	 
	 
	 

	PercExploiTotal
	Between Groups
	14175,405
	2
	7087,703
	15,375
	,000

	 
	Within Groups
	48865,872
	106
	460,999
	 
	 

	 
	Total
	63041,277
	108
	 
	 
	 

	Interaction2
	Between Groups
	,163
	2
	,081
	10,981
	,000

	 
	Within Groups
	,786
	106
	,007
	 
	 

	 
	Total
	,949
	108
	 
	 
	 


Hypothesis 6E & 6F

Descriptives

	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	Minimum
	Maximum

	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	PercEquity
	1,00
	38
	28,8257
	23,98010
	3,89009
	20,9436
	36,7077
	,00
	100,00

	 
	2,00
	38
	22,9851
	14,61417
	2,37073
	18,1815
	27,7886
	,00
	60,00

	 
	3,00
	33
	20,1792
	12,07520
	2,10202
	15,8975
	24,4609
	,00
	66,67

	 
	Total
	109
	24,1718
	18,06558
	1,73037
	20,7419
	27,6017
	,00
	100,00

	PercNoEquity
	1,00
	38
	71,1743
	23,98010
	3,89009
	63,2923
	79,0564
	,00
	100,00

	 
	2,00
	38
	77,0149
	14,61417
	2,37073
	72,2114
	81,8185
	40,00
	100,00

	 
	3,00
	33
	79,8208
	12,07520
	2,10202
	75,5391
	84,1025
	33,33
	100,00

	 
	Total
	109
	75,8282
	18,06558
	1,73037
	72,3983
	79,2581
	,00
	100,00

	Interaction
	1,00
	38
	,1492
	,09989
	,01620
	,1163
	,1820
	,00
	,25

	 
	2,00
	38
	,1562
	,07381
	,01197
	,1320
	,1805
	,00
	,25

	 
	3,00
	33
	,1469
	,05929
	,01032
	,1259
	,1680
	,00
	,23

	 
	Total
	109
	,1510
	,07964
	,00763
	,1358
	,1661
	,00
	,25



ANOVA

	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	PercEquity
	Between Groups
	1402,578
	2
	701,289
	2,196
	,116

	 
	Within Groups
	33844,850
	106
	319,291
	 
	 

	 
	Total
	35247,429
	108
	 
	 
	 

	PercNoEquity
	Between Groups
	1402,578
	2
	701,289
	2,196
	,116

	 
	Within Groups
	33844,850
	106
	319,291
	 
	 

	 
	Total
	35247,429
	108
	 
	 
	 

	Interaction
	Between Groups
	,002
	2
	,001
	,133
	,876

	 
	Within Groups
	,683
	106
	,006
	 
	 

	 
	Total
	,685
	108
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� � HYPERLINK "http://www.fda.gov/cder/drugsatfda/datafiles/default.htm" ��http://www.fda.gov/cder/drugsatfda/datafiles/default.htm�
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