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Abstract

The topic of sustainability is one of importance to many companies that aim to adapt their business
practices to align with the green transition. One key factor relating to sustainability that has a lot of
room for improvement is the frequency of product returns in the retail industry. Product returns are
not only detrimental in relation to profits with returns costing an average of 59% of the original sales
price (Chaturvedi, 2022), they also leave a significant impact on the environment with product returns
accounting for 27 million tons of CO2 emissions yearly (Chaturvedi, 2022). In order to effectively
analyse the reasons behind product returns, it is important to investigate how companies promote their
products to customers. Many businesses make use of social media influencers in order to promote
their products, therefore it is of interest to investigate the impacts these social media influencers have
on the reasons for product returns, and how this information can be utilised to develop a sustainability
framework. In order to investigate the impact of influencers on product returns, data on purchases
from an online e-commerce platform was linked to promotional discount codes unique to different
influencers. The e-commerce influencer data was then put through an XGBoost machine learning
model and text analytics techniques with the goal of understanding the various aspects of influencers
that lead to a product return. The central research question was: To what extent can machine learning
models promote sustainable influencer marketing. The results from the XGBoost machine learning
model indicated that the amount of followers, following, and posts that an influencer has are
important in determining the return reason of an item, while the text analytical models highlighted the
importance of value, quality, and discounts in determining the return reason. The results of the
XGBoost and text analytics models were combined into a sustainability framework that can aid
companies in choosing influencers to promote their products which will lead to the lowest amount of

product returns and subsequently reduce the environmental footprint of the company.



Chapter 1: Introduction

In our ever growing society, the issue of sustainability is one of the most spoken about and prevalent
issues of our time. Sustainability affects or will affect every individual and business in some way, and
in order to promote a sustainable future, businesses will need to adapt and make changes to their
business model. Improving sustainability can be tackled from a multitude of different angles,
however, one approach that is not looked at often is how social media plays a role in the issue of
sustainability. Social media alongside sustainability is also one of the most prevalent aspects of our
life and social media will only continue to grow and have greater importance. As of data in 2020 there
are around four billion social media users (Kemp, 2020), while social media has such a broad reach
that many have conducted studies on the addictive nature of social media (Cheng et al, 2021). Hence,
social media is a prime channel for companies to promote their products by allowing influencers to
provide reviews or discount codes for certain products. Social media and sustainability can be studied
conjointly when looking at the retail industry. Many companies approach “influencers” on social
media as a means of advertising, however, a lot of products that are sold end up being returned for a
variety of reasons (De Veirman et al., 2016). These product returns are often handled in an
unsustainable manner or are excessive and end up leading to extra waste and costs for the company
involved (Cullinane et al, 2019). Many retail firms have frameworks in place to deal with product
returns, however, there is limited literature on the topic and a lack of consensus on how to properly
handle a large volume of product returns (Zhang et al, 2023). Therefore, a data driven approach is
necessary in order to provide insights on the reasons why products bought from influencer promotion
are being returned and what features of an influencer lead to higher rates of returns. The results from
the data driven approach can then be adapted into a framework on how to handle returns that are

purchased from influencer advertising. A data driven approach will aim to utilise machine learning



techniques composed of an XGBoost model and text analytics in order to highlight key insights on

why a product is returned.

1.1 Relevance

The paper firstly is scientifically relevant as the amount of literature on machine learning within
sustainability and product returns is limited. It is challenging to find literature that aims to utilise
real-world data and machine learning to aid in solving the problem of product returns. Therefore, this
paper will aim to provide a use-case scenario where machine learning can be applied to real data, and
the insights from machine learning can be adapted into a format that can aid companies in dealing
with their product returns. Furthermore, while studies have been conducted on how influencers may
impact the effectiveness of marketing campaigns, the use of machine learning is scarce, while there is
also limited research on which exact factors of an influencer are most important in determining
whether a product is returned or not. The paper is also of practical relevance as it will provide a data
driven framework for managing product returns that can be adapted by firms. By providing a data
driven product return framework, companies will be able to visualise key factors that affect their
product returns and be able to adapt the findings of the thesis into their own product return
frameworks, with the goal of lowering the impact of their returns on sustainability. Furthermore, the
thesis will also provide the needed attention on the issue of product returns and how they can
negatively impact sustainability. As mentioned earlier, the impact of product returns on sustainability
is one that has not been studied at a great depth, meaning that the consequences of product returns are
not fully understood. Therefore, this thesis is relevant as it can elicit a reaction from retail firms to
have a deeper look into their product returns and the current framework that is in use, and to evaluate
their overall environmental footprint. In addition, companies will be more aware of the costs/benefits
of making use of influencers for product advertisement and the overall impact of these influencers on
sustainability. Having more information on the impact of influencers on sustainability will allow for
companies to make better choices regarding which influencers they decide to partner with and to cut

ties with certain influencers that may have an overwhelmingly negative impact on the environment



due to related product returns. Overall, the thesis will add to the scientific literature surrounding the
topic of product returns and how influencers may affect product returns, while the thesis also provides

valuable business insights for developing product return frameworks.

1.2 Research Question

The research question that the thesis aims to answer is:

To what extent can machine learning models promote sustainable influencer marketing?

The research questions aims to explore the possibilities of machine learning in designing a framework
that aims to aid companies in achieving sustainable influencer marketing. By having models that are
able to predict return reasons and insights from text analytics, companies are better able to understand
why a product is returned and what characteristics of influencers may have an impact on the reason of
the return. With the information above companies can make better choices regarding sustainable

influencer marketing and have a stronger grip on their product returns.

1.3 Ethical Research Issues

There are few ethical issues that could be present in the research. All potential personal information
about an individual in the data has been removed, which include the first names, zip codes, and ages
of customers. The only location based data that has been kept is the city and the country that the
customer placed the order from. All customers in the data have a unique customer id, however, this
customer id cannot be traced to a specific customer, therefore, maintaining anonymity in the dataset.

Lastly, consent has been received for using the customer purchase data.

1.4 Research Limitations
Due to the nature of the research, a few limitations are present. The first issue is the balance of the

data. A lot of customers tend to not decide to put in a reason when they return their product. By not



providing a reason for their product return, it leads to a majority of the data having no reason for a
product return, making it harder for a machine learning model to make accurate predictions. However,
the issue of unbalanced data can be mitigated by using certain techniques and sophisticated machine
learning models that are designed to handle unbalanced data. Another limitation in the research is the
open field for writing the reason for a product return. In the open field a customer is able to write a
personalised reason for why the product is going to be returned. The issue with the open field is that it
is hard to validate if the reason mentioned is genuine, furthermore, it is hard to categorise open field
reviews as customers may leave multiple reasons for the product return, making it difficult to
determine which reason will be fed into the machine learning model. The last limitation is that one of
the product return options is “Other reason”. The “other reason” category is not informative as it does
not provide any information as to why a customer decided to return an item, and companies do not

gain any value if a machine learning model predicts a return reason to be “Other reason”.

1.5 Chapter Overview

The structure of the thesis will be split into 5 chapters. The chapters are Introduction, literature
review, research methodology, results, and conclusion & recommendations. The literature review will
define key terms related to the research and will investigate how these terms have been discussed in
other literature. The key findings of the literature will be discussed for each term. Within the literature
review chapter the sub-questions and hypotheses will be introduced. The research methodology
chapter will illuminate the quantitative machine learning methods that will be employed in the thesis,
and will explain the data collection and the sample of data used. The results chapter will dive into the
key results from the analysis and how the results link back to the research question. Lastly, the
conclusions and recommendations chapter will compare the results of the thesis to the results from
other literature, while also providing recommendations to companies on how sustainable influencer
marketing can be achieved. Also, the hypotheses will be accepted or rejected, and the central research

question will be answered.



Chapter 2: Literature Review

Firstly, some key terms will have to be defined. The literature review will then be grouped by these
key terms. The first key term is “drivers for product returns” which can be defined as factors that
cause people to return their products. Influencer Marketing which can be defined as products being
promoted on the instagram page of an influencer. The next key term is sustainability, which will be
seen in the sense of lowering the amount of product returns in order to lead to more sustainable
marketing. Lastly, predicting returns can be defined as using machine learning models in order to

classify if a product is returned or not.

Drivers for Product Returns:

One of the features of social media that may drive products to be returned is Word-of-mouth (WOM).
Stephen (2016), looks into the idea of online WOM in product reviews and how it affects purchase
chance. The idea can be converted to Instagram comments to investigate how WOM from Instagram
comments on influencer posts may drive certain reasons for product returns. Shahbaznezhad et al.
(2018) show that user comments and the sentiment within the comments affect the content strategies
of companies, highlighting the importance of WOM in a social media platform. Another potential
driver for product returns is the follower count of influencers and the amount of accounts the
influencer follows. De Veirman et al. (2016) show that the amount of followers an influencer has does
have a significant relationship with that influencer being an opinion leader. Therefore, if the influencer
is an opinion leader, it adds a layer of trust in the influencer which may be a driver to lower the
amount of product returns, hence, an influencer with a very low follower count may lead to an
increased amount of product returns. However, De Veirman et al. (2016) also indicate that if an
influencer themself follow only a few people, a larger follower count may lower the likeability of an
influencer. Another potential factor that drives product returns is the gender of the followers. Powers
& Jack (2013) and Powers & Jack (2015) investigate the ideas of product and emotional dissonance

and show that males differ from females as males had a low relationship for the consideration of



liberal return policies and emotional dissonance. Powers & Jack (2013) indicate the possibility that
the gender of a follower could have a significant impact on whether a product is returned and the
reason for the return. Griffis et al. (2012) highlight that the loyalty and return rate of a customer can
have an implication on the frequency of future returns, and that these factors should be taken into
account when a retailer determines its product returns framework. Pei & Paswan (2018) illuminate the
fact that customers have two distinct reasons for returning a product, which are opportunistic and
legitimate return reasons. Pei & Paswan (2018) describe legitimate return reasons as when the
consumer makes impulsive purchases, product compatibility, and social influence, while opportunistic
reasons relate to immoral reasons for product returns. Lastly, Lv & Liu (2022) show that “information
overload” can be a significant driver in product returns. Considering the fact that such a wide variety
of products and retailers are endorsed by influencer marketing, there could be a significant chance of

information overload having an impact on the return rate.

The main key finding is that there are a plethora of factors that may influence the return rate of a
customer. Factors like word of mouth, individual characteristics of customers and influencers, and
information overloads are all shown to be important in determining the return rate (Stephen, 2016),
(De Veirman et al., 2016), (Powers & Jack , 2013), (Griffis et al., 2012). While factors about
consumers are also important, like the gender Powers and Jack (2013), and the loyalty and previous
return rate (Griffis et al., 2012). Factors regarding influencers also play an important role (De Veirman
et al., 2016). The consequence of these results is that potential machine learning models aiming to
analyse the product return rate need to incorporate a wide range of these factors in the analysis, to

provide a robust model that can be utilised effectively for developing a product returns framework.

Influencer Marketing:

The rise of social media has allowed for the formation of mini-celebrity “influencers” (Booth &
Matic, 2011). However, the topic of influencer marketing is currently lacking a lot of academic papers
surrounding the subject (Martinez-Lopez et al, 2020). These influencers have significant sway on how

consumers perceive a brand and act as opinion leaders that garner consumer’s trust (Booth & Matic,
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2011). Bush et al. (2004) presents an example of celebrities having significant influence over
consumers, highlighting that famous sportspeople get looked up at as role models and are crucial in
promoting a whole range of products. Influencers promoting products can be called “Influencer
Marketing” and revolves around companies using individuals that have a large reach on social media
to promote their brand / product (Cheng et al, 2024). The platform that enables the presence of
influencers is social media, Yuchi et al. (2017) investigate the general relationship between social
media and consumer shopping activities. Yuchi et al. (2017) look into a year's worth of data on
customer social media activity and the use of social media, finding that increased time on social media
leads to more shopping. Yuchi et al. (2017) highlight that the effect of increased shopping only takes
effect after a certain period of time as immediately after browsing social media it seems that shopping
activity decreases. Yuchi et al. (2017) therefore indicate that social media may have lagged effects on
customer purchasing behaviour which has important practical applications as companies may need to
wait a certain amount of time before evaluating the effects of their influencer marketing. Lou & Yuan
(2019) look at the relationship between influencers and consumers, by utilising surveys sent to people
who follow influencers and subsequently rating influencers on their trustworthiness. Lou & Yuan
(2019) use a partial least squares model path model, which indicated that factors like trustworthiness,
attractiveness, and informative value of influencer posts increase the trust among followers relating to
branded posts, subsequently leading to higher brand awareness. The insights from Lou & Yuan (2019)
indicate that companies need to be rigorous in their selections of influencers and need to ensure that
they pick influencers with informative content and an already established sense of trustworthiness.
McCormick (2016) expands on the idea of influencer credibility, by investigating consumer reactions
to unfamiliar celebrities. Consumers tend to react unfavourably to unfamiliar celebrities and are less
likely to purchase a product that is endorsed by an unfamiliar celebrity (McCormick, 2016). Trivedi
& Sama (2019) utilise surveys to test the moderation effect between brand admiration and attitude for
influencer marketing and online purchase intentions. Trivedi & Sama (2019) highlight that companies
should choose expert influencers instead of celebrity influencers when promoting a product, as
consumers are more likely to trust influencers that are experts in the field of the product that they are

buying, while they are not that interested in messages from well-known celebrities. Kim et al. (2014)
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expand on the idea of influencer credibility by illuminating the fact that trust in a celebrity can be
transferred to a product or service. Kim et al. (2014) use the example of a hotel in Korea, where
perceptions of trust in influencers were transferred to trust in the hotel. Ultimately, Kim et al. (2014)
conclude that the choice of influencer has to match the market you are promoting too, and that
multiple influencer promoters might be needed to appeal to a wide audience. Wang et al. (2017) study
the airline industry and aim to explore the effectiveness of influencer credibility. Wang et al. (2017)
conclude that using a credible influencer for promoting a brand through advertisements leads to an
increase in brand reputation, purchase intentions and brand attitudes. On the other hand, celebrity
influencers can also have an adverse effect on the promotion of a brand (Erfgen et al, 2015). Erfgen at
al. (2015) discusses the “vampire effect” which is when a celebrity overshadows the brand they are
meant to be promoting. The vampire effect can lead to lower brand recall and companies need to
ensure they choose influencers that suit the nature and size of the company in order to avoid the
negative repercussions of the vampire effect (Erfgen at al, 2015). In addition to the vampire effect, the
idea of negative publicity is important in determining the effectiveness of a celebrity as an influencer
(Zhou & Witla, 2013). Negative publicity surrounding an influencer evokes the morality of a

consumer, and causes an endorsement campaign to perform worse (Zhou & Witla, 2013).

The key insight from influencer marketing is the choice of the type of influencer to promote a product.
The choice of an influencer is very important as choosing an influencer that is too well-known can
lead to lowering brand recall (Erfen et al, 2015), while choosing an influencer that fits the brand well
can lead to positive awareness and higher purchase intentions (Wang et al, 2017). Hence, the idea of
influencer credibility is of paramount importance (Kim et al, 2014), and companies should choose
influencers who are experts in the field of the product they are selling (Trivedi & Sama, 2019).
Ignoring credibility and popularity and using lesser known celebrities can lead to lower purchase

intentions (McCormick, 2016).
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Sustainability:

Sustainability and focusing on the implementation of sustainability drivers is currently a very
important target that organisations must implement (Lozano & von Haartman, 2017). However,
currently the amount of academic research on sustainability within retail organisations is quite low
(Wiese et al, 2012). Product returns are not only a major problem for retailers in terms of profitability
(Jack et al, 2019), but product returns also have a significant impact on sustainability as excessive
product returns have a negative impact on the environment (Cullinane et al, 2019). Furthermore,
Aydin et al. (2018) utilise simulations to indicate that having uncertainty surrounding the return rate of
products leads to an adverse reaction for not only the profitability of a product but also the impact on
the environment that the product will have. Looking at the specifics of how product returns may
impact the environment, Zhang and Frei (2023) investigate the ecological impact of product returns,
and how to develop infrastructure as a company to effectively manage the product returns you have.
Zhang and Frei (2023) indicate that the effects of product returns on sustainability are widespread, as
returns may lead to increased packaging and transportation costs, and a lot of returns may be
discarded instead of re-sold. Zhang and Frei (2023) find that the financial impact of returns is very
clear to the retailers, however, many retailers are not aware of the inherent risks to sustainability that
product returns present. Furthermore, retailers indicate that handling product returns is a very complex
task. Frei et al. (2020) look into the effects of eCommerce on sustainability. Frei et al. (2020) find that
the consumption of goods online is at an all-time high, which leads to an increased amount of product
returns. In line with other papers, Frei at al. (2020) finds that companies are not prepared to deal with
the environmental impact of product returns and that the actual impact on the environment is not well
understood. Having to return products involves having to transport the goods back to retailers or
distribution centres, Edwards et al. (2010) finds that car trips to pick up or return shopping items lead
to unnecessary and harmful levels of C02 to be released, hurting sustainability as a whole. The current
most environmentally friendly standard for dealing with product returns is a term called “reverse
logistics”, which is the idea of using delivery vehicles to pick up packages that need to be returned
(Bernon & Cullen, 2007). Reverse logistics still contributes to an overall rise in emissions, hence,

hurting sustainability (Bertrand & Chi, 2018). Having looked at the impact of product returns, another
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important area to discuss is the current state of methods that organisations use to assess the impact of
the environment on supply chains. Currently there is very limited literature on environmental
assessment methods that incorporate the idea of product returns (Zhang et al, 2023). One of the
current main environmental assessment methods is life-cycle assessment, which involves gathering
data on environmental issues and restructuring supply chains based on the data collected in order to
reduce the environmental impact of the supply chain (Hagelaar, 2001). Hagelaar (2001) also mentions
that the integration of LCA into a supply chain does not have well established guidelines making it
hard for organisations to currently make use of the method. Hagelaar (2001), suggests that
organisations need to differ between different types of LCA’s and tune the structure of a supply chain
to fit a specific LCA, in order to properly integrate it. Daniel et al. (2004) describes an extension to
the LCA model, which is the LCA polygon. The LCA polygon aims to find “impact categories”, that
take a value between 0 and 1, these impact categories are then placed on an n-sided polygon to
visualise the effect of each impact category on the environment (Daniel et al, 2004). Another relevant
environmental analysis method is “Material Flow Analysis” (MFA), which is used to evaluate the
environmental impact of material flows (Laner, 2014). While MFA is able to quantify the associated
environmental impacts of product returns at each stage of the returns stage (Zhang et al, 2023), MFA
is still clouded with a lot of uncertainty, due to the assumptions and number of sources needed to

accurately construct the method (Laner, 2014).

As seen above, product returns are not only a financial trouble point for businesses, they also have a
profound impact on the environment due to the logistics required in the returns process (Cullinane et
al, 2019). The key takeaway is that businesses currently do not adequately account for product
returns, due to the environmental takeaways not being clearly understood in comparison to the
financial burden, which is currently well understood (Zhang & Frei, 2023). In addition, many of the
environmental assessment methods that companies currently employ, do not investigate the impact of
product returns to a high enough degree (Hagelaar, 2001), or are clouded with uncertainty which
makes the models not fully accurate in estimating the environmental costs of a product return (Laner,

2014).
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Predicting Returns & Text Analytics:

The section on predicting returns and text analytics will look into the literature surrounding the use of
machine learning and text analytics models in influencer marketing and product returns. Cui et al.
(2020) find that a Least Absolute Shrinkage and Selection Operator (LASSO) model is the most
accurate in modelling the volume of product returns. The use of a LASSO model allows for the
introduction of interaction terms and provides a deeper insight on which particular features may
interact to have a certain effect on product returns. However, while classification is possible in
LASSO models, usually the use of more complex machine learning models yields more accurate
classification results. Cui et al. (2020) utilise a variety of other data-driven models which include
machine learning models like Random Forest and Gradient Boosting, while both of the machine
learning models result in very high accuracy, the prediction accuracy on the test set ranks lower
compared to the LASSO model, so Cui et al. (2020) decide that the LASSO model is most suited for
the data. Cui et al. (2020) provide a robust framework on how machine learning can be deployed on
product returns data, the paper focuses on predicting the volume of product returns, while the thesis
will aim to classify return reasons, as having the reason for a product return will give companies more
detailed insights on their returns and how to address them. Joshi et al. (2018) employ a two-step
model that combines machine learning and network science in order to model if an apparel/garment
product will be returned, by analysing past purchase and return history of a customer. The major
findings are that apparel and garments are the product category that are returned the most and that one
of the prominent reasons for returning apparel is due to the size or fit not being correct. The model
used by Joshi et al. (2018) employs a variety of machine learning techniques like clustering and
Support Vector Machines (SVM) that analyse return data where customers have returned
apparel/garments with the reason being that the fit is incorrect. The model used by Joshi et al. (2018)
is intricate and robust while producing extremely accurate predictions, however, the scope of the
model is limited to customers that returned their products based on a size or fit issue, while in the

thesis, the focus will be placed on predicting the reason for an item being returned more generally.
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Furthermore, Purba & Tan (2023) utilises a random forest model to find the ideal time to post a
promotional post, suggesting that a ratio of one regular post for 5.4 promotional posts is ideal. Li et
al., (2018) implement machine learning models to evaluate the risk of a customer returning an item
based on the composition of items in the online shopping basket, while also suggesting the reason
why a product will be returned. Li et al., (2018) also indicate that the method they employ is able to
distinguish risk of return at the basket and product level, giving webshops actionable insights on both
levels. Using the findings from Li et al., (2018), a webshop can then take measures for customers that
have a basket flagged for high risk of return. Jungmok & Harrison (2016) highlight the predictive
power of machine learning models, as they predict the volume of returns using a case study of
reusable bottles. Jungmok & Harrison (2016) conclude that using their predictive model selection
algorithm leads to more accurate predictions of returns volume compared to other models that are
employed like distributed lag models (DLM’s). Looking past predicting product returns, another
method of examining why customers return products is by analysing reviews / reasons for returns that
customers have posted using text analytics methods. Cheng et al., (2024) look at product reviews from
Amazon and utilise various text analytics methods to predict the reason of a product return. Cheng et
al., (2024) make use of a baseline word embeddings model and expand the model by introducing
global vectors (GloVe) and Bidirectional Encoder Representations from Transformers (BERT). Cheng
et al., (2024) finds that the model enriched with BERT scored the highest on measures like accuracy,
recall, and precision, while customer reviews beats out product, merchant, time, and customer features
on the same metrics, showing the importance and predictive power of product reviews. Another key
aspect of text analytics is the use of sentiment analysis. Gallagher et al., (2019) use sentiment analysis
on a set of product reviews, and assign sentiment scores (positive, negative, or neutral) to a review.
Using the insight from the sentiment scores businesses can gauge how customers are feeling about
products and what changes need to be made if the sentiment around products is neutral or negative

(Gallagher et al., 2019).

The key takeaway from the section above revolves around the effectiveness of machine learning

models in predicting return volumes and return reasons. Methods like Random Forests, SVM, and
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LASSO are all very accurate in predicting return reasons and volume (Joshi et al, 2018), (Li et al,
2018), Cui et al, (2020), Purba & Tan (2023), and highlight that machine learning is an appropriate
and insightful way to analyse the impact of product returns. Furthermore, text analytics is also an
important aspect of machine learning that can aid in explaining the reasons behind product returns.
Text analytics models like GloVe and BERT are very accurate in predicting the reason behind a
product return, while in some cases these text analytics models are even more important in prediction

than customer and merchant features (Cheng et al., 2024).

2.5 Summary of Key Findings

In summation, product returns present themselves as not only issues on a financial level, but are a key
detrimental factor in overall sustainability (Cullinane et al, 2019). Looking at the reasons behind
product returns leads to a plethora of factors. Word of mouth, Individual characteristics of customers
and influencers, and information overloads are all factors that can affect the return rate of a product
(Stephen, 2016), (De Veirman et al., 2016), (Powers & Jack , 2013), (Griffis et al., 2012). All these
factors mentioned above can be integrated into a machine learning model to investigate the predictive
power of each factor. Businesses commonly use influencers to promote their products, and these
products that are purchased can be returned for a variety of reasons, and one of the reasons is the
choice of the influencer. The first important consideration in the choice of an influencer is credibility
(Lou & Yuan, 2019). Credibility is important as consumers would rather purchase products that are
promoted by influencers that are experts in the field that relate to the product bought rather than
celebrities that have no relation to the product at all (Trivedi & Sama, 2019). On the other hand,
choosing influencers or celebrities that are not well known lead to a significant detrimental effect on
the purchase intention of customers (McCormick, 2016). Instead, companies should choose
influencers that suit the brand image and have a strong relation to the products that the brand is
selling. (Wang et al, 2017). The core issue with influencer marketing in relation to product returns is
the negative impact it has on sustainability (Cullinane et al, 2019). The product returns process leads

to a combination of factors like packaging, transportation, and disposal that have profound negative
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effects on the environment (Zhang and Frei, 2023), (Edwards et al., 2010), (Bertrand & Chi, 2018).
However, these detrimental effects to the environment are currently not well understood by companies
in relation to the clear financial burden that product returns pose (Frei at al., 2020). Furthermore,
current environmental assessment methods including LCA and MFA do not adequately incorporate
the issue of product returns into their framework (Hagelaar, 2001), (Laner, 2014). The tools that will
be employed to visualise the return reasons will be a collection of machine learning models. Models
like SVM’s, LASSO, and Random Forest are proven to be very accurate in predicting return reasons
(Joshi et al, 2018), (Li et al, 2018), Cui et al, (2020), Purba & Tan (2023). Text analytics methods
have also proven to be extremely useful as GloVe, BERT, and sentiment models are able to very
accurately predict the return reason of a product and in some cases these text analytic models prove to

yield better results than models regarding the customer and influencer features.

2.6 Sub Questions

The first sub-question is: What is the average return rate per type of influencer?

Influencers can be grouped into different categories based on their follower count. These options are

nano, micro, macro, and mega influencer. Knowing the return rate per type of influencer is important
as the amount of followers an influencer has is an important determinant of whether the influencer is
seen as an opinion leader (De Veirman et al, 2016), which could have an impact on the rate of return.
The subquestion will also investigate if the “vampire” effect will kick in for influencers that have an

extremely large following, as a very large amount of followers may cause the influencer to

overshadow the product they are promoting (Erfgen at al, 2015).

The second sub-question is: What is the most frequently mentioned return reason?

The sub question arises due to the multitude of factors that may cause a consumer to return a product.
Consumers may return items due to characteristics about themselves like loyalty and previous return
rate, characteristics about the influencer that promotes the product like amount of followers and

following, characteristics about the product itself and amount of information surrounding a product
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(Stephen, 2016), (De Veirman et al., 2016), (Powers & Jack , 2013), (Griffis et al., 2012. Therefore, it
will be investigated which of these reasons is most prevalent in the data sample used for this research.
Knowing the most frequent return reasons will allow organisations to refine their products / influencer

choice and investigate areas of a product which may be leading to a lot of product returns.

The third sub-question is: How accurate is the XGBoost model in predicting the return reason of
a consumer

The main goal of the thesis is to use machine learning to aid in creating a framework to manage
sustainable product returns. One of the machine learning applications that will be used is the XGBoost
model for predicting return reasons. Previous studies that employed machine learning predictor
methods to predict product return reasons find that the models are quite accurate in their predictions

(Joshi et al, 2018), (Li et al, 2018), Cui et al, (2020), Purba & Tan (2023).

The last sub-question is: What is the overall sentiment of the “open answer” review reasons?
When consumers return their product, they get the choice between pre-defined return reasons,
however, there is an option for consumers to fill in their own custom return reason. These return
reasons will be analysed using the text analytics tool of sentiment analysis. Sentiment analysis has
been shown to be an effective tool to evaluate product reviews (Gallagher et al., 2019), and will be
used to determine how customers feel regarding the products they have bought and why they are

returning them.

2.7 Hypotheses
Based on the literature review; hypotheses will be created, which aim to address the key findings of

the literature review. These hypotheses will be investigated in Chapter 4: Results.

Hypothesis 1: Mega Influencers will have the lowest effect on returns.
McCormick (2016) highlights that consumers react unfavourably to products that are promoted by

influencers with a lack of credibility. Lou & Yuan (2019) further show that the credibility of an
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influencer is important in determining purchase intentions. Based on the available literature we can
hypothesise that consumers who purchase goods from established well known influencers, are likely
purchasing from companies that make quality products that suit the consumers needs as Wang et al.
(2017) shows that companies that use well-established influencers usually also enjoy higher brand
reputation and loyalty. Based on the factors above, the return rate of a customer will be lower for
products endorsed by well-established influencers as the companies behind the products most likely
enjoy established brand loyalty and the consumer is buying products that suit their needs and would

not need to be returned as quickly as other products.

Hypothesis 2: The return reason with the highest importance in predictions will be “did not

meet expectations”

Powers & Jack (2015) highlight the fact that there is a positive relationship between emotional
dissonance resulting from product dissatisfaction and the amount of product returns. Furthermore,
Powers & Jack (2015) indicate that females experience the emotional dissonance effect more strongly
compared to males. Furthermore, Powers & Jack (2015) indicate that the two main reasons for a
customer to want to return their product is the product not meeting expectations and the customer
finding a better priced product. Therefore, it can be expected that the return reason that will have the
highest importance in predictions will be the “did not meet expectations” return reason, as it relates to

a customer's dissatisfaction with a product.

Hypothesis 3: The sentiment of the “open” return reasons will relate to product characteristics
Due to the open return reasons allowing for customers to fill in their own return reason, it can be
expected that customers will fill in this custom return reason when the reason of return does not match
the standard options presented. Therefore, it can be expected that the “open” return reason will be
utilised when the customer has specific views of the products bought that are driving them to return

the product. It is less likely that the open return reasons will focus on areas of the returns process like
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incorrect orders or consumers changing their mind, as these return reasons are already present in the

standard options.

Hypothesis 4: The amount of followers an influencer has will be the most important influencer

feature in predicting return reasons

Lou & Yuan (2019) and McCormick (2016) both indicate the importance of influencer credibility and
how it may affect purchase intentions. Furthermore, De Veirman et al, (2016) highlight that the
amount of followers that an influencer has is an important factor in making the influencer an
opinion-leader. Therefore it can be hypothesised that the amount of followers will be a key
consideration for consumers when they purchase and return a product. If the influencer has a lot of
followers and is branded as an opinion leader, consumers can be influenced to purchase specific goods
from the influencer and are less likely to return the goods, while goods bought from influencers with a

low amount of followers may be returned much quicker.

2.8 Conceptual Framework
The goal of the thesis will be to ultimately answer the research question by providing a product
returns framework that uses machine learning to take the impact of influencers into account. Based on

the data and research question, the following conceptual framework is employed.

: Sustainabl
Customer , Data Driven . InLlﬁerl'lr:;ir :darketing
Order Data Analysis Framework
Exploratory XGBoost Text
Data Analytics Predictive Analytics
Model
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The conceptual framework highlights the journey the thesis will be taking. The goal of the thesis is to
apply data driven analysis on customer order data in order to assess the impact of influencers on
product returns with the goal of developing a sustainable influencer marketing framework. The upper
branch of the conceptual framework shows the journey described. The moderating features of the
data driven analysis include the various data based models that will be used to produce insights. These
models include exploratory data analysis, using an XGBoost predictive machine learning model, and

Text analytics.

Chapter 3: Research Methodology

The research will make use of quantitative machine learning models in order to assess the impact of
influencers on product returns. The choice for a quantitative method was made due to the nature of the
research question revolving around how machine learning models can be applied and how the results
of machine learning models can be transformed into insights. Since the research question is designed
around the use of machine learning, no qualitative research methods will be utilised, as qualitative
research methods would be more suited for research where the research question can be approached
from a more subjective manner and does not have a clear analytical answer (Mulisa, 2021). A mixed
approach would also not be appropriate as a mixed approach is used for research where the central

question needs a balance between objectivity and subjectivity (Mulisa, 2021).

3.1 Data Collection

The data originates from a research project conducted at the University of Mannheim, and has been
approved to be used for this thesis. The data revolves around orders that have been placed on online
webshops from a Swedish retail company and contains information on the order value, the product
that has been ordered, and if a voucher was used when purchasing the order. In addition, the data
includes the value of orders that have been returned. The product returns data also includes a reason

why the item was returned, which can be a value from a list of options provided by the retailer, or can
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be filled in manually by a customer, allowing for an open field. The data from the return orders is
linked to the general information about an order by a unique “order id”. The next set of data included
is information surrounding customers. Customers can be linked to a specific order by a unique
“customer id” and the information available about a customer includes the birth date, the city and
country the customer lives in, the gender, the zip code, and lastly the first name of the customer. As
mentioned earlier in the ethical research issues, the zip code and first names of customers have been
omitted from the data in order for none of the results to be traced back to an individual. Lastly, the
dataset includes information about influencers. There is information on the username of the
influencer, the amount of posts made, and how many followers and following a specific influencer
has. All the influencer data is taken from the social media platform Instagram, and is linked to a
specific order based on the voucher code that is used when a customer places an order. All the data is
combined into one query in order to facilitate further analysis. The data was collected in a multitude
of countries, hence all the return reason data has been passed through a google translator R package

that has translated all return reasons to English in order to facilitate analysis.

3.2 Research Sample & Variables

The research sample includes information on 267,000 return orders, where 3655 orders are directly
linked to an influencer. There is a sample of 357,000 customers in the data. Customers reside in a
multitude of countries around the world, allowing for the research to not be limited to the behaviour of
customers in a certain region of the world. In addition, 72,000 unique influencers are included in the
dataset who have followers in the range from the low thousands to the multiple millions. Having a
broad range of influencers is important as it allows for analysis on how specific types of influencers

(eg. mega, micro, macro, nano, and nano-nano) impact product returns.

The following variables will be used in the analysis:

Variable Name Variable Origin
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uantit Originates from the Return Table dataset.
y g
Indicates the quantity of items returned.
Type: Numeric
Value Originates from the Return Table dataset.

Indicates the value of the item returned.
Type: Numeric

Price (discount)

Originates from the All Orders dataset. Indicates
the price of an order with discounts applied.
Type: Numeric

Price

Originates from the All Orders dataset. Indicates
the price of an order without discounts
Type: Numeric

Gender

Originates from the All Customers dataset.
Indicates the gender of a customer.

Type: Factor with 4 levels (Man, Woman,
Unknown, Non-Binary)

Number of Orders

Variable created in the All Customers dataset.
Indicates the number of orders a customer has
placed.

Type: Numeric

Returns

Variable created in the All Customers dataset.
Indicates the amount of orders a customer has
returned.

Type: Numeric

Return Rate

Variable created in the All Customers dataset.
Indicates the amount of returned orders divided
by the amount of total orders.

Type: Numeric

Posts

Variable originates from Influencer dataset.
Indicates the amount of posts an influencer has
posted.

Type: Numeric

Follower

Variable originates from the Influencer dataset.
Indicates the amount of followers the influencer
has on social media.

Type: Numeric

Following

Variable originates from the Influencer dataset.
Indicates the amount of accounts the influencer
is following on social media.

Type: Numeric

Influencer Class

Variable originates from the Influencer dataset.
Indicates the class of an influencer based on the
amount of followers the influencer has.

Type: Factor with 5 levels (macro-influencer,
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mega-influencer, micro-influencer,
nano-influencer, nano-nano-influencer).

Return Reason Target variable. Originates from the Return
Table dataset. Highlights the reason why a
product was returned.

Type: Factor with 6 levels (incorrect order, does
not match description, no return reason
mentioned, changed mind, another reason, does
not meet expectations)

3.3 Data Analysis Methods

The initial analysis of the data will include simple descriptive statistics that will aim to highlight key
factors of the data like the type of influencers, and value of product returns. After the initial
descriptives machine learning methods will be applied based on the nature of the data. Due to the
structure of the “return reason” column, data can take the form of a structured return reason that was
listed by a retailer, or it can take the unstructured form which is an open field where the customer can
type out a personalised return reason. Based on the type of data found in the return reason column,
two distinct machine learning methods will be used. All the data where a selectable return reason has
been clicked is separated from the “open field” returns and will be analysed using an XGBoost model.
XGBoost was chosen as it is able to handle unbalanced data better than other machine learning
models (Su et al,. 2018), while also maintaining strong levels of accuracy (Su et al,. 2018). Using the
XGBoost model, the return reason will be predicted using a train and test sample of the data. The
accuracy of the XGBoost prediction will be evaluated through the use of confusion matrices. Lastly,
variable importance will be applied to attempt to uncover which factors of a customer or influencer
are most important in predicting a return reason. Due to the “black box” nature of the XGBoost
model, SHAP variable importance will be utilised in order to add more interpretability to the
XGBoost model. When the return reason is unstructured, text analytics in combination with machine
learning will be used. First, a PCA analysis will be performed to identify principal components within
the text. The next step will be to perform sentiment analysis on the return reasons in order to gauge

the overall sentiment within the reviews. The last step will be to use a Latent Dirichlet Allocation
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(LDA) in order to perform topic modelling which will identify latent topics within the text. The
results that the models yield will be transformed into insights and a product return framework, which

will ultimately answer the central research question of the thesis.

3.4 Possible Research Bias

Due to the data being fully anonymized, there are no avenues of possible researcher bias.

Chapter 4: Results

4.1 Results

General Metrics

The first results that will be investigated are the general exploratory data tables. These results are

meant to provide an overview of the current situation surrounding the product returns and influencers.

Table 1 General Metrics describing the amounts and value of orders and returns

Metric Value

Total Order Value 2,591,580,948
Total Returns Value 102,321,368
Share of Value Attributed to Returns 3.95%
Amount of Total Orders 11,370,505
Amount of Total Returns 572,274
Return Rate 5.03%

Table 1 shows the general metrics revolving around the value and share of returns compared to the

total order value. As seen from table 1, returns make up around 3,95% of the total order value,

totalling at around 102,000,000 Euros. Furthermore, the total amount of product returns are 572,274
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orders which represent a 5.03% return rate based on 11,370,505 total orders. Table 1 provides an
overview of how the ‘company’ is performing in relation to product returns, with the ‘company’
performing relatively well with product returns, as reports by Capital One (2024) highlight that the

current retail return rate sits at around 16.6%.

Table 2 Amount of Influencers per Influencer Class

Influencer Class Number of Influencers
Mega Influencer 225

Macro Influencer 3154

Micro Influencer 18420

Nano Influencer 44116

Nano-Nano Influencer 6513

Table 2 indicates the number of influencers per influencer class. The influencer class with the most
number of influencers is the nano influencer class, which considers influencers with a following of
lower than a 1000 people. As the bar of a 1000 followers is quite low it is expected that the Nano
influencer class is the most populated. The least populated influencer class is the “Mega” influencer

class, which contains influencers with 1 million or more followers.

Table 3 Average Return Rates per Influencer Class

Influencer Class Average Return Rate
Mega-influencer 4.70%
Macro-influencer 8.00%
Micro-influencer 5.82%
Nano-influencer 6.19%
Nano-nano-influencer 6.68%




Table 3 shows the average return rates per influencer class. Table 1.3 indicates that the class with the
lowest rate of return is the “mega” influencer class. Mega influencers having the lowest return rate
can relate to the ideas brought forward by McCormick (2016), Lou & Yuan (2019), and Wang et al.
(2017) of influencer credibility being instrumental in consumers' purchasing behaviour. People buying
from credible influencers are most likely buying products with a higher quality from more reputable
sources, these products are therefore returned much less compared to products that may be promoted
by other less credible influencers, leading to overall lower return rates. Mega influencers having the
lowest return rate allows for the first hypothesis to be accepted. Further connecting to the idea of
credibility, Table 3 highlights the fact that the Nano-nano influencers have the 2nd highest return rate
of all influencers. Nano-nano influencers are influencers with a tiny following, which does not allow
for credibility to be established, which in turn would turn off larger brands from promoting their
products with nano-nano influencers. Another interesting observation from Table 1.3 is the 8% return
rate for macro influencers. It could be expected that the return rate of macro influencers would be
closer to the return rate of the mega influencers due to the idea of credibility being very important,
however, the return rate for macro influencers is the highest of any of the influencer classes. A
potential reason for the high return rate for macro influencers is the misalignment of influencers with
company values and potential “vampire” effects. Firstly, compared to the 225 mega influencers there
are relatively many more macro influencers as they number 3154. The larger number of macro
influencers means that there are many more chances for the influencer to not match the ideals of the
company. Wang et al, (2017) highlight that it is important for the brand to match the influencer as this
will lead to a positive view of the brand and stronger purchasing editions. Furthermore, looking at the
first sub-question, the “vampire” effect is mentioned. Erfgen at al, (2015), explains the vampire effect
as when an influencer overshadows the company they are promoting for, which ends up in lower
brand recall which could subsequently lead to more people returning products that they have
purchased from the brand. Due to the fact that macro influencers still have a large following it is
possible that some influencers in the upper end of followers may be overshadowing the brands they

are promoting for and lead to the vampire effect upping the return rate.

28



The next analysis will look at a simple linear regression with return rate being the dependent

variable.

Table 4 Linear Regression Results

Coefficients Estimate Pr(>|t|)
Intercept 7.663e-01 <2e-16 ***
Quantity 4.623e-02 <2e-16 ***
Value -7.875e-06 0.70

Price -2.205e-04 4.11e-09%**
Price Discount 1.756e-04 1.31e-06%**
Gender: Female 4.797e-02 5.73e-07 ***
Gender: Male 2.710e-02 0.28
Gender: Unknown 9.724e-02 5.92e-05%***
Number of Orders -2.016e-02 <2e-16 ***
Posts 1.984e-07 0.95
Follower -4.643¢-08 0.001**
Following -2.705e-05 0.0003***
Influencer Class: Mega 6.461e-03 0.76
Influencer

Influencer Class: Micro -9.667¢-02 2.30e-14%%*
Influencer

Influencer Class: Nano -6.084e-02 0.0001***
Influencer

Influencer Class: Nano-Nano -6.861e-02 0.009**
Influencer

Return Reason: Changed Mind | 4.384e-02 0.10

Return Reason: Does Not -7.540e-02 0.007**
Match Description

Return Reason: Does Not Meet | 1.086e-01 0.03*
Expectations

Return Reason: Incorrect Order | -8.202¢-03 0.72
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Return Reason: No Reason 1.032e-01 8.12e-08***
Mentioned

Signif. codes: 0 “****0.001 “*** 0.01 “**0.05°.>0.1 "1

Table 4 shows the results of the linear regression on return rate. The regression results can be
interpreted by looking at the estimate of columns where the result is significant. An example is the
“Value” column, if the value of a product went up by 1 unit, the return rate would drop by 7.875e-06,
keeping all other columns constant. Looking at Table 4 in more detail, Griffis et al. (2012) mentions
that the loyalty of a customer is a determining factor for returns, therefore, if “number of orders” is
taken as a proxy for customer loyalty, the regression results in table 4 confirm that loyalty is a
significant determinant of the return rate, with an increase in the number of orders lowering the return
rate. Furthemore, an interesting result is that being Female is significant at a higher level compared to
being Male. The discrepancy in the results for the genders links back to the work by Powers & Jack
(2013) who state that gender plays an important role in product returns and state that males have a
weaker relationship with liberal return policies compared to women. A surprising result is that the
number of posts an influencer has is not significant while the amount of followers and following of
the influencer are significant. The regression results seem to not align fully with the findings from De
Veirman et al. (2016) which indicated that the amount of posts, followers, and following are all very
important dynamics for an influencer and are significant drivers for product returns, while Table 4
only highlights follower and following to be significant. Looking at the influencer class, the classes
that are significant include Micro, Nano, and Nano-Nano influencers; a potential reason for these
classes being most significant in determining returns is the fact that most influencers in the data fall
into these influencer categories. Lastly, looking at the return reasons, the three reasons that are
significant are: does not meet description / expectation, and no return reason mentioned. A potential
explanation for “does not meet description / expectation” to be significant compared to the rest of the
reasons relates to the work by Lv & Liu (2022) regarding “information overload”. Information
overload can be linked to the return reasons of “does not meet description / expectations” as
consumers may be overloaded by information and may therefore not properly read or understand the

description of a product and may have warped expectations of the product they are buying. The
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misalignment of descriptions and expectations may then lead to consumers returning their purchased

products.

XGBoost Model

The next avenue of analysis involves an XGBoost model. XGBoost stands for Extreme Gradient
Boosting, and is a supervised machine learning model that employs the concept of boosting to
transform weak learners into strong learners. The influencer data is grouped into a testing and training
set, while 5 fold cross-validation was conducted on a 100 rounds in order to determine the
hyperparameters to be used in the model. The target variable (Return Reason) is converted to a

numerical variable with the following classification:

Table 5 Target Variable Classification

“Another Reason” Class 1
“Changed Mind” Class 2
“Does Not Match Description” Class 3
“Does Not Meet Expectations” Class 4
“Incorrect Order” Class 5
“No Return Reason Mentioned” Class 6

To answer Subquestion 2, The most frequently mentioned class excluding “No Return Reason
Mentioned” is “Incorrect Order” followed by “Another Reason”, “Changed Mind”, “Does Not Match
Description” and lastly “Does not meet expectations”.

Running the XGBoost model resulted in the following accuracy:

Table 6: XGBoost Metrics

Accuracy 0.88
95% Confidence Interval (0.86, 0.91)
No Information Rate 0.78
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P-Value [Acc > NIR] 2.6e-12

Table 6 highlights that the XGBoost model is performing strongly. Firstly, the accuracy of the model
sits at 88% which implies that the model predicted the correct class 88% of the time. The 95%
confidence interval indicates the range of the true accuracy value with a confidence of 95%. However,
in order to benchmark the accuracy value it needs to be compared to the No Information Rate (NIR).
The NIR indicates the accuracy of the model if all cases were classified as the most frequent class,
which in the case of the research would be “No Return Reason Mentioned”. The NIR lies at 78%,
which illuminates the fact that the XGBoost model performs 10 percentage points higher than the
NIR. A t-test is conducted to test if the greater accuracy of the XGBoost model is statistically
significant. The t-test results in a P-value of 2.6¢-12, indicating that the result is indeed significant,
meaning that the XGBoost model is a significant improvement over the NIR. Overall, Table 6 shows
that the XGBoost model is able to classify return reasons with high accuracy and is a capable model to
employ when dealing with the data, therefore answering the third subquestion.

The XGBoost model is a black box model which can be expanded upon in order to aid
interpretation of the model results. The first set of techniques that are utilised are the variable
importance graphs. The variable importance graphs indicate which variables are the most important in

classifying a return reason.
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Figure 1: Full Model Importance
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Figure 1 highlights the variable importance for each variable in the XGBoost model. Figure 1 is
constructed using the built-in importance function in the XGBoost package. The XGBoost package
calculates variable importance based on “gain”, which represents the gain in accuracy when the
feature is included in the model. Based on Figure 1, the most important two variables are the “Value”

and the amount of returns. The model indicates that the value of an item is the most important in
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determining returns which is an important insight, as companies will need to take the value of a
product into account when determining their returns policy. The importance of the Value is also
almost double the size of the next most important variable showing that it is the undisputed most
important variable in the model. The amount of returns is the next most important variable in
predicting the reason of return, which links back to the work by Griffis et al. (2012) which states that
having returned a lot of items previously can be an indicator for future returns. An interesting finding
in Figure 1 is that the amount of posts an influencer has is more important in predicting the return
reason than the amount of people followed by the influencer or the amount of followers that the
influencer has. The importance of the posts variable can be an indicator to the fact that the credibility
of an influencer is represented to customers based on the amount of posts an influencer has instead of
the amount of followers that the influencer has. The amount of posts could be a proxy for how
involved the influencer is with their follower base and how active the influencer interacts with social
media. Hence, posts can then be a more appropriate measure of trust towards an influencer as
consumers may see an influencer with a lot of posts as more trustworthy than an influencer who has a
huge fan base, but does not interact with the fanbase and posts infrequently. Figure 1 also indicates
that the influencer class does not seem to play an important role in predicting a return reason. The
only influencer classes that show up in Figure 1 are “nano” and “micro” influencers, and the
importance of these variables is minimal compared to the other variables in the model. Influencer
classes having low importance is an interesting result, as the amount of followers has a significantly
higher importance value, while influencer class is based on the number of followers an influencer has.
A potential reason for the wide gap between importance of influencer class and followers can be that
the amount of followers is a measure that captures the actual amount of followers an influencer has
and therefore captures differences in follower count that the influencer class may not pick up on, as
two influencers with a similar number of followers will be grouped into the same class.

Due to the return reason compromise of six different classes, the variable importance
interpretation can be expanded to include the variable importance of each variable for every respective
return reason. In order to highlight the variable importance per return reason, SHAP importance will

be employed.
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Figure 2: SHAP Value Importance per Class
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Figure 2 showcases the variable importance for each of the six return reasons. The variable
importance in Figure 2 is calculated based on the mean of the absolute value of the SHAP value. The
SHAP value is computed by utilising game theory to determine how much each variable contributes
to the prediction that the model outputs. Therefore, Figure 2 is able to illuminate the differences
between outcomes and the different ways that variables may impact a return reason. Firstly, looking at
the importance of “Value”, which has the highest level of importance for the return reasons of “Does

Not Match Description”, “Does not Match Expectations", and “Incorrect Order”. The results of the
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importance for Value do seem to make logical sense, as a consumer would find the value of an item
quite important in the decision to return it if they had purchased the order without understanding the
description or expectations, or if they had incorrectly purchased the item. The importance of the
“Price Discount” variable also stands out, as the importance is driven by the “Does not meet
expectations" return reason. The reasoning for the importance to be driven by “Does not meet
expectations” could be due to the fact that many consumers may have only purchased the product
because of the discount that had been placed on the price, and these consumers have realised that the
product actually does not match their original expectations. The insight for retail companies should be
to exercise caution on which products are discounted, as it may cause a significant amount of said
products to be returned due to consumers only looking at the price and then being disappointed with
the product. Looking at the “following” variable, another interesting observation can be seen as the
importance is driven by the “Changed Mind” return reason. A potential explanation for the
“following” variable importance is that the amount of people an influencer follows is a factor that
determines a consumer's trust regarding the influencer, hence, the customer may be swayed by the
perceived trust of the influencer causing them to change their mind about their purchase. Next, the
variable “returns (amount)” has very low importance regarding the “Does not meet expectations”
class. The reason for the low importance regarding amount of returns, could be that no amount of
previous returns will affect the customer if the product is unable to meet the expectations of the
customer. It is therefore of paramount importance that a retail company is able to have a gauge on
customer expectations in order to reduce the amount of returns. Sticking with the “returns (amount)”
variable, the importance is highest for the “No Return Reason Mentioned” reason, which implies that
consumers who have returned a lot in the past may not be incentivized to indicate a return reason due
to the amount of times they have returned an item. The next variable of interest is the “posts” variable
which is the most important when predicting the “Changed Mind” return reason. The “posts” variable
could again be a measure of influencer credibility,implying that a perceived lack of credibility can
cause consumers to change their mind about a product that they have bought due to influencer
promotion, as they do not invoke enough trust in the credibility of the influencer, subsequently not

trusting the product as the right purchase. The results of the “posts” and “following” variables in
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Figure 2 further reinforce the importance for companies to choose credible influencers that will lead
to consumers trusting the products they are purchasing and not change their mind about a purchase
and return it. The next variable of interest is the “follower” variable which has the most importance
for the “Does Not meet Expectations” return reason. A potential explanation for the importance of the
“follower” variable is that consumers may expect a lot from products that are endorsed by high profile
influencers that have a large amount of followers. However, once these products are purchased, the
consumers realise that the product does not match the expectations that may have been perceived
when the item was promoted by the influencer. Due to the discrepancy between expectations,
consumers may want to return the product. Lasty, the “Quantity” variable is most important in
predicting the “Another Reason” and “No Return Reason Mentioned”, which could imply that
consumers that return a large quantity of items do not put down a specific reason for why the product
was returned. A reason why consumers may not put down specific reasons for returns with a high
quantity could be that multiple reasons are actually at play as they are returning more than a single
product. Retail companies should therefore review the returns process and investigate how to optimise
the return reason selection when multiple products are returned.

The last interpretation technique that will be utilised will be zooming in on the decision trees
that make up the XGBoost model. XGBoost is a combination of decision trees, however in order to
aid interpretation of the model individual decision trees can be shown to highlight how the model is

able to predict a result.
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Figure 3: Decision Tree (0) from XGBoost model
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Figure 3 highlights the first decision tree used in the XGBoost model. Figure 3 aims to highlight how
the XGBoost model is able to make predictions by indicating the decisions the model takes to arrive at
every leaf in the tree. Every tree in the leaf has a value which indicates if the leaf increases / decreases
the predicted probability of a class, and a cover value which indicates the weight of observations that
fall into each leaf. The decision tree shown in Figure 3 is the “0” tree which is the first tree generated

by the model.
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Text Analytics

The following section will look into the open returns where customers were able to type out a custom
reason as to why a product was returned. In total 222 reviews fall in the “open” category. The
following section will apply Principal Component Analysis (PCA), Sentiment Analysis, and LDA
topic modelling in order to uncover the customer sentiment surrounding the products they are
returning.

The first model that will be presented is a PCA model. The first step in a PCA model is to
determine the number of components that will be used in the model. In order to determine the number

of components a scree plot is used.

Figure 4: Scree Plot for PCA Analysis
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Based on Figure 4, the point at which the percentage of explained variance starts to drop drastically
(the elbow of the graph) is at around the second dimension. Therefore, two dimensions will be

selected for the PCA analysis.

Table 7: Top Words per Component

Component 1 Component 2

Word Loading Word Loading
Holder 1.39 Charge -1.24
Card 1.39 Doesn't -0.74
Mount 1.38 Card 0.67
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Vent 1.38 Holder 0.67
Car 1.38 Mount 0.66
Phone 0.7 Vent 0.66
iPhone 0.7 Car 0.66
Fall 0.69 Charger -0.63
Attach 0.69 Qi -0.62
Easy 0.69 Match -0.6

The results from Table 7 are quite mixed. Certain words like “Card”, “Holder”, and “Vent” appear in
both components, however the loadings indicate two main points of interest. Firstly, component 1
seems to relate to phones and how they can be mounted in cars, while component 2 seems to load
negatively on words relating to chargers. Table 7 seems to indicate that people are writing reviews that
mention phone holders and chargers, which may be items that are frequently returned by customers.
For the case of phone holders the issue seems to lie around the idea of mounting the phone within the
holder and the fact that the phone is falling out, while for the case of chargers the issue lies in the
quality of the charger which may be faulty. Overall, Table 7 allows for an overview of some of the
specific reasoning that customers have when they elect to return products.

In order to gain a more detailed insight of the consumer sentiment regarding product returns,

sentiment analysis will be conducted.

Figure 5: Most frequent negative and positive words based on ratio of word frequency
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Figure 5 indicates the most frequent negative and positive words based on the ratio of the word

frequency (positive / negative). The most negative words seem to relate the most to accidents / wrong

orders and the issue of charging. The most positive words seem to relate to mounts and holders in

cars. Some key insights that can be extracted from Figure 5 is that consumers explicitly mention when

a product is not up to quality standard, which is being done with the issue of chargers. In addition the

top two most frequent negative words are “wrong” and “accidentally” which could be referring to

accidental orders that are being placed. It is therefore important to investigate orders that are marked

as incorrect in order to have a better understanding of what is causing customers to purchase incorrect

orders, in order to further lower the amount of product returns.

Lastly, to get more insights on the topics that are being mentioned in the open reviews, LDA

topic modelling was performed to garner more insights on the topics being mentioned in the open

reviews.

Figure 6: Top 10 Terms for LDA Topics
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Figure 6 indicates the top 10 most frequent terms in each LDA topic, using Figure 6 the two LDA
topics can be classified and described. 2 LDA topics were eventually chosen as they resulted in the
most interpretable topics. Figure 6 adds more context to the previous PCA analysis as Topic 1 seems
to relate to the idea of charging. However, the most frequent word is “doesn’t” which may indicate
that consumers are complaining that their iPhones and Samsung Galaxy phones are not charging and
do not fit with the accessories that they are buying. Topic 1 seems to relate to the return reason of
“Does not meet expectations” from the XGBoost model discussed earlier, as consumers are
specifically mentioning quality issues of products they are buying. Topic 2 seems to focus on the

quality of phone holders. Frequent words mentioned in Topic 2 include “holder”, “mount”, “car”, and

“protect” which signifies that these consumers may have returned their orders due to the lack of
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quality of the car holders/mounts they have bought. Once again the main issue that consumers are
expressing is the functionality of products that are being bought which do not match the expectations
that consumers have of these products. It is therefore important to ensure that influencers are
promoting products that are of high quality and do not risk this level of discrepancy in customer
expectations and the real functionality of the product. The overall sentiment of the open reviews

relates to complaints consumers have with the products they are returning, answering subquestion 4.

Chapter 5: Conclusions and Recommendations

Chapter 5 will aim to compare the key findings of the results section to the key findings of the
literature review, review the hypotheses and subquestions, and ultimately answer the central research

question. Lastly, further recommendations and limitations of the research will be discussed.

5.1 Comparison of Key Findings

Looking back at the literature review there were a selection of key findings. Firstly, machine learning
methods are seen as accurate models that are appropriate to be employed for understanding customer
returns data (Joshi et al, 2018), (Li et al, 2018), Cui et al, (2020), Purba & Tan (2023). While machine
learning models are seen as accurate, environmental assessment methods like LCA and MFA are less
sophisticated and currently do not adequately account for the impact of product returns on
sustainability (Hagelaar, 2001), (Laner, 2014). Zooming in on the actual product returns, the key
findings were that certain aspects of influencers affected whether or not customers would trust the
product that they are purchasing. The main aspect of influencers arising from the literature is the
aspect of trust, with trust determining whether or not an influencer promotion will be successful (Lou
& Yuan, 2019), Trivedi & Sama (2019), McCormick (2016). While influencer credibility is a main
factor, other factors like gender, follower counts, and information overload all play a part in the
decision whether a customer will return a product (Stephen, 2016), (De Veirman et al., 2016), (Powers

& Jack , 2013), (Griffis et al., 2012).
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Next, the key findings of the results chapter will be discussed. First, looking at the results of the
XGBoost model, the accuracy of the model is deemed high and significant, showing that the use of a
machine learning model was an appropriate approach to predict the reason for a product return.
Further zooming in on the actual return reasons, it is clear that certain aspects of influencers play an
important part in determining whether a product is returned or not. According to Figure 2 it is clear
that the amount of people an influencer is following seems to be important in predictions where the
return reason is “Changed mind”. In addition, Figure 2 indicates that the amount of posts and
followers of an influencer were also of high importance in predicting the return reasons of “Changed
mind” and “Does not meet expectations”. In addition to aspects surrounding the influencers itself,
factors like the value of the products being returned and whether products are discounted are of the
most importance in predicting whether a product is returned. Looking at the Text analytics section of
the analysis, the main point of discussion that emerges is the apparent lack of quality in certain
products that are being sold. Consumers feel the will to write out custom return reasons to express the
issues with the quality of products that they have bought, further emphasising the importance of the
“Does not meet expectations” return reason.

Evaluating both sets of key findings uncovers various similarities. Mainly that influencer
aspects like followers, following, and number of posts are important in predicting the reason for a
product return. However, some of the main differences are that the gender of consumers does not play
a large role in predicting return reasons, the value and discounts of an item seem to be the most
important factors in determining the return reason, and that the return reason of “does not meet

expectations” seems to be the most prevalent return reason.

5.2: Hypothesis Review

This section will aim to reject or accept the hypotheses that were constructed before the analysis stage

of the research.

45



Hypothesis 1: Mega Influencers will have the lowest effect on returns.

The hypothesis can be accepted. Firstly, mega influencers had the lowest return rate of any of
the influencer classes (see Table 3) highlighting that customers that purchase goods promoted by
mega influencers return them less frequently than any of the other influencer classes. Furthermore,
within the XGBoost model, mega influencers do not show up as a contributing factor in determining
the return rate, which could indicate that there are not enough instances of returned goods being
promoted by Mega influencers, and therefore they are not significant in predicting the return reason.
Overall, the results of the thesis correspond to work by (Lou & Yuan, 2019), Trivedi & Sama (2019),
McCormick (2016) regarding the importance of influencer credibility in keeping the amount of

returns low.

Hypothesis 2: The return reason with the highest importance in predictions will be “did not
meet expectations”

The hypothesis can be accepted. The idea behind the hypothesis was based on the work by
Powers & Jack (2015), which mentions that customers feel emotional dissonance due to the products
they are purchasing not matching the expectations. Based on the results of Figure 2 and 6 it seems that
the return reasons of “Changed mind” and “does not meet expectations” are the most important.
Figure 2 shows that the return reasons of “changed mind” and “does not meet expectations” have the
highest importance for the most amount of variables, while Figure 6 further highlights that the open
return reasons are centred around the issue of unexpected poor quality, which relates to the return
reason of “does not meet expectations”. In addition, Powers & Jack (2015) highlights that the feeling
of emotional dissonance is stronger for males compared to females, which can be seen in Figure 2 as
the “does not meet expectations” return reason has a higher importance for females compared to

males.
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Hypothesis 3: The sentiment of the “open” return reasons will be product centred

The hypothesis can be accepted. Based on the results in the text analytics section, it is clear
that the open return reasons were centred around two of the products being sold and the apparent lack
of quality and compatibility these products had. The open reviews allowed for a detailed view into the

consumers mind regarding the specific characteristics of products that cause them to be returned.

Hypothesis 4: The amount of followers an influencer has will be the most important influencer
feature in predicting return reasons

The hypothesis can be rejected. While the idea of influencer credibility on the whole is shown
to be a driving factor in determining the reason of a product return, the feature of influencers that
acted as a proxy for credibility turned out to be the amount of people an influencer themselves follow.
Looking at Figure 2, the variables of following and even posts rank higher in terms of influence on the
return reason than the amount of followers the influencer has. It seems that posts signify how active
the influencer is on social media which allows for higher trust in the influencer, while the amount of
following the influencer has represents the amount of credibility an influencer invokes on the

customers.

5.3 Central Research Question

Looking back, the central research question of the thesis is:
To what extent can machine learning models promote sustainable influencer marketing

In order to evaluate the central research question, an XGBoost model combined with the text
analytical tools of PCA, Sentiment Analysis, and LDA topic modelling were employed to evaluate
how machine learning can aid in promoting sustainable influencer marketing. Based on the findings
from Chapter 4, the central research question can be answered. Overall, machine learning allows for a
detailed overview on which factors regarding influencers are important in minimising the amount of
returned products, while machine learning models within text analytics are able to uncover specific

product features that drive consumers to return products. However, in order to properly make use of
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the results, a framework needs to be established that can guide companies to make an effective choice

of influencers that promote their products, in order to lower the amount of product returns and

ultimately exercise more sustainable business practices.

Figure 7: Framework for Sustainable Influencer Product Promotion
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Figure 7 showcases a framework that companies can make use of in order to select

influencers that will minimise the amount of product returns and lead to a more sustainable promotion

of products. Firstly, the product needs to go through the product considerations which include the

value, quality, and discounts. As seen from the results section the value of a product is the most

important reason in predicting the return reason, which implies that companies need to decide whether

high value products will be promoted by influencers as consumers may easily make the decision to

return those products compared to lower value products which may not be a priority for return in the
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eyes of a consumer. Furthermore, the text analytics section of the results indicated that the quality of a
product is very important for returns, as the open return reasons were centred around the lack of
quality of the products being returned. Therefore, if a company decides to promote a product with an
influencer, they need to be wary of the fact that the product having low quality can easily lead to
higher returns. Lastly, discounts need to be monitored carefully. Figure 2 highlighted that discounts
are very important in determining the return reason, which can imply that consumers are just
purchasing the product due to the discount and then returning the product when they realise it does not
suit their needs. Therefore, companies need to be careful when applying discounts as it can lead to a
significant amount of future product returns. Next, the influencer considerations need to be applied.
As seen from Figure 2, the influencer features of posts, follower, and following are able to represent
the trust people put in an influencer, and consumers having the trust of influencers they are purchasing
from aids in lowering the amount of returns. Therefore, companies need to approach influencers with
a large follower base that are frequent posters on social media, as these types of influencers are going
to garner the most amount of trust from consumers. Combining the product and influencer
considerations will allow companies to promote products with a certain set of influencers to actively

reduce the rate of product returns and achieve more sustainable business practices.

5.4 Recommendations for Future Research

The main avenue for future research is to zoom in on the product level and aim to determine specific
product features that drive specific return reasons, and which types of products are most likely to be
returned. There is a plethora of different types of products and being able to narrow down the specific
products that are most likely going to result in a certain return is beneficial information for any retail
company. Further analysis could include taking shopping baskets of customers and predicting the

specific products that are most likely going to be returned.

5.5 Limitations
The primary limitation of the research related to the limited amount of observations where a customer

purchased a good with a specific influencer discount code. Most of the observations did not have any
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entered discount codes which did not allow for the observation to be connected to a specific
influencer. If more observations were present then the machine learning models could be further
optimised to produce more accurate results that may have given additional insights that were not
discovered by the models used in the thesis. It is likely that a significant amount of people who were
actually influenced by an influencer either forgot or did not use the influencer discount code, leading

to a group of consumers not incorporated into the research while they should have been.
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Appendix C: R Code

Thesis Code Annotated

2024-07-13

#loading Libraries
library(polygletr}
library(dplyr}
library(caret)
library(tm)
library(SnouballC)
library(xghoaat)
library(ahapwiz)
library{iml}
library(treashap)
library(geplotl)
library(tokenizera)
library(tibble}
library(tidyverse)
library (tidytext)
library(SnouballC)
library{tm)
library(stringi)
library(gerapel)
library(wordeloud}
library{quanteda)
library(caret}
library(amacaf )
library(ggfortily]}
library (ggthemes)
library(factoextra)
library(tidye])
library({lubridate}
library(alam}
library(LDAvia}
library(serve)
library(textelean)
library(topicmodels)
library(textminafl}
library(ayuzhet)
library(sentimente)
library(progress)
library(Diagrammef)

#lata Leoading

M'!.ud{".-"UbI::s)':}'aJJ_'EE:LE'[-:d.."DuSh".uy.f:"mﬁte: T*.Ll}sidfﬂuding.-"?zquLL Raturng”)
#5etting the working directory

AlY_Orders <- read.cav("Ai11 Orders.cev") #Reading the dota in

Return_Table <- read.csv("Return_Table.cav"} #Reading Lthe dote in
influencer_category <- read.cav("influencer_ cetegory.cev") #feading the dats in
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All_Cuptomars <- read.cev("All_Customers.cav") fReading the data im

Return_Table <- Return_Table B>}
diatinct [orderId, .keep_all = TRUE) #Heeping all diztimcl reluwrn orders

#lata Mondpulotion
final data <- merge(Return_Table, A1l _Orders,

by.x = "prderid",

by.y = "orderid")
#Merging the relurn Lable wilk the all orders fable
orders <- aggregate(orderid - customerId, date = All _Ordere,

FUN = lemgth) #Making o tabie of all erders per customer id
names (ordera) [nanes (ordera) == "oprderid"] <- "number of orders”
#Changing nomes of colusms
Return_TableforderId <- as. nuseric{Return_TablejorderId)
#Changing the type of the orderid
returng <- aggregate(orderld - cuatomerId,

data = final data, FUN = length} #Making a fable of all
Horders per cusiomer id from the merged data
names (returna} <- c("customerld", "retorne®} #Chenging the nowmes of columhs
order _comb <- merge(ordera,returns,

by = "customarId®,

#ll.x = TRUE) #merging the orders and returns lables
order _corbSreturna[is.na(order combfreturns)}] <- 0
#ietting all n/a values [o zero
order combfreturn_rate <- order combireturns/order_comb$ number of orders”
#Making o return rate vardable in order comb
All_Cugtomers <- merge({All Customers, arder_comb[,c{"customerld”,

"nunber of orders",
"returna’ ,"return_rate"}],
by = "customerlid", all.x = TRAUE)

#erging the all_customers and order_comb data
All_Cugtomeras$ number of srders” [iz.na{ill_Customers$ nusber of orders )] <- 0
#setting all nfa values Lo zero
Al _Cugtomersfreturns [is.nalAll _Customersfreturns)] <- 0
#Setting all nfa values fo zero
A1l _Cugtomerafreturn_rate[is.na(All_Custemersgfreturn_rate)] <- 0
#Setting all nfa values to zero
final date <- merge(final data, All_Customers,

by.x = "guatomerId",

by.y = "custonerId"} #Merging final_data and #11_Customers
final dats_no_in <- final data #meking & copy of the final data data
final data$voucher <- tolower(final_ datafveoucher)
#aking the voucher coluwn lowercase
influencer categorySprofile pame <- tolower{influencer categorySprofile name)
#iMaking the colusn lowsrcase
final dats <- merge(final data, influencer categery,

by.x = ("voucher"},

by.y = "profile name") #Merging the final data and
#influencer cotegory data
final dats <- gubzet(final data, select = -c{firstHame X, zipCode))
#Removing unneceszary colums for privacy
fimal date_na_in <- subset{final data_ne_in, select = -c{firactName, zipCode})
#Removing unneceszary columms for privacy
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names (final dats) [nemes (final data) == "comment"] <= "return_reason”

#Henaming columm

names (final data_noe_in) [names(final data _ne_in) == "cemment”]

€= "retorn reason"

FRenaming columm

final datafreturn reascon[final datafreturn_reasen == "null”]

<= "po return reasoh mentioned"

fleplacing null values

final data_ne_inSreturn_reason[final dats_no_infreturn_reagon == "null"]

©= "né return reasoh mentioned" #Replacing mull valuwes

All_Ordersfvoucher <- tolower(All_Orderafvoucher) #Making the coluss [owercase

influencer categorySprofile name <- tolower{influencer categery$profile name)

#Making the column lowsrcase

order_inf <- merge({All_Orders, influsncer_ category, by.x = “voucher®,
by.y = "profile_nams")

#Merging the all_ ovrders amd difliencer caleéegory datla

order _inf <- merge(ordar_comb, erder_inf, by.x = "customerld",
by.y = "customerld®}

MMerging the order comb ond order_inf data

order_inf <- merge({order_inf, All_Custemers[e{"country”,"customerld”]],
by:x = "cugtomerld®, by.y = "cuEtomerld")

#Merging the erder dnf and Al_customers data

final data$return ressen <- gaob(®. +Return Heessan: ", "%,
final datajreturn_reasan)
#Formalting the return resson
reasons_translated <- gapply(final datafreturn_resson,
funetion(x) google tranalate(x,
target_language
= Man®)}
#Applying the google translote function to the relurn ressons
final data$resasons translated <- reagons translated #ddding the fransleted colueom
final date ne_ inSreturn_reason <- geub{". sReturn Reasom: ", "',
final date_no_inSreturn_reason)
#Formaliing the return resson
reagons_tranalated? <- sapply(final data_ne_infreturn_reason,
funcetion{x) google translate(x,
target language
= Han®})
#pplying the google transiale function to the ralurn Teasons
final date_ns_inSreasons_trapslated <- reasene_translated?
#ldding the transloled coluom

final dataSreagons translated <- tolower(final dataSreasone_translated)
#Making the column lowercase
other _reviews <- cf) #aking o table
other revieus_id <- c{) #Making o table
count = 1 #Setiing a count wvariable
for (% in final dataSreasons_translated) {
if {grepl(" (7i) (another|other) [[:epace:]1] (reason|cavze) [[:epace:]]17- =, 213 {
other _reviews <- clother_reviews, x)
other reviews_id <- c{other revieus id, final dataforderId[count])



¥
count = count + 1
T wddding all "other reason” reviews dnd thedr ids fo tables
other reviews_df <- data.frame{orderld = sther_reviews_id,
reasons_translated = other reviewa)
#Heombining ftables to make o dots frame

actual reagen <- subset (final data,
lgrepl ("no return reascn mentioned", reagons tranelated) &
!{reasons_tranalated {in) other reviews))
#toaking o subsed of fhe dats where the relurs ressom £4 nod
"no return reagon mentloned"
actual reagonfreasons _tranalated <- tolower (actual ressonfreasons_translated)
"Making the column lowercase®

reasen categaery <- fanctisa(group reasen) {
group ressaon <~ gtringi::stri trans general (greup ressen, "Latin-ASCII™)
group_reason <~ geub(" [\u2008]%, "*, group reazon)
if {grepl{"wrong order|ordered the wrong productlordered wrengl
refunded in paypal|faulty order",
group_reasoen, ignore.cage = TEUE)}) {
return("incorrect order")
¥ eles if (grepl{“dees net fit the descriprion|
doee not mateh deseription|dsesn't mateh the description]
doss not mateh product deseription/images|
doesn't mateh the product descriptionfpictures”,
Eroup reamon, ignore.cese = TRUE}}
return("does not match description"}
} eles if (grepl{ regret purchese|i changed my opinieon|
i changed my mind[i regret my purchesae",
group_reagon, ignore.case = TRUE)} {
return["changed mind®}
F ales if (grapl{“dessz net Heet my axpectations ‘{e\\.g\\.
function, qualityi)|
does not correspond te my waluea Wy (eW'.gl\.
functionality, gquality’\y)|
did not meet amy valuoe expectation ‘WA (eh\.ghh.
functionslity, qualityi\i®,
group_reagon, ignore.case = TRUE)} {
return ("does not mest expectations"}
F elea {
return (“ancther reagon")
¥
T wFunetion that cleans wp a string of text and groups Che fexzt into different
#refurn reason cotegories,

final datafreagon_grouped <- ifelas(final dataferderld Jin) actual reasonforderld, sepply(final datafre
#dppiies the resson prouped fumelion fo sirings 4f fhe orderid motches an
#order id in the aclual_resson table

Hinalysis
order _value <- sum{All OrdereSprice, na.rm = TRUE)
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#Calculates the total value of the orders

amount_of orders <- sum(A]l]l_Customered number of orders )

#laleulotes the total amount of orders

ampunt_of returng <- sun(ill_Customersfreturns)

#laleulotes the total amewnt of returns

returng_value <- sum{Aeturn Table3Value, na.rm = TRUE)}

#laleulates the total value of relurns

returne_percentage <- {returns_value/order wvalue) = 100

#lalculates the percentage of reluras

return _rate gen <- (amount of returne/ascunt of ordere) + 100

#laleulotes the amount of relurns pver the amotnt of orders

crder _valus

general table <- data.frame{Metrica = e{"Tocal Order Value®,
"Total Returna Valua",
"Ehare of Valus {(Returss) T
"Apgust of Total Orderse®,
"Ascunt of Total Returns"™;
"Raturn Rate"),

Valuea = e{order_walue, returns_value,
returns_percentage,
amount_of _orders,
amount _of returns, return rate_gen))

#lreates a data frame with all the measures
general tableiValues <- format{gemneral tablefValues,
gcientific = FALZE, big . mark = " "}
#Formabes the values to scienlific motatdion
general table #Fdisplaoys the fable

#Amount of Influencers per Type

influencer _n <- tabla(influencer category$influencer class)
#ereates a fable of of influencers per class

influencer n Fdisplaye the tabls

#dmornd of Returns and Aefturn Rale per Influencer Category
returne_per_inf <- aggregate(returne - influencer_class,

data = final data, FUN = sum)
Wcaleulates the awount of returns per influencer class
returng_per_inf #0spleys the table

rate _per inf <- aggregate(return rate - influsheer clags,
data = arder_inf, FUN = mean)

#lalculates the average return rate per influéncer class

rate_per_ infireturn rate <- rate per infireturn rate + 100

#Makes Lhe returt rale 4 percentage

rate_per_inf #Displays the lable

#Turn chr dnte factors

final datafeountry <- as.factor(final darafeountry) #Turns column inlo faclers
final datafgender <- az. factor{final dataSgender) #Turmsz coluwen ints factors
final datafinfluencer class <- as.factor{final datafinfluencer clase)

¥Turns coluns into factors
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order _flag <- other_reviews dfforderId

#5bores the order Id of all orders in the ofher reéviews dala [rame

final data_snalysis <- final data[!final dataforderId ¥in} order_flag,]

#Hemoves all "other” orders from Che fdoml dats datozel and assigrs o mew datazel

final data_snalysisfreagon_grouped <- as, factor{final date snalysis$
reason_grouped)

#Turns the columi info 4 focdor

table{final data_analysizfreasen_grouped) #Frints o table of all relurs reasons

linear modelt <- lm(return rate - Quantity + Value + price # priceDiscount +
gender + “number of orders”
peeta + follower + follewing =+
influencer _class + reason_grouped,
date = final date _snalysis) #Linesr regressicon

summary(linear modalt]) #Prints Lhe summiry of Lhe regressdion

#IGHoest Imfinencer Data
final date_snalysis <- subset(final data snalysis,
select = -c(reasons_translated, neusletter,
city, birthDate,
ak
paymentDescription, nane,
orderfate, return_reason, voucher , orderId,
#Removes all coluwms nol appropriate for IGHoost
final date snalysisSreason_grouped <- as. integer{final data analysie$
reason_grouped) - 1
¥Turning resson_grouped (o & nueerical varioble
final data_snalyasie_dum <- model matrix{reasen_grouped -.,
final data_analyaiel) [,-1]
MMaking all factor varfables inte dumsy vartables

final data_snalysis_target <- final data_snalysisSreasen_grouped
#5ets the largel wvardiable

gat.aesd(TTT) #Setting the seed

sample_size_index <- createDataPartition(final data snalyeis _target,
p = .B,list = FALSE, times =1}

#reates a fest and fradn sample

XG_inf train <- final data analyeis dum[essple size_index,]

#allocating daota Lo sample

AG_inf test <- final data _asnalyeis dus[-sample_size_ index,]

#allocating data Lo Zample

XG_int trainlabel <- final data analysis target[zample size_index]

#allocaling data Lo sample

XG_ind testlabel <- final data_snalyeis target[-sssple size index]

#allocating data fo sample

AG_inf train matrix <- xgbh.DMatriz{data = XG_inf train,

label = XG_inf trainlabel}
#Making o brain mairiz
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XG_inf test matrix <- xgh.DMatrix(data = XG_inf test,
lebel = XKG_inf teastlabel)
#Making o Lest matric

params <- liat{

objective = "multi:scftmax™, # Saftmz for mulli-class classification
nur_clase = length{unique(final data_snalysis_target)), & Number of classes
aval matric = "mlogloga",

tres method = “hist" & Use kistogros-based algovithm

#iats poarometers

ot

param_grid <- sxpand.grid(
max_depth = ¢(3,6,9),
eta = e(0.01, 0.05, 0.1, 0.3), # Learning rate
gamme = e{d, 0.2, 0.3), # Minimuw loss reduction
colsanple_bytrae = ¢{0.5, 0.7,0.9) . # Subsample ratio of columisz
min_child weight = e{1,3,58), # Minimuw suw of instance weight

subgample = ¢(0.5, 3.6,0.7) # Subsample ratio of the Lrafning instence

Tt

wSets paramterers

grid_search_xgh <- function{param grid, train data, nreounds, nfold) {
parameters_Lto_use <- NULL
pecuracy <- 0 #makes o grid search funclion

for (i im l:nrow(param grid)) {
parameters <- as.list(param grid[i, ]J
parapeterafobjective <- "multi:softprob"
parameterafous_clage <- length{unigue(final data_analyeis target)}
parapeterafeval metric <- "mloglosa’

# Crozs-ualidalion

ev <= xgh. cv(parans = parametars,
data = teaie_data,
nrounds = nrounds,
nfold = nfeld;
verbogs = FAL3E,
predietion = TRUE)

accuracy check <- max{cvSevaluation legftest mloglosa mean)

if (accuracy_check > accuracyl) {
mocuracy <- accuracy check
parameters_fo_use <- parameters
¥
¥
reaturn{list{beat _params = parameters_to_use, best_accuracy = accuracy))
} #Function to perform 4 grid search and find id=al paramebers

# Perform grid search
grid_search_results <- grid_search zgh{param grid,
XG_inf train matrix,
nrpunds = 100, nfeld = §)
#5toras the grid seareh results
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¥ Prinl the besti paramelers and aceuracy
print (grid_seaveh resultafbest _parame) F5teres the pdrameters
print{grid_search resultaibest_accuracy} #5tores Lhe grid search accuracy

paramsd <- liat(
objective = "multizaoftmax™, # Softmox for multi-class classification
oum_clase = length{unique({final data snalyeis_target)), & Number of closses
aval metric = *mloglossd”,
tree method = “hist",
max_depth = 3,
eta = 0.01,
gamma = 0.2,
colesmple bytree = 0.5,
min_child weight = 5,
subsample = 0.5

Tt

#New sel of parcmelers

ugh_model _inf <- xgh.train{

pArams = pAFAmA,

data = XG_inf train matrix,

nreunds = 100,

watchlist = liast({val = XG_inf teat matrix, train = XG_inf_ train matrix),
early_satopping reunde = 10,

werboge = 1

#lraining Che XGSoost modsal

.

xgh_model inf pred <- predict(xgbh_medel inf, XG_inf teet matriz)
#IGModel predictions
xgb_medel inf pred fac <- factor(xgh model inf pred,
lavela = 0: (lengthi
upnigue (final data_analyeis_target)]} - 1))
#Turns Lhe predictions back into o facter
xgb_model _inf pred labels <- factor(XG_inf testlabel,
levele = 0:(length(unique
(final data analyasis_target})
- 1}}
#ddds lapels to Che prediciton

xgh_medel _inf_confusion matriy <- confusionMatrix(xgh model inf_pred_fac,
xgb_model inf pred labels)

#reates o confusion matbriz

print (xgh model_ inf confusion matrix) #Frints Lhe confusion malriz

xgh_model inf impertance <~ xgh.ispertance(model = xgh_model inf)
#Caleulates the tmportance per veariable
xgb.plot. importance (xgh _model inf importance} #Prints the varfable imporlonce

ghap_inf <- shapviz(xgb_madel inf, X _pred = XG_inf train)
#laleulotes the skap fmportance
&v_importance(shap inf, show_numbers = TRUE} #Frinfs the shap imporionce

%gb.plot.trea{model = xgh model inf, trece = 0]
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#Plotes Che firsd decision free of the XGHeost model
xgb.plot.trea{model = xgh model inf, trees = 2]
#Plots Che third dectision tree of the XGHoost model

#Text analyfics Influencer Data
text _preproceasing sentisent <- function(z) {
x <= gaub('“octher reagon =“\&+| another cauge -\\a@+| other cause =\)as
| "another reasen -\hee', "', x, ignere.case = TRUE)}
4= gaub('hreph\S+\h\es' ', 2] F Remove UHLs
<= gaub(#\NEH, ', x)} # Remove hashiage
gaub{'< «7x' ' x} @ Remouve HIML tags
<= jeenv(x, "UTF-8", "ASCII", aub = "") # Remowe amojfiz
<= gaub (' [0-9]+', '', =) # Remove mumbers
% <= tolower(x) # Convert fo lowercasze
returnix)
} #Creates o function to clean the text for later sentiment analysis
gentiment_inf <- mutate (other reviews_df,
clean reviews = text preprocesging sentiment
(reapone_translated})
#applies the preprocessing function lo the reviews for seniiment onalysis

HoHHdHH
A
i

text_preproceaging main <- function(x) {

x <= gaub(' [[zpunct:]11°, ' ', %) # Remove punciustion, add space

x <= gaub("" [[:apace:]]+|\\a+$", "*, =)

# Ramove leading and frailing whitespaces

x <= gaub(' +', ' ', ¥) & Removwe exira whitespaces

x &= gaub('[[:entrd:]]', '', %X} & Remove controls and special characlers
T #Creafes a4 function to clean the test

non_gentiment inf <- sutate(other reviews df, clean reviews = text_preprocessing sentiment(Fessons_Lram
Wipplies the preprocessing function Lo the reviaws
non_sentiment_inf <- mputate(non sentiment inf,
clean_reviews = text preprocessing main
(clean _reviews))
#ipplies the preprocessing funclion bo the reviaws

data{atop words) Floads oll stopwords
run_slow_parts <- TRUE #Filiter to run the following funcfion orF not
if (run_sleu_parta) {
e-t
¥ For evéry roo reémove paris that are mof meandnglul from the column Review
for (j im l:nrow({non_sentiment inf}) |
stepmed_Reviewd-anti_join({non_sentiment inf[j,
]
Wl unneat _tokens{word,clean reviews,
drop=FALSE,te_lower=TRUE} )
,Btap_wards)
stemmed_Review<- (word3tem(stemmed Review[,"word"], language = "parter"})
non_gentiment_inf[j,"st revieu"]<-paste({stemmed Review) , collapse = * "}
¥

# Save cleaned ond stemmed dotaset
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save(non sentiment_inf, file = “"non_sentiment influencer Rdata®™})
T elae {load{file = "non_sentiment_infloencer™]
} #Fumnction to atewm fha words within the reviews

review_tdm <- non_sentiment _inf >} unnest tokens (word, st _reviewd) H=Y
count (word, arderId, sert=TRUE} YrYfungroup()¥>Reast_tdm(word,crderId,n}

#reates o ferm document malris

counts <- rowSums(as.matrizi{revied tdn]}) #Counts Lhe sus of rows

sortedcount <- counta K> sort{decreazing=TAUE] #Scris the counis variable

mwords <- 162 #5ets Che omounl of words in the reviews

sortednames <- pames(sortedcount[1:nworda]) #Soris Lhe nomes

review_dtm <- tireview_tdm}

#Transposes the term document malriz Lo o document ferm malriz

pea_non_sentiment inf resulte <- preompl{review_dem, scale = FALSE, ramk. = 40)
#Performe PCA amalysiz

fyiz_sereeplot{pea non_gentiment inf resulta ncp=20) #Prints o sereeplol
neonp non_gentiment inf<-2 #Sets the amount of components

axeglist <- «{1, 2}

fyiz_pea war{pea_non sentiment inf resulte, axes=axeslist
Jgeam. var = e{"arrow®”, "text")
jcol.var = "gontrib®, & Coler by comtribubioms to fhe PC
gradient.eola = ¢("#OOAFEE", *HETBADO®, "AFCAEQT"), # colers to unse
repel = TRUE ¥ dvoid text overlapping

) #Prints the two components om a grpahk

ravloadinge <- pea_pon_sentiment_ini_resultafrotation[sortednanes,
1:nconp_non_gentiment inf]

pi

diaglpea_non sentiment_inf resultsfsdev,

neomp_non_sentiment inf, ncomp_non_sentiment_inf) #Caleulates the loadings
rotated_non_sentiment inf <- varimax(rawloadings) # rotate [eading matriz
pca_non_gentiment inf resultsfrotation <- rotated non gentiment infSloadings
# Soues the rotated results
pea_non_sentiment inf respltefx <- scale(pea_non_gentiment _inf resultaf
x[,1:ncomp non_sentiment _inf]) Wsi
rotated non_sentiment inffrotmat #Scoles the rolofed loadings

axaslist <~ {1, 2}

fviz_pea var{pea_non sentiment_inf resulte, axes=axesliast
Jgeam. var = e('text®, "arrow®)
;col.var = "gontrib”, & Colov by contributioms to fhe PC
gradient.cola = ¢{"ACLCADG", "#CB4Z9F", "red"), # colors to use
repal = TRUE,
xlin = c{-0.8, 0D.8),
ylinm = e{-0.8, 0.8)

} #Prints the rototed loadings on o graph

top_words per compenent <- function(loadioga, o = 10} {
apply(loadings, 2, functiom(x) {
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top_indices <- order(abe(x}, decreasing = TRAUVE][1:m]
data . framef
word = rownames{loadings}[top_indicea],
loading = x[top_indices]
1
B
T #laleulatas the most freguent words per componant

top_woerds_no_inf <- top_words_per cosmponent{pca_non_sentiment inf results
frotation, n = 13)
for (i in i:ncoemp non_sentiment _inf) {
cat{eprintf("Top worde for component Yd:\m", 1))
print(tep _words_pe_inf[[i]1])
cat{"ha")
T #Prints the most freguent words per compoment

#Eentiment analysis (zenfence lewvel)
gentiment _inffsentiment <- sentiment by({get_gentences(sentiment_inf§
clean _reviews),
lexicon: :hash_sentiment _huliu)$

ave_sentiment #Calculates the sentiment per word in fhe reviess

sentences_inf <- get_sentences{gentiment fnf[,"clean reviews"]1)

#Gaves the sentences

sentence _scores_inf <- sentiment (Sentences_inf)

#laleuloates the sentiment per zenlenca

all_sentences_inf <- as.data.frame{unlist(sentences_inf[])})

# Moke o dataframe of all zenlences

colnames(all_sentences inf} ="sentence” & Give name to Lhe colum

all _sentences_inffsentiment <- sentence gcores_infSsentiment

¥ Add sentiment seore bo the sentences

all_sentences_inffsentence id <- cfl:dim{all sentences_ini) [1]1)

¥Adds an 44 fo the senlences

all pos_sentences_inf <- all sentences_inf i filter(sentiment>0)

#Filters all positive sentences

all_neg sentences_inf <- all_sentences_inf %e¥ filter{sentiment<0)

#Filters all negoative sentepnces

all_neg sentences_worde_inf <- all neg sentences_inf >}
unnest_tokens (uord, sentence] >3
anti_jein(atep_werds, by = "word") #5tores all negative words

all pos_sentences worde inf<- all poe_sentences_inf >}
unnest_tokens (uord,sentence) Y>3
anti_join(atep werda, by = “word") #5tores all positive words

all sentence words_inf <- full jeoin{all_pos_sentences words_inf
W% count (word, sert=TRUE),
all neg sentences words_inf
% count (word, sort=TRUE),
by="ward")

#Joins Lhe posilive and negalive sords

all_sentence words_inf = rensse(all sentence worde_inf,

"positive_count" = "n.x*,
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"negative_count” = "n.y") #Renames Columis

all_sentence _words_inf[is.na(all_sentence_words_inffpositive_count),
"poaitive_count"]<- O # sel missing values agual Lo zero

all_sentence words inf[is.na(all_sentence_words_inf3negative_count),
"negative_count"]<- O # sal missing values agual Lo zero

all sentence words inffpoaitive_count <- all_sentence_words_infSpoeitive_count/sum{all_sentence words_
#Counts all positive words
all sentence words inffnegative_count <- all_sentence_words_infSnegative count/sum{all_sentence words_
#Counts all negative words

all_sentence words inffdiff <- all sentence words_inf§
positive_count-all_sentence words_infinegative count
¥ Determine difference between rafio of positive and megative sentences for esch sord

all sentence words inf[is.na(all sentence worda_inf3pesitive_count),
"poaitive count"] == 1

# mizsing valuas: avoid déivision by O

all_sentence words _inf[is.na(all_ sentence words_infinegative count),
‘negative_count'] <- 1

# mizsing values: avoid division by O

all _sentence words infiratis <- all eentence_worde_inf$
positive_count/all sentence_words_ infinegative_count
# Detarmine rotic: positive divided by negative scores for ésch word

all_sentence words inf)»% #nly consider words with nagative and positive score > 5,
wprints Ltop I5 words based onm ratio
mutata{word = reorder (word, -ratie)) %»i
top_nl-15, ratio) N>¥
geplot {aea{werd, ratio)) +
Eeom_ecall) +
laha(x = HULL, y = "Ratis of word fregquency (pos/negl®} +
coard_flip()} +
thems (text = slement _text{size = 1T7)} +
getitle("Specific negative worda™)

all_sentence worda infll>l & Only comsider words with negative and posétive score
w>5, prints top 15 words based on vratio
mutata{vord = reorder (word,ratio}) H»%
top_nl(l5, ratia} W=}
EEplot {aes{word, ratie)) +
geom_cal() +
Iaba(x = NULL, y = "Ratio of word frequency (posfnegl®) +
coord_f1ip(} +
theme(text = slement text{sgize = 17} +
getitle("Bpecific poslitive worda")

#Topic modelling
LDA_dtm <- review dtm #5ets fhe document term motvriz for LD
LDA_dtm <- as.DocumentTermMatrix(revied dtn)} #Formats the document feérm matriz
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oum_topics_inf <- 2 #Sets the amount of LOA topics

lda_inf <- LOA(LDA dtm, k = mum topica_inf, control = liat(aeed = T77})
#Performs LDA

1da_inf_ terms <- terma(lda inf, 10} #Fets Che amount of LD terms to show
tidy lda inf <- tidy(lda_inf) #Terns the LOA outpul to the fidy formal

for (1 in 1:num_tepica_inf} {
cat {eprintf("Top terms for topic Yd:ha", 1)}
print{lda_inf terms[, i1}
cat{"yan")

} #Peintz the top 10 terms per bopic

top_terms inf <- tidy lda_inf 3>¥

group_by (tapie) Y>R

top_nl{10, beta) W=

ungroupl) H>i

arrange(topic, -bata) #drranges and printz the lop 10 termz per topic
#from the tidy LDA format

geplot (top_terme_inf, asa{recrder(tern, beta), beta, 111 = factor{topic)}} +
geom_caol (ahow.legend = FALSE} +
facet_wrap(- toplc, scales = "fres"] +
coord_f1ip(} +
laha(title = "Tap 10 terma in each LDA tople®,
X = "Tarm®,
¥y = "Bata") +
thems _minimal() #prinis the 10 terms im each LDA tepic im o plot
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