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Abstract 

 

This research tries to get a beZer understanding of the rela2onship between user-generated content 

and profile pictures within digital sen2ment analysis. By using advanced machine learning techniques, 

this research focuses on two research ques2ons, namely (1) the alignment of profile photos with 

expressed sen2ments in user-generated content and (2) the predic2on of user-generated content 

valence based on profile picture characteris2cs. This research uses, among others, Random Forest and 

Extreme Gradient Boost models to analyze the dominant facial emo2on scores and demographic 

factors influencing user sen2ment using a dataset with different demographic profiles and dominant 

emo2ons. The findings show that there are significant associa2ons between specific emo2onal states 

(for example, happiness and sadness) captured in profile photos and corresponding sen2ment 

alignments in textual content. In addi2on, the XGBoost model reveals a high accuracy in predic2ng the 

emo2onal valence in digital comments, which highlights how effec2ve profile picture features are. To 

conclude, this research iden2fies limita2ons and suggests opportuni2es for future research to improve 

generalisability and interpretability of research like this. Altogether, this research gives a beZer 

understanding of different digital sen2ment analyses and offers prac2cal implica2ons for companies to 

op2mize user engagement strategies through customized content experiences tailored to users' 

emo2onal states.  
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1. Introduc5on 

 

The rela2onship between users' profile pictures and the emo2ons they express in reviews can provide 

new perspec2ves into consumer behavior in the constantly growing world of digital ac2vity. This 

research focuses on the correspondence between visual cues in profile pictures and the emo2ons 

expressed in user-generated content. With almost 3000 online review plaeorms and countless reviews 

daily in the USA (BuiltWith, 2022), the alignment between these two is essen2al (Zhou, 2024). When 

we make Computer Vision techniques work together with sen2ment analysis, a connec2on between 

the facial expressions of users in their profile pictures and the sen2ment in their online reviews can be 

discovered (Patel et al., 2020), and with this, improving the understanding of non-verbal signs in the 

digital communica2on (Pan2c & Patras, 2006). 

 

This research goes beyond the achievement drive hypothesis, as defined by He et al. (2019), to improve 

the underlying concept. The achievement drive hypothesis, which is originally rooted in the financial 

domain, states that there is a connec2on between facial features, par2cularly the face-width-to-height 

ra2o (fWHR), and performance drive. These users’ facial features, which suggest their online self-

expression, are a central line in this research, where the ques2on is whether these features influence 

the sen2ment in their online expressions. 

 

This research focuses on uncovering overlooked dimensions by examining facial features captured in 

profile pictures (Pan2c & Patras 2006). In this world of digital exchanges, non-verbal cues play a central 

role in communica2on. Facial features, which are embedded in profile pictures, offer a lot of non-verbal 

informa2on that can be crucial for understanding user sa2sfac2on, possibly exceeding insights that can 

be obtained only from text alone. These facial features can be thought of as expressions of sa2sfac2on 

and can bring emo2ons and subtle2es that may be beyond the reach of textual representa2on (Calvo 

& Nummenmaa, 2016). However, it is important to remember that a user might have a happy or 

sa2sfied profile picture while leaving a one-star review. In this research, the profile picture is linked to 

the user's profile, not the specific review (Kim et al., 2018). This results in that the facial features in 

profile pictures may not only be related to the par2cular experience expressed in the review but also, 

for instance, to how the users want to portray themselves in this online context (Yadav, 2021). This 

research causes a reconsidera2on of the link that is assumed between profile images and the specific 

consump2on experience and highlights the broader effect of these facial features on how users shape 

their online iden22es (Vilnai-Yavetz & Tifferet, 2015). 
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The refreshing element of this research is the aZempt to close the gap between visual cues taken from 

profile pictures and conven2onal sen2ment analysis methods (Mohammad, 2016). This study tries to 

dissect the complex rela2onships between facial expressions, emo2ons, and sen2ments expressed in 

online reviews by including Computer Vision techniques in sen2ment analysis methods (Zeng et al., 

2007; LiZlewort et al., 2002). Next to this, by looking further than the achievement drive theory (He et 

al., 2019), this research tries to shed light on the interac2on between mo2va2onal and emo2onal 

factors of this digital world (D’Mello & Graesser, 2012). 

 

Companies are currently trying to understand the different dimensions of customer feedback, which is 

dominated by user-generated content (Lerche, 2016). Conven2onal sen2ment analysis methods omen 

focused on textual interpreta2on are challenged by revealing emo2ons and subtle2es hidden in the 

non-verbal domain (Pan2c & Patras, 2006). Next to that, profile pictures are not linked to par2cular 

experiences but to the users’ profiles; one can also have mul2ple profile pictures on his or her account 

throughout a period in which he or she wrote various reviews. 

 

This research addresses the alignment between users' selected profile pictures and the feelings 

expressed in their user-generated content. The first ques2on this research will focus on is: "Do profile 

pictures align with the sen2ments expressed in the produced user-generated content?” This research 

ques2on leads to an analysis of the alignment between the visual representa2ons of the users 

themselves and their emo2onal expressions in their digital communica2on. Using Computer Vision, this 

research goes beyond the normal sen2ment analysis and tries to enlighten the alignment between 

emo2ons expressed in user-generated content and the profile pictures (Patel et al., 2020). 

Furthermore, scien2fically, it focuses on the growing need for a sound understanding of the digital 

world, specifically by looking at the visual cues buried in a person’s facial expressions on a profile picture 

(Vilnai-Yavetz & Tifferet, 2015). Concluding, this research focuses on the study of the alignment of 

feelings and expressions and their linked user-generated content. 

 

Addi2onally, this research addresses a second research ques2on: “Can the valence of user-generated 

content be predicted from users’ profile images?” This ques2on broadens this research with predic2ve 

opportuni2es concerning profile pictures and the emo2onal tone of user-generated content. By 

analyzing whether facial features extracted from profile pictures by Computer Vision match the user-

generated content, this research also aims to give insights into the visual representa2on of the users 

with their profile pictures and the emo2ons they present with their digital interac2ons. 
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Looking at this research from a prac2cal point of view, the outcomes can be used in mul2ple ways. For 

example, in sectors like retail, the refinement of customer sa2sfac2on, like facial expressions, can be 

used for different engagement strategies (Hartmann et al., 2021). However, because the user profile 

picture is not explicitly linked to the review, this should be interpreted carefully. For instance, a 

restaurant manager could use the insights from online reviews to improve the service and experience 

in the restaurant. Instead of only focusing on the specific consump2on experience, taking the broader 

online iden2ty into account as well can drive decisions on engaging with users to get reviews. This line 

of thought fits into the idea that profile pictures express how users want to present themselves online, 

which stresses the need for a nuanced interpreta2on of user-generated content within online reviews 

(Strano, 2008). 

 

This paper researches the alignment between the chosen profile pictures of users and the feelings and 

emo2ons expressed in the user-generated content within the digital world of consumer behavior. This 

research mainly focuses on the correla2on between the emo2onal expression in profile pictures of the 

users, and their emo2onal expression in online reviews. This is addressed in two research ques2ons: 

 

1. "Do profile pictures align with the sen2ments expressed in the produced user-generated 

content?" 

2. "Can the valence of user-generated content be predicted from users' profile images?" 

 

In the following sec2ons of this paper, relevant literature will be discussed. Data, research methods, 

and models on the alignment between profile pictures, user-generated content, and expressed 

emo2ons will also be analyzed and developed. We start by giving context to this research based on 

exis2ng studies. Amer this literature review, the research ques2ons will be substan2ated, and the data 

used in this study will be explained and trained. The methods used to answer the research ques2ons 

will be discussed in the next part, and the results will be given. Finally, the findings will be given likewise 

any implica2ons, limita2ons, and further research ideas. 
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2. Literature Review 

 

Exploring Computer Vision, facial expressions, and sen2ment analysis together can help to understand 

human behavior and communica2on in a digital context. Advanced algorithms in these areas can give 

insights into facial features and expressions and help us beZer understand human interac2ons and 

emo2ons (Taigman et al., 2014; Krizhevsky et al., 2012). By combining computa2onal methods and 

psychology and neurosciences, complicated rela2onships between facial features, emo2ons, and 

cogni2on can be revealed (He et al., 2019; Chen & Wyer, 2020; Jaeger et al., 2019; Frith, 2009; Ling et 

al., 2020). 

 

Broad research on Computer Vision, facial features, and sen2ment analysis within the digital context is 

essen2al for understanding the complexity of human behavior in online communica2on (Li et al., 2022). 

This mul2-disciplinary research can be important for uncovering processes that give structure to online 

interac2ons, emo2ons, and sen2mental expressions (McDuff, El Kaliouby, & Picard, 2012). By using 

Computer Vision, facial features, and sen2ment mining, this research tries to reveal the influence of 

visual and textual signals on user-generated content (Kos2 et al., 2017). 

 

2.1 Computer Vision in Understanding Facial Features 

Computer Vision Techniques have significantly improved the knowledge of facial features by applying 

complex algorithms that can analyze visual content with amazing accuracy and precision (Taigman et 

al., 2014). The breakthrough with Computer Vision was when Taigman et al. achieved human-level 

performance with face verifica2on, which was a very important step in this field. Amer this, Wang et al. 

(2021) further extended this breakthrough by researching image representa2ons in combina2on with 

equivariance, with which the understanding of the analy2cal representa2on of facial features has 

improved. These two studies highlight the importance of reliable image representa2ons in 

understanding facial features. 

 

Krizhevsky, Sutskever, and Hinton (2012) also made important contribu2ons to image representa2ons 

with deep convolu2onal neural networks (CNN’s), with which they layed the grounds for further 

research in the field of face recogni2on and face analysis. Also, He et al. (2019) looked at the 

rela2onship between behavioral traits and facial features. They focused on the face-width-to-height 

ra2o (fWHR) and the link of this ra2o and performance drive. This study uncovered possible links 

between cogni2ve func2ons and face morphology, which further expanded the understanding of the 

effect of facial features on mental traits. 
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In other recent research, the applica2on of genera2ve adversarial networks (GANs) in the genera2on 

of realis2c facial images with a low-resolu2on is examined (Bernardi, 2023). In the research of He et al. 

(2020) a new GAN-structure was developed with which facial images from high quality can be generated 

from pixelated inputs. This research, together with the challenges that are linked to low-resolu2on 

facial images in facial recogni2on systems. With that, this progression in GAN technology seems 

promising for improving the accuracy and reliability of facial recogni2on algorithms, and with that 

further developing the field of computer vision. 

 

AZen2on mechanisms are emerging and integrated into neural network methods and seem promising 

for improving the interpretability and performance of facial recogni2on systems. One exis2ng paper, 

namely by Ling et al. (2020), demonstrates the effects of aZen2on-based CNNs on localizing facial 

features accurately and documen2ng very precise details, with which the robustness of facial 

recogni2on algorithms in the real scenarios are improved. Innova2ve approaches like this one can 

significantly impact the development of accurate and reliable facial recogni2on systems in this field. 

 

2.2 User-generated Content, Facial Expressions, and Personality Revela2on 

There has been research in the field of the influence of facial expressions on online observa2ons and 

interac2ons. For example, Hiesh and Tseng (2017) research the influence of emo2cons, which are 

described as a digital representa2on of facial expressions, on the involvement of users and the 

sen2ment in their online reviews. The findings in this research show that reviews with emo2cons are 

considered more engaging and more expressing the emo2ons, which highlights the importance of 

giving a shape to facial expressions in user-generated content. 

 

Facial recogni2on technology created a way for automated analysis of facial expressions in user-

generated content. Among others, Li et al. (2020) developed a model that recognizes emo2ons on facial 

expressions. This model uses machine learning techniques to iden2fy and classify emo2onal states 

based on profile images. By integra2ng sen2ment mining-techniques with facial expression techniques 

this framework provides us with approaches to understand the different emo2onal dimensions of user-

generated content. 

 

The arrival of virtual reality (VR) and augmented reality (AR) plaeorms has created new opportuni2es 

for studying facial expressions in digital environments. Among others, Wang and Lin (2021) explored 

the use of VR simula2ons to trigger facial expressions and emo2onal reac2ons of users, which gave 
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insights into the different aspects of online interac2ons. By capturing facial expressions in virtual 

environments, researchers can understand emo2ons and behaviors in s2mulated contexts beZer, 

which complements exis2ng approaches to user-generated content analysis. 

 

2.3 Opinion Mining and Sen2ment Analysis 

Opinion mining and sen2ment analysis are important when one wants to extract useful insights from 

user-generated content. This is because opinion mining and sen2ment analysis can uncover 

preferences, emo2ons, and attudes from user-generated content. Recent research by Calvo and 

Nummenmaa (2016) has expanded the field of sen2ment analysis by introducing mul2modal methods 

that use both textual and visual cues. These methods show excep2onal outputs when capturing 

sen2ments expressed by users, with which the accuracy of sen2ment analysis improves and a broader 

understanding of the attudes and emo2ons of users is obtained. 

 

When sen2ment analysis is combined with compu2ng techniques, this leads to new possibili2es in 

understanding expressions in user-generated content and emo2onal mo2va2on. Models like He at al. 

(2016) invented are emo2on-aware sen2ment analysis models, and use facial expressions to derive 

emo2onal context from textual input, with which higher detailed sen2ment classifica2ons are achieved. 

This advancement highlights the growing acknowledgment of facial expressions as a valuable source of 

emo2onal informa2on in sen2ment analysis, with which a beZer understanding is obtained of the 

complex rela2onship between visual and textual cues used in the methods for user-generated content 

(Poria et al.2017; Cambria et al., 2013). 

 

This extensive literature review combines theore2cal works, empirical insights and methodological 

considera2ons and offers a detailed overview of the complex rela2onship between facial expressions, 

emo2ons, and sen2ments in online reviews for research (Li et al., 2019).  Integra2ng theories, empirical 

research, and methodological considera2ons clarifies the rela2onships between these concepts and 

helps guide empirical research (McDuff et al., 2012; Kos2 et al., 2017). 

 

Facial expression theories by psychologists, namely ones from Paul Ekman, state that the universal of 

facial expressions are indicators of emo2onal states. One of the biggest concerns in this paper is s2ll 

the computer vision techniques, image representa2ons, and deep neural networks to analyze facial 

features. This is why the main focus of this research is the alignment between profile pictures and the 

emo2ons expressed by the users in their user-generated content and the ques2on of whether valence 

expressed in the user-generated content can be predicted based on the users' profile pictures. The 
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focus is on the exis2ng work of Taigman et al. (2014), Wang et al. (2021) and Wang and Kosinski (2019) 

and their inputs to the advancement of computer vision techniques, image representa2ons and deep 

neural networks which provide facial feature analysis in this research. The insights from this study give 

a more in-depth understanding of the rela2onship between emo2onal expressions and visual 

representa2ons in user-generated content. 

 

This research tries to explore the rela2onships between mo2va2onal factors, emo2onal states, and 

sen2ment expressions in online reviews. Even though the fundamental aspect of He et al. (2019) 

achievement-drive hypothesis might not be the main focus of this research, elements of the 

mo2va2onal factors are s2ll relevant for understanding the incen2ves and mo2ves of users’ sa2sfac2on 

and emo2onal expression in the digital environments. So, while not fundamental, this achievement-

drive theory can offer valuable insights into the broader essence of user sen2ment expression. 

 

2.4 Facial Features and Behavioral Dynamics 

Facial features are found to significantly influence behaviour and percep2ons of individuals in many 

domains. These domains include poli2cs and psychology (Harmon-Jones, 2019; Wänke et al., 2012). In 

a poli2cal context, the size of the faces of candidates on campaign posters in rela2on to other elements 

on the poster can influence the percep2on and behaviour of voters (Brown & Green, 2018). In addi2on, 

psychological studies reveal that there is a correla2on between specific facial morphologies, such as 

sharp chin bones, and behavioural traits (Thayer & Dobson, 2010). Psychology argues that some facial 

features typically serve as cues for personality traits, whereby men with prominent chin bones are omen 

viewed as more dominant and masculine (Dixson, 2021). Also, the associa2on between facial 

morphology and behavioural percep2ons reaches the social context where individuals with more 

prominent chin bones tend to be more likely to display dominant and asser2ve behaviour, and this may 

influence their interac2ons and decision-making processes (Wänke et al., 2012). 

 

The integra2on of poli2cal psychology and psychological research on facial morphology offers valuable 

insights into the complex rela2onship between behavioral dynamics and facial features (Schmidt & 

Cohn, 2001). Scholars can understand poli2cal decision-making ways by researching how facial features 

can influence voters’ percep2ons (MaZes et al., 2010). Similarly, research into the psychological 

implica2ons of facial morphology offers insights into the interac2ons between physical appearances 

and behavioral dynamics, which expands the understanding of human behavior in different contexts 

(Schmidt & Cohn, 2001).  
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3. Data 

 

The founda2on of this research is understanding the complicated rela2onship between facial 

expressions, emo2onal dynamics, and sen2mental expressions in the user-generated content. Based 

on a mul2disciplinary approach, techniques like Computer Vision and sen2ment analysis will be used 

to uncover the rela2onships within the dataset (Poria et al., 2017). 

 

3.1 Research Sampling 

This research is built on by using three primary datasets, the first one being a Yelp Reviews Dataset and 

the second one being a Curated Dataset consis2ng of the user informa2on data and the profile pictures, 

to inves2gate the complex rela2onship between facial features and user sa2sfac2on in reviews (Lu et 

al., 2018). 

 

Amer getng the Yelp Reviews Dataset, which started with 6,685,900 entries of sen2ments and opinions 

from reviews, the next step was to merge the datasets into one usable dataset in order to answer the 

ques2ons in this research. This involved some basic steps in R. To start, the review data, the user 

informa2on data, and the profile pictures are imported using various packages like the "readr" package 

and the "dyplr" package (Wickham et al., 2019). Amer this, the dataset was refined to a dataset with 

only profile pictures with only one face. This is done to ensure consistency and accuracy in analyzing 

facial features and their rela2onship with sen2ment, as mul2ple faces in a single image could introduce 

variability and confound the analysis (Camastra & Vinciarelli, 2015). Amer this, the dataset only contains 

user profiles with profile pictures with only one face, which is an important requirement for the 

following analyses. The next step is to choose a representa2ve profile picture per user, as some users 

have more than one profile picture. This is reached by grouping the users' data and iden2fying the 

profile picture with the highest predic2on confidence. All of these steps together create the dataset 

used in this research, in which informa2on about facial features is seamlessly integrated with the users' 

sen2ments expressed data in the Yelp reviews. With this final dataset, the analysis into the rela2onship 

between facial expressions in the profile picturesof the users, the user sa2sfac2on, and the sen2ment 

in reviews can be inves2gated. 

 

3.2 Data Aggrega2on Process and Opera2onaliza2on of Variables 

The dataset needs some changes in the first stages of data cleaning. The reviews of the users and their 

profile picture features are aggregated. This is done to inves2gate the rela2onship between the profile 

pictures and the user-generated content (He et al., 2019). 
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The data aggrega2on process starts with an examina2on of the profile pictures associated with the user 

IDs in the dataset. Profile pictures with only one face were specifically chosen. This choice is not 

arbitrary, but more of a strategic move in order to provide the best quality data for an easy to interpret 

face analysis. Then, the next step in the aggrega2on process is to group the selected profile photos by 

user ID and the profile photos with the highest predic2on reliability are chosen as the representa2ve 

photos for each user. Furthermore, the review dataset is aggregated by user ID, with the most useful 

variables being the average star ra2ngs and sen2ment scores (Benlahbib., 2020). The aggrega2on of 

reviews by user provides an overview with valuable insights into users' sen2ments and preferences. 

This approach is linked to previous research on sen2ment analysis, from which we can see that 

aggrega2ng data at the user level can provide useful insights while reducing noise and redundancy in 

the dataset (Calvo & Nummenmaa, 2016). Aggrega2ng ra2ngs by user ID improves the efficiency of the 

analyses, but retains the essen2al informa2on that users are trying to convey with their ra2ngs. 

 

The comprehensive dataset is created by combining the profile pictures dataset and the reviews dataset 

based on the user IDs, with which the alignment between the profile pictures and the user-generated 

content can be extensively inves2gated (Li et al., 2018). This aggrega2on approach gives priority to data 

quality and user-orientated analysis, which allows for insights into the demographic characteris2cs of 

users, their emo2onal ability, and the expression of their sen2ment in reviews (He et al., 2017). The 

average star ra2ng of the users serves as an indica2on of their general sen2ment tendencies. 

Qualita2ve aspects of user-generated content, under which we can scale reviews and temporal 

contexts, can offer a rich source (Batrinca & Treleaven, 2015). This richness in the data piques curiosity 

and provides a comprehensive understanding of the sen2ment dynamics within the Yelp community. 

 

Facial Analysis techniques can deduce facial features of users' profile pictures alongside demographic 

variables and dominant emo2on scores. These variables uncover the rela2onship between facial 

features and sen2ment expressions in user-generated content and provide insight into sen2mental 

dynamics within the Yelp reviews world (Camastra & Vinciarelli, 2015). 

 

In this research, for alignment between profile pictures and the sen2ment of the user-generated 

content, deduc2ng variables for the profile and review sen2ment serves as a methodological 

founda2on. Profile pictures are vital visual representa2ons within online plaeorms that enclose facial 

features and personal iden22es. Therefore, in this research, the focus lies solely on profile pictures with 

one face to ensure data quality. This decision matches earlier papers in the world of Computer Vision 

and social media analysis that highlight the complexity of profile pictures with more than one face 
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(Benlahbib, 2020; He et al., 2016). Group pictures present challenges with facial recogni2on and 

interfere with the accurate analysis because of the mul2ple faces. On the other hand, single-faced 

pictures offer a more focused and interpretable representa2on, increasing data reliability and 

improving analysis consistency. By priori2zing profile pictures with only one face, clarity in 

interpreta2on is ensured, and distor2ons are limited, which ul2mately strengthens the validity of the 

research findings. 

 

Furthermore, aggrega2ng profile pictures is important for gaining meaningful insights in the case that 

more than one picture is linked to users' accounts. To tackle this, an aggrega2on method based on 

confidence scores for predic2ons is used, which uses insights from exis2ng research literature. Recent 

developments in terms of computer vision allow for predic2ng different characteris2cs based on profile 

pictures, and where quan2ta2ve measures are used for the models’ certainty (Li et al., 2019; Patel & 

Shah, 2021). By selec2ng the profile picture with the highest confidence score for predic2on, it makes 

sure the aggregated profile pictures accurately display the users’ features, allowing for analyses to be 

improved and more accurate predic2ons. This approach lowers the risk of bias when selec2ng random 

and less informa2ve pictures. Next to this, it helps to ensure that the merged profile picture includes 

the most important features of the users. Using confidence scores for predic2on in profile picture 

aggrega2on provides a basic and effec2ve method for selec2ng representa2ve images in online 

contexts, which aligns with best prac2ces in image analysis and social media research (Chen et al., 2020; 

Kim & Lee, 2017). 

 

Table 1. Summary of Ini@al and Final Datasets   

Metric Ini+al Dataset Final Dataset 

Number of Users 2,138,168 544,330 

Number of Features 21 54 

Number of Missing Values 14,445,018 0 

 

3.3 Exclusion Ra2onale 

Profile pictures serve as visual representa2ons of individuals on online plaeorms and they contain 

characteris2cs such as facial expressions and personal iden2ty. Looking at the importance of data 

quality in this research for the alignment between profile pictures and user-generated content, the 

focus lies on profile pictures with only one face. This decision is supported by exis2ng literature in the 

field of computer vision and social media analysis, in which the challenges that go hand in hand with 

profile pictures with mul2ple faces are highlights (Smith et al., 2018; He et al., 2016). As an example, 

pictures with mul2ple faces, such as group pictures can add complexity to facial recogni2on analysis 
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and, with that, poten2ally interfere with getng accurate results due to the presence of mul2ple faces 

(DiMicco & Millen, 2007). According to Musil et al. (2017), profile pictures that with only one face in 

them give us a beZer interpretable perspec2ve. Hence, the use of profile pictures with a single face 

helps to ensure clarity in interpreta2on and reduce poten2al biases, thereby strengthening the validity 

of the findings. 

 

When preparing the dataset for the analyses, there were 2,138,168 users. Amer data-wrangling, the 

dataset consists of 544,330 unique users with profile pictures, which are essen2al for this research. 

Throughout the data-wrangling process, a couple of exclusion criteria are applied to ensure the quality 

and relevance of the dataset. A subset is eliminated for several reasons, this subset includes profile 

pictures with mul2ple faces, as explained above, the lack of iden2fiable faces in the pictures, and other 

anomalies including low image quality, significant obstruc2ons or irrelevant content (Saber & Tekalp, 

1996). The purpose of this process is to improve the consistency and reliability of the dataset by making 

sure that only profiles with clear and representa2ve images are retained for further analysis. 

 

The distribu2on of review ra2ngs, as can be seen in Graph 1, shows each ra2ng category ranging from 

1 to 5 stars and their frequency. This distribu2on gives valuable insights into users' sa2sfac2on levels 

and sen2ment within the dataset (Hu et al., 2017).  This analysis is focused on the adjusted dataset, 

which means the dataset with only the users that have one face in their profile picture. 

 

Graph 1. Distribu@on of Review Ra@ngs 
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3.4 Ra2onale for Aggrega2ng Profile Pictures 

Aggrega2on of the profile pictures is important for getng useful informa2on from the visual 

representa2ons of the users. When there is more than one profile picture linked to the account the 

picture with the highest predic2on confiedence score will be chosen as the profile picture. This is based 

on exis2ng literature (Li et al., 2019; Patel & Shah, 2021). Recent developments in the field of computer 

vision make it possible to predict various aZributes based on profile pictures, which results in 

quan2ta2ve measures of the certainty of a model. By choosing the profile picture with the highest 

reliability score for predic2on, it is made sure that the aggregated profile picture accurately displays 

the characteris2cs of the users, which makes that the analysis is enriched and more accurate 

predic2ons can be made. By using this method it reduces the risk of biases by selec2ng random or less 

informa2ve pictures and ensures that the aggregated profile pictures display the essen2al 

characteris2cs of the users. The use of predic2on confidence scores when aggrega2ng profile pictures 

offers a principal and effec2ve method when choosing the representa2ve picture from the online 

environment, which aligns with best prac2ces in image analysis and social media research (Chen et al., 

2020; Pang & Lee, 2006). 

 

The dataset contains an important variable, the dominant emo2on, which reflects the main emo2onal 

expression iden2fied in users' profile photos. This score, already provided by the provider of the data 

using algorithms to recognize facial expressions, is a central part of the analysis (Benitez-Quiroz et al., 

2016). Even though the computa2ons were not performed directly, the methodology behind it is 

important to understand. Algorithms for recognizing facial emo2ons and analyzing facial characteris2cs 

and expressions are used to detect these (Zeng et al., 2018). Based on the analyses, every user gets 

appointed a dominant emo2on score, which is linked to the primary emo2on in their profile picture. 

This exis2ng variable plays an important role in this research because it allows us to explore the 

rela2onship between facial expressions, emo2ons, and user behavior and highlights the importance of 

emo2onal cues in user analysis (Danner et al., 2014). 

 

In Table 2, a comprehensive overview of the user's traits, categorized into dominant emo2ons in the 

user's profile pictures, is shown. Every row corresponds to a dominant emo2on, namely angry, disgust, 

fear, happy, neutral, sad, and surprise. It shows the number of users with this dominant emo2on, their 

average age, the gender distribu2on within every category, and the percentage of men and women in 

this category. 
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Table 2. Summary of User Characteris@cs by Dominant Emo@on 

Dominant 

Emo+on 

Number of 

Users 

Average Age Gender 

Distribu+on 

Man 

Percentage 

Woman 

Percentage 

Angry 28,836 33.09 Man: 23,955 

Woman:        4,881 

83.15% 16.85% 

Disgust 1,075 32.84 Man: 805 

Woman:           270 

74.88% 25.12% 

Fear 36,790 31.67 Man: 28,794 

Woman:        7,996 

78.28% 21.72% 

Happy 294,339 33.11 Man: 167,678 

Woman:  126,661 

56.98% 43.02% 

Neutral 118,439 31.89 Man: 84,755 

Woman:     33,684 

71.55% 28.45% 

Sad 57,556 31.30 Man: 45,359 

Woman:     12,197 

78.79% 21.21% 

Surprise 7,295 32.09 Man: 4,849 

Woman:       2,446 

66.47% 33.53% 

 

While analyzing the data, some interes2ng fluctua2ons in the emo2onal expressions between men and 

women can be found. In general, women are more likely to express sadness and disgust, looking at their 

overall representa2on in the dataset. This means that women represent 25.12% of the users who 

express disgust and 21.21% of the users who express sadness, and with this, they surpass their general 

representa2on of 34.56%. However, looking at men, this shows a higher representa2on of emo2ons 

such as anger and fear, with respec2vely 83.15% and 78.28% of the users expressing these emo2ons 

(Hess et al., 2009). The differences highlight the rela2onship between emo2onal expressions and 

gender dynamics and suggest that emo2onal reac2ons can be influenced by sociocultural factors and 

individual differences (Mosquera et al., 2000).  
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4. Methods 

 

The founda2on of this research in understending the user-generated content can be found with facial 

expressions, emo2ons, and sen2ment analysis. By using computer vision techniques, this research 

delves into facial features and draw insights from Taigman et al. (2014) and Krizhevsky et al. (2012). We 

explore the emo2onal expressions and personality traits, with which we refer to Pan2c and Patras 

(2006) and WhiZy et al. (2018). Based on the research of Pang and Lee (2008) and Liu (2020), sen2ment 

analysis is expanded for machine learning models, with which the understanding of users’ sen2ment in 

online reviews is widened. By using different analysis methods, this research provides insights into 

online user-generated content. 

 

4.1 Model-Free Evidence 

This sec2on of the paper inves2gates the rela2onship between user characteris2cs and sen2ment 

expression in user-generated content.  A sta2s2cal analysis and a visualiza2on are used to inves2gate 

how different user characteris2cs relate to average ra2ngs, expressions, age, and gender. 

 

4.1.1 Dominant Emo2on Analysis 

This part dives into the dominant emo2on analysis in the profile pictures of the users and explores the 

rela2onship with the average ra2ngs of these dominant emo2ons. As the graph below shows. 

 

Graph 2. Average Ra@ng by Dominant Emo@on 

 

In Graph 2 shows significant varia2ons in the average ra2ng scores per users’ dominant emo2ons. Users 

who show happiness as their dominant emo2on have the highest average ra2ng (4.2), followed by 

surprise (3.8) and fear (3.5). Controversially, users with the dominant emo2ons disgust and sadness 

have the lowest average ra2ng, respec2vely 2.8 and 2.9. Neutral emo2ons are associated with an 

average ra2ng of 3.0, while the emo2on anger has a slightly higher average ra2ng which is 3.2. 
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The findings of this graph are in line with exis2ng literature on the influence of emo2onal expressions 

and social percep2ons. Posi2ve emo2ons such as happiness and surprise appear to result in posi2ve 

reac2ons and with that higher ra2ngs in different contexts (Cohn & Friesen, 2005; Fredrickson, 2001). 

Nega2ve emo2ons, such as disgust and sadness, on the other hand, have been found to lead to less 

posi2ve reac2ons and lower ra2ngs (Izard, 1994; Vrana, 1993). 

 

Higher ra2ngs that are associated with happy expressions can be aZributed to the posi2ve state they 

yield to people, which can increase a user’s sympathy and trustworthiness (Todorov et al., 2009). In the 

same context, expressions of surprise, which can indicate interest and engagement, receive rela2vely 

high ra2ngs (Mor2llaro et al., 2011). On the other hand, the lower ra2ngs that are given to disgust and 

sadness can indicate inconvenience or nega2ve bias towards these emo2ons in social interac2ons 

(Rozin et al., 1994). 

 

The rela2on between emo2onal expressions and average ra2ngs highlights the importance of effec2ve 

signs in online communica2ons. Because users trust visual content to convey emo2ons more and more, 

understanding these dynamics can provide valuable insights into improving user sa2sfac2on and 

engagement on online plaeorms (Kappas, 2013; BarreZ et al., 2011). The results of this research can 

be used to implement algorithms that help support posi2ve emo2onal expression, thereby promo2ng 

a more suppor2ve and involved environment (Brave et al., 2005). 

 

4.1.2 Gender Analysis 

Next, the second user demographic aspect that will be researched is the gender distribu2on within the 

dataset that is used. The charts below show the distribu2on of gender and the ra2o of dominant 

emo2ons by gender in different age groups. 

 

In Graph 3, an evident inequality in gender representa2on is shown, with a significant share of the users 

that iden2fy as men compared to women. This observa2on shows the importance of gender dynamics 

in understanding user behavior and preferences within the dataset. The graph shows that roughly 60% 

of the users are men, and roughly 40% are women. 
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Graph 3. Distribu@on of Gender 

 

These findings are in line with exis@ng research on gender representa@on on online plaKorms, where men 

oLen make up a larger part of the user community Vasilescu et al., 2014). This inequality can have an impact 

on the popular types of content in this dataset and the overall dynamics of the interac@on between the 

users. For example, women are more involved with social and emo@onal content, which can influence the 

nature of the user-generated content (Eckert & McConnell-Ginet, 2013). 

 

Insight into gender representa@on is essen@al for crea@ng features and content that are well suited to the 

majority user group and, at the same @me, ensure inclusivity for all users. For example, online plaKorms can 

create targeted marke@ng campaigns or develop posi@ons that specifically address the preferences in the 

behaviors of women users (Ridgeway, 2011). 

 

In Graph 4, the ra@o of dominant emo@ons by gender in different age groups is shown. The graph shows 

how dominant emo@ons vary between men and women and different age groups. An example of this graph 

is that women across different age groups show more happiness and surprise as dominant emo@ons 

compared to men, who show more nega@ve dominant emo@ons, like sadness and anger. 

 

Another thing that can be seen from the graph is that younger women (20-30 years) mainly express the 

emo@on happiness, whereas older men (40-50 years) tend to express more neutral or sad emo@ons. 

Understanding these pa;erns can offer useful insights for customising content and interac@ons for different 

user segments to help ensure relevance and engagement (Brody & Hall, 2008). The insight into these 

differences allows the development of algorithms that take gender-specific preferences and behaviours into 

considera@on, which ul@mately improves the user experience (Scheuerman et al., 2019). 
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Graph 4. Ra@o of Dominant Emo@ons by Gender in Different Age Groups 

 

4.1.3 Age Analysis 

When exploring the age distribu2on, it reveals the distribu2on of the  individuals across various ages. 

Graphs 5, 6, and 7 show the distribu2on of age, the ra2o of female and male users in different age 

groups, and the ra2o of dominant emo2ons in the different age groups. 

 

Graph 5. Distribu@on of Age 

 

Graph 5 shows that most of the users are between 28 and 33 years old, which indicates a significant 

presence of users within this demographic range. This age group, which makes up about 25% of the 

whole user data, also has a substan2al influence on the data. Next to this, in other age groups, for 
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example, around 25 and 35, take up about 20% of the whole user data, and age groups of around 40 

and around 20 about 15%. This means these also count strongly in the analysis. Both age groups 0 to 

15, and 50 to 100 are minimally represented, which indicates that the users in these groups are very 

low. 

 

The insights of this graph align with demographic trends on various online plaeorms, where younger 

and middle-aged adults are more ac2ve online (Pew Research Center, 2021). This age distribu2on can 

influence the different kinds of content that are popular and the different overall user paZerns that can 

be found. Online plaeorms can use this informa2on to integrate age-specific content strategies so that 

they effec2vely target the demographics of their main users (Nunan & Di Domenico, 2019). 

 

Graph 6. Ra@o of Female and Male Users in Different Age Groups  

 

In Graph 6, the ra@o of men and women within different age groups is shown and gives interes@ng trends. 

For example, within the age groups of 30 and 40, many more users are female than male, while in the age 

groups of 20 and 30, the distribu@on is more balanced. On the other hand, in the age groups of 40 and 50, 

there are many more male users than female. 

 

The trends shown in Graph 6 can influence the different types of content and interac@ons that dominate 

within these age groups (Auxier et al., 2019). Insights into these dynamics are important for crea@ng targeted 

marke@ng and engagement strategies that catch on with specific age and gender segments. 



 22 

Graph 7. Ra@o of Dominant Emo@ons in Different Age Groups 

 

Lastly, Graph 7 shows the dominant emo2ons expressed by users in different age groups and gives 

insight into how the emo2onal expressions vary between the age groups. Younger users (aged 20 – 30) 

especially express disgust and sadness, which indicates a higher emo2onal intensity and 

engagement.Older users (40-50 years) tend to show more neutral or modest emo2ons, including joy, 

surprise, fear and neutral emo2ons. The paZerns reveal developmental and genera2onal differences in 

emo2onal expression (Carstensen et al., 2000). 

 

The emo2onal landscape for different age groups can be analysed for various content distribu2ons and 

recommenda2on systems by responding to the emo2onal preferences and sensi2vi2es of the targeted 

age groups. In this approach, user sa2sfac2on and user engagement are increased. 

 

4.2 Modeling Approach for Sen2ment Alignment Predic2on 

In this research, “sen2ment” refers to the emo2onal tone that is expressed in the by user-generated 

content, quan2fied through textual sen2ment analysis and numerical star ra2ngs. Sen2ment analysis is 

performed on reviews and comments of users using the AFINN lexicon, which assigns sen2ment values 

to individual words. These values are aggregated to get to an overall sen2ment score for the review of 

the user, whereamer this review is categorized as either posi2ve (>1), nega2ve (<-1), or neutral (0) (Cohn 

& Friesen, 2005; Fredrickson, 2001). In addi2on, numerical star ra2ngs by users also act as a 

measurement of sen2ment, which represents their sa2sfac2on and emo2onal response. This means 

sen2ment is opera2onalized in two ways, the first being a con2nuous variable, where the sen2ment 

scores are indicated by a score from the textual analysis and show the intensity and direc2on (posi2ve 

or nega2ve) of sen2ment, and these scores are categorized into posi2ve, nega2ve and neutral groups 
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to give a clearer view of the users’ sen2ment (Izard, 1994). Next to this, the star ra2ngs provide a 

numeric scale of the sen2ment, varying from very nega2ve to very posi2ve, which adds to the analysis 

of users’ sen2ment (Hess, Thibault, & Philippon, 2014). 

 

The correla2on between text-based sen2ment scores and the star ra2ngs is found to be posi2ve and 

significant, having a correla2on coefficient of 0.51 (p-value = 0). All this indicates a rela2vely high 

correla2on, which suggests that higher sen2ment scores from text-based analysis are posi2vely 

correlated with higher star ra2ngs that are given by users. This significant correla2on highlights the 

consistency among the two measures of sen2ment. 

 

The next graph (Graph 8) shows the rela2onship between sen2ment scores and star ra2ngs. The graph 

depicts a posi2ve trend, suppor2ng the above correla2on analysis. 

 

Graph 8. Sca;er plot showing the correla@on between sen@ment scores and star ra@ngs. 

 

By using these measures, the sen2ment expressed by users is fully captured. Predic2ng models with 

the help of machine learning algorithms, under which random forest models and logis2cs regressions, 

the rela2onship between the characteris2cs of profile pictures, such as dominant emo2on and emo2on 

scores, and sen2ment expressed in the user-generated content is researched (Todorov, Pakrashi, & 

Oosterhof, 2009; Mor2llaro, Mehu, & Scherer, 2011). With this approach, the rela2onship between the 
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emo2on expressed in the profile pictures and the sen2ment expressed in reviews can give insights into 

the alignment between visual and textual expressions of sen2ment (Kappas, 2013; BarreZ, Mesquita, 

& Gendron, 2011). 

 

Random Forest Model 

The Random Forest (RF) model tries to predict the user-generated content based on characteris2cs 

from the profile pictures and relevant demographic variables such as age, gender, and ethnicity. 

Sen2ment, in this context, refers to the emo2onal tone derived from reviews and the comments of the 

users. This is quan2fied using sen2ment analysis and star ra2ngs. Furthermore, this method combines 

bagging and feature randomness to improve the accuracy and control overfitng (Breiman, 2001). 

 

Age, gender, and race are included in the model to try and predict sen2ment scores. The relevance and 

poten2al impact of these variables on user sa2sfac2on are the reasons for choosing them. Facial 

emo2on scores represent the emo2onal state of the users, while the demographic characteris2cs 

provide insight into the diverse user popula2on, with which possible demographic differences in 

sen2ment expressions can be found (HuZo & Gilbert, 2014; Pang & Lee, 2008). 

 

Sen2ment was opera2onalized both as a con2nuous variable, indica2ng the intensity and direc2on 

(posi2ve or nega2ve) of sen2ment, and as categorized groups (posi2ve, nega2ve, and neutral) to 

facilitate a clearer understanding of user sen2ment (Liu, 2012). Star ra2ngs, ranging from highly 

nega2ve to highly posi2ve, offered an addi2onal numeric scale for sen2ment analysis (Pang & Lee, 

2008). 

 

The model's parameters and training process are specified to handle intricate rela2onships and 

interac2ons among predictor variables. The following table summarizes the parameters used in the RF 

model. 

 

Table 3. Random Forest Model Parameters 

Parameter Value 

Number of Trees 500 

Variables Tried at Each Split 2 

 

The RF model shows encouraging results with respect to predic2ng sen2ment alignment, as shown in 

Table 4. The table shows a low mean R2 and a high percentage of explained variance, 0.017 and 99.25%, 
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respec2vely. This suggests that the model captures a significant propor2on of the variance in sen2ment 

expression (Breiman, 2001; Liaw, Wiener, 2002). 

 

Table 4. Random Forest Model Performance 

Metric Value 

Mean Squared Residuals 0.018 

Percentage Variance Eplained 99.25% 

 

Graph 9. Random Forest Model 

 

Graph 9 illustrates the rela2onship between the number of trees in the RF model and the mean R2. At 

20 trees, the mean R2 is high ini2ally and gradually increases to about 0,050. Amer this, there is a 

decrease in the mean R2 un2l around 0.020 at 50 trees. However, as the number of trees keeps 

increasing, the mean R2 shows a bit of fluctua2on with a notable drop at 0.010 and 100 trees before it 

stabilizes around 0.005 at 500 trees. 

 

The choice of these variables comes from their theore2cal relevance to this research ques2on and their 

poten2al to influence user sa2sfac2on (Reinares-Lara et al., 2018). The scores of facial emo2ons 

capture the emo2onal states of users and influence their percep2ons and behavior on online plaeorms 

(Benitez-Quiroz et al., 2016). The demographical aZributes, namely age, gender, and race, provide 

insight into the wide user popula2on and make it possible to inves2gate poten2al demographic 

differences in sen2ment expression (Hum et al., 2011). Other relevant features, such as face size 

rela2ve to the image, offer addi2onal context to the analysis and help uncover rela2onships between 

facial expressions and user sa2sfac2on (Ozkose et al., 2019). 
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The formula used for the Random Forest model was as follows: 

(1)	𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑛𝑢𝑚𝑒𝑟𝑖𝑐	

= 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_ℎ𝑎𝑝𝑝𝑦_𝑠𝑐𝑜𝑟𝑒	 + 	𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑎𝑛𝑔𝑟𝑦_𝑠𝑐𝑜𝑟𝑒		 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑑𝑖𝑠𝑔𝑢𝑠𝑡_𝑠𝑐𝑜𝑟𝑒	

+ 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑓𝑒𝑎𝑟_𝑠𝑐𝑜𝑟𝑒 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑠𝑎𝑑_𝑠𝑐𝑜𝑟𝑒 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑠𝑢𝑟𝑝𝑟𝑖𝑠𝑒_𝑠𝑐𝑜𝑟𝑒

+ 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑛𝑒𝑢𝑡𝑟𝑎𝑙_𝑠𝑐𝑜𝑟𝑒 + 𝑓𝑎𝑐𝑒_𝑠𝑖𝑧𝑒_𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑇𝑜𝐼𝑚𝑎𝑔𝑒 + 𝑎𝑔𝑒 + 𝑔𝑒𝑛𝑑𝑒𝑟

+ 𝑟𝑎𝑐𝑒 

 

Each dominant emo2on is represented in the dataset as a binary variable, and the presence or absence 

of each dominant emo2on, being happy, sad, fear, anger, neutral, surprise, and disgust, is indicated by 

these variables. This approach allows the model to understand the rela2onship between emo2onal 

expressions and user sa2sfac2on (Ekman, 1992). 

 

The RF model offers useful insights on the complex rela2onships determining online plaeorm user 

sa2sfac2on. This is achieved both by using binary emo2on variables together with the demographic 

factors of age, gender and race. User sen2ment is affected by facial expressions and demographic 

factors, which gives valuable insights for the improvement of user sa2sfac2on in an online context (Liu, 

2012; Pang & Lee, 2008). 

 

Naïve Bayes Model 

A Naïve Bayes (NB) model is a probabilis2c machine learning algorithm based on Bayes’ theorem, which 

considers the ‘naïve’ assump2on of feature independence (Lewis, 1998; Zhang, 2004). This algorithm is 

specifically useful for mul2-class classifica2on, like the one in this research, where observa2ons can be 

part of mul2ple categories (Rish, 2001; Tsoumakas & Katakis, 2007). This research uses NB to divide 

facial expressions into the seven different emo2on categories: happy, sad, angry, disgust, fear, surprise, 

and neutral (Ekman & Friesen, 1971; Pan2c & Rothkrantz, 2000). 
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Table 5. Naïve Bayes Model 

Aspect Details 

Laplace 0 

Classes 7 

Samples 108,866 

Features 8 

Condi+onal Distribu+ons Gaussian: 8 

Prior Probabili+es  

Class 1 0.540 

Class 2 0.106 

Class 3  0.068 

Class 4 0.052 

Class 5 0.220 

Class 6 0.014 

Class 7 0.002 

 

The model training starts by using a training dataset, where the NB classifier learns the underlying 

paZerns and rela2ons between the characteris2cs and the different emo2on categories (happy, sad, 

angry, disgust, fear, surprise, neutral) that it is trying to predict based on the input facial features (Pan2c 

& Rothkrantz, 2000; Zeng et al., 2007). The model is then subjected to a rigorous evalua2on based on 

different performance metrics, under which precision, recall, and the F1 score (Sokolova & Lapalme, 

2009). In the results sec2on these metrics are discusses and how the classifier is able to accurately rank 

emo2ons in all categories. 

 

A heatmap of the confusion matrix is used to visualize the performance of the NB model. This shows 

how accurate the model is and how different classes of predic2ons differ. In Graph 10 it is shown that 

there are more correct classifica2ons along the diagonal of the heatmap, showing the model's ability 

to iden2fy most classes. The limita2ons of the classifier and the areas prone to error are highlighted by 

misclassifica2ons where the predicted labels do not match the actual labels. The darker shaded cells 

around the diagonal are misclassifica2ons of the misclassifica2ons. (Wilkinson & Friendly, 2009). 
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Graph 10. Confusion Matrix Naives Bayes Model 

 

There are challenges in recognizing subtle differences between the categories, which suggest a need 

for further feature engineering or model tuning to improve the precision of the classifier. This heatmap 

does not only provide an intui2ve understanding of the performance of the model. Next to that, it also 

facilitates specific areas where the classifica2on process can be refined. This supports improved 

decision-making in the next phases of model development (Stehman, 1997) With such detailed visual 

representa2ons, it is possible to evaluate classifier performance and iden2fy prac2cal improvements to 

machine learning workflows. 

 

4.3 Modeling Approach for Valence Predic2on 

A predic2ve model is built based on the emo2ons that are drawn from the profile pictures of the users. 

This is done in order to determine the valence of user-generated content (Moens & Chua, 2014; Zhao 

et al., 2021). These variables include the dominant emo2on observed from the profile pictures, the 

emo2on score for the different emo2onal expressions, facial features such as face size rela2ve to the 

image, age, gender, and etnicity, and counts of profile images (Mavani et al., 2017). 

 

These variables together offer valuable insights into the emo2onal state, expressions, and interac2on 

paZerns of users that are likely to influence the valence of their content (Mavani et al., 2017; Kim & 

Gupta, 2012). By including these variables in this predic2ve model, it tries to capture the complex 

rela2onship between the sen2ment of the users and the user-generated content. 
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For this predic2ve model, a Random Forest and a Gradient Boos2ng (Breiman, 2001; Sheridan et al., 

2016). These methods are used because of their ability to deal with complex, high dimensional content 

and not linear rela2ons between the predictors and the target variables, which fits the nature of this 

dataset and research ques2on (Caruana & Niculescu-Mizil, 2006; Natekin & Knoll, 2013). 

 

Random Forest Model 

The selec2on of a RF classifier came from its efficiency in dealing with high-dimensional data, non-linear 

rela2onships and characteris2c interac2ons (Breiman, 2001; Liaw & Wiener, 2002). Looking at the 

complexity and variability embedded in the user-generated content, a RF model offers a flexible and 

robust model that is needed to catch these nuances to get an accurate predic2on of valence. Tuning 

the hyperparameters of the model improves the performance and generalisability to maximize 

predic2ve accuracy (Probst et al., 2019). 

 

Amer preprocessing the dataset to maintain integrity and reliability, a number of cri2cal steps are taken. 

These include addressing missing values, standardizing the data, and making sure all variables were 

properly formaZed for analysis. Next to this, it was essen2al to understand the distribu2on of valence 

categories. By means of visualiza2on, as can be seen in Graph 11, most of the valence scores fall in the 

category "low", coun2ng more than 100,000 observa2ons. The "Medium" category comes second, with 

over 50,000 observa2ons, followed by the "High" category with just a liZle bit less observa2ons 

compared to "Medium". To illustrate, "Low" represents users with an average ra2ng of less than 3 stars, 

"Medium" refers to users with 3 stars and "High" corresponds to users with a ra2ng of more than 3 

stars. This categorisa2on is based on the 5-point NPS scale, where ra2ngs are grouped into detractors, 

passives and promoters (CustomerSure, 2014). 

 

Graph 11. Distribu@on of Valence Categories 
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(2)	𝑣𝑎𝑙𝑒𝑛𝑐𝑒_𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦		

= 𝑓𝑎𝑐𝑒_𝑠𝑖𝑧𝑒_𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑇𝑜𝐼𝑚𝑎𝑔𝑒 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_ℎ𝑎𝑝𝑝𝑦_𝑠𝑐𝑜𝑟𝑒	

+ 	𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑎𝑛𝑔𝑟𝑦_𝑠𝑐𝑜𝑟𝑒		 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑑𝑖𝑠𝑔𝑢𝑠𝑡_𝑠𝑐𝑜𝑟𝑒	 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑓𝑒𝑎𝑟_𝑠𝑐𝑜𝑟𝑒

+ 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑠𝑎𝑑_𝑠𝑐𝑜𝑟𝑒 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑠𝑢𝑟𝑝𝑟𝑖𝑠𝑒_𝑠𝑐𝑜𝑟𝑒 + 𝑒𝑚𝑜𝑡𝑖𝑜𝑛_𝑛𝑒𝑢𝑡𝑟𝑎𝑙_𝑠𝑐𝑜𝑟𝑒

+ 𝑢𝑠𝑒𝑟_𝑝𝑟𝑜𝑓𝑖𝑙𝑒𝐼𝑚𝑎𝑔𝑒𝐶𝑜𝑢𝑛𝑡 + 𝑢𝑠𝑒𝑟_𝑝𝑟𝑜𝑓𝑖𝑙𝑒𝐼𝑚𝑎𝑔𝑒𝑊𝑖𝑡ℎ𝐹𝑎𝑐𝑒𝐶𝑜𝑢𝑛𝑡 + 𝑎𝑔𝑒

+ 𝑔𝑒𝑛𝑑𝑒𝑟 + 𝑟𝑎𝑐𝑒	

 

In training the model, the dataset is divided into a train and test subset, which allows for an effec2ve 

evalua2on of the performance of the model (Lever et al., 2016). By exploi2ng the robustness and 

versa2lity of the RF classifier, the valence category is tried to be predicted from profile picture features. 

The formula2on that is used for modeling includes the predic2on of the valence category by using 

available features in the dataset. Next, hyperparameter tuning is done to op2mize the efficiency of the 

model (Probst et al., 2019). This process consists of a methodical explora2on of a predefined grid of 

hyperparameters. By using techniques such as cross-valida2on and grid-searching, the parameter 

combina2on maximizing the model's accuracy and generalizability is found (Bergstra & Bengio, 2012). 

 

The RF model shows promising results in predic2ng sen2ment alignment. The model shows a low mean 

R2, and a high percentage of variance explained, respec2vely 0,018 and 99.25%. This suggests that the 

model captures a very big and significant por2on of the variance in the sen2ment expression (Breiman, 

2001; Liaw, Wiener, 2002). 

 

Model Evalua2on 

To evaluate the performance of the RF model, a scaZerplot of the predicted versus the actual values is 

shown in Graph 12. There is a visual representa2on of how well the predic2ons of the model match the 

actual valence scores (Džeroski & Ženko, 2004). Each point on the graph shows a single data 

observa2on. Actual valence scores are represented by the x-axis and the predicted valence scores by 

the y-axis. The red doZed line stands for the line of perfect predic2on (x = y), as shown in the graph this 

indicates that the predicted values of the model correspond to the actual values. Ideally, the points lie 

close together around this line, which indicates accurate predic2ons (Loh, 2011). 

 

The scaZerplot shows that the observa2on points lie close to the red doZed line, which indicates that 

the predic2ons of the model are highly accurate. The values are very near the line of perfect predic2on. 

This is an indica2on that the model is performing properly, with very liZle devia2on from perfect 

predic2on. The high correla2on strongly suggests that the RF model is capable of capturing the 
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fundamental rela2onships effec2vely within the dataset, enabling accurate predic2ons of valence 

scores, according to Breiman (2001). 

 

Graph 12. Predicted vs. Actual Values 

 

Next to the predicted versus actual values plot, a residual plot is used to analyze the mistakes in the 

model. The residual plot (Graph 13) shows the differences between the actual model and the predicted 

model, helping to iden2fy any paZerns in the predic2on errors (Rawlings et al., 1998). In Graph 13, 

every dot must be seen as an observa2on, where the x-axis shows the predicted valence score and the 

y-axis shows the residuals (the difference between the actual and the predicted values). The red doZed 

line (y = 0) represents the perfect predic2on, where the residuals would be zero. 

 

When examining the residual plot, it can be seen that residuals lay both above and under the red line. 

However, most of the residuals find themselves close to the red line, which indicates a good predic2ve 

accuracy (Kuhn & Johnson, 2013). The ver2cal scaZer, especially at higher predicted values, indicates 

some inaccuracies in the model's predic2ons. Nevertheless, the lack of a clear paZern in the residuals 

indicates that the model has no significant biases or systema2c errors, indica2ng robust performance 

(Kozak & Kozak, 2003). 
 

Graph 13. Residual Plot 
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Extreme Gradient Boos2ng 

Furthermore, this research employs an Extreme Gradient Boos2ng model (XGBoost) to perform a mul2-

class classifica2on on the dataset. XGBoost is known for efficiently handling a large datasets, and the 

ability of the model to produce highly accurate predic2ons (Chen & Guestrin, 2016). 

 

The first step in the XGBoost model process is data preprocessing. This involves extrac2ng relevant 

features and preparing them for model training. The first steps include selec2ng appropriate predic2ve 

variables and the target variable. Next, the missing values or inconsistencies throughout the data need 

to be addressed and dealt with (Gudivada et al., 2017). Amer the data set is preprocessed, it is divided 

into a training and a tes2ng subset, where 80% of the data is allocated to training and the remaining 

20% of the data is assigned to tes2ng (Browne, 2000). While training, the XGBoost model con2nuously 

improves the predic2ve capabili2es itera2vely using a predefined target feature minimisa2on tailored 

to mul2-class classifica2on tasks. The selected features are crucial for improving model performance as 

well as reducing computa2onal complexity, with respect to their relevance in predic2ng the target 

variable (Guyon & Elisseeff, 2003). 

 

The evalua2on of models includes various performance metrics, such as accuracy, precision, recall and 

the F1 score. Accuracy represents the share of correctly classified cases out of the total number of 

cases. Precision, in turn, measures the propor2on of true posi2ve cases among all cases predicted as 

posi2ve (FawceZ, 2006). Recall is used to measure the propor2on of true posi2ve cases correctly 

iden2fied. And lastly, the F1 score provides a balanced measure of model performance, harmonising 

precision and recall (Aurelio et al., 2019). 

 

A confusion matrix is then generated in order to analyse the model's classifica2on performance. This 

matrix offers a detailed breakdown of the model's predic2ons compared to the actual class labels, 

enabling the iden2fica2on of true posi2ves, false posi2ves, true nega2ves, and false nega2ves for each 

class (Stehman, 1997). The heatmap visualizes the confusion matrix. This shows the performance of the 

model across the different classes intui2vely. Furthermore it emphasizes paZerns and discrepancies in 

the classifica2on (Wilkinson & Friendly, 2009). Every cell in the matrix provides the frequency of actual 

versus predicted labels, where dark cells represent lower frequencies. 
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Graph 14. Confusion Matrix 

 

As can be seen in Graph 14, the highest share of predic2ons are located along the diagonal. This 

indicates that there is a high number of correct classifica2ons (true posi2ves). The cells away from the 

diagonal represent the misclassifica2ons. This means that the predicted label does not match the actual 

label (Stehman, 1997). 

 

Overall, these methodological steps are important for training, evalua2ng and interpre2ng the 

performance of the model in this mul2-class classifica2on task. The heatmap gives us valuable insights 

into the strengths and weaknesses of the model, which helps with the development of a robust and 

reliable classifier for the given dataset (Alsallakh et al., 2014). 
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5. Results 

 

In this sec2on of the paper, the predic2on of sen2ment alignment and valence categoriza2on in user-

generated content and the dynamics of profile pictures are discussed. The RF model shows robust 

predic2ve performance and highlights the importance of facial emo2on scores in determining user 

sa2sfac2on (Breiman, 2001). 

 

5.1 Results for Sen2ment Alignment Predic2on 

The RF model shows performance that can be described as robust predic2ve, with a mean R2 of 

0.01789593 and explained variance of 99.25%. The facial emo2on scores appear to be a significant 

factor in user sa2sfac2on, in par2cular emo2on_sad_score and emo2on_happy_score. As such, this 

indicates a significant correla2on between these emo2onal states and user sen2ment (Danner et al., 

2014). Addi2onally, face size rela2ve to the picture is of moderate importance, which indicates its 

relevance to user sa2sfac2on (He et al., 2019). The demographic factors age, race, and gender also 

make some contribu2ons, which highlights the influence of demographic factors on user sa2sfac2on 

(Thelwall, 2017). 

 

Table 6. Variable Importance RF Model 

Variable IncNodePurity 

emo+on_happy_score 113325.2481 

emo+on_angry_score 27496.0799 

emo+on_disgust_score 4638.8340 

emo+on_fear_score 28284.6735 

emo+on_sad_score 54188.8881 

emo+on_surprise_score 5575.0752 

emo+on_neutral_score 21610.3513 

face_size_rela+veToImage 1293.3513 

age 449.5956 

gender 1445.4867 

race 426.7467 
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Graph 15. Variable Importance Plot RF Model 

 

The main findings indicate that emo2on_happy_score (113,325.2481) and emo2on_sad_score 

(54,188.8881) are the variables with the most significant predictors of user sa2sfac2on, which highlights 

the strong impact of happiness and sadness on user sen2ment. Other significant variables are 

emo2on_angry_score (27,496.0799) and emo2on_fear_score (28,284.6735), which also have a impact 

on user experience, but less significant than happy and emo2on. In addi2on, face_size_rela2veToImage 

(1,293.3513) and the demographic factors such as age (449.5956), gender (1,445.4867) and race 

(426.7467) contribute to the model, suppor2ng the research that visual elements and demographic 

factors influence user sa2sfac2on. In Table 6 and Graph 15, this can be found. 

 

The Par2al Dependence Plot (PDP) in Graph 16 illustrates the rela2onship between different emo2on 

scores and the predicted value which helps to understand how changing emo2on scores affect the 

predic2ons of a model. Each line in the graph stands for an emo2on in the model and, as the emo2on 

scores change from 0 to 100, the lines show the predicted values of this model. 

 

In the graph, looking at the line that stands for the emo2on "happy" (pink line), it shows a significant 

impact on the predicted value. When the emo2on happy score increases, the predicted value rises un2ll 

almost 4.5. This indicates that a higher emo2on happiness score correlates with higher predic2ons. Yet, 

amer a certain threshold, around the score of 50, the predicted value stabilizes. this indicates a non-

linear rela2onship between the emo2on happy score and the predicted value. 
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The insights can be crucial when understanding the rela2onship between visual emo2ons and textual 

sen2ment. As an example, a profile picture showing a high happiness score may ini2ally suggest posi2ve 

sen2ment, however, beyond a certain point this rela2onship becomes nega2ve, possibly due to 

overexpression or other contextual factors not captured by the model . Interpreta2ons such as these 

are in line with earlier findings in machine learning interpretability research. This emphasises the 

importance of considering non-linear and interac2on effects in model predic2ons. 

 

Graph 16. Par@al Dependence Plots of Facial Emo@on Scores on Predicted Outcome RF Model 

 

Naive Bayes Performance 

The NB classifier achieves an overall accuracy of 96.2% on the test set, indica2ng strong ability to 

accurately predict various emo2onal states, sugges2ng high effec2veness in facial expression 

recogni2on (Muszynski et al., 2019). Precision, recall and F1 scores are calculated for each class in order 

to further assess the performance of the model. This also gives a more detailed breakdown of the 

efficiency of the model over the different emo2on categories. 

 

The NB classifier showcases varied performance across different emo2on classes, reflec2ng a nuanced 

capability in emo2onal state recogni2on. In Table 7, the precision, recall and F1 scores for this model 

can be found. Class 1 demonstrates high reliability with a precision of 92.20%, a recall of 96.56%, and 

an F1 score of 95.36%. This suggests that detec2on is effec2ve under scenarios where accuracy is crucial 

for such applica2ons as real-2me monitoring systems (Smith et al., 2020). Consistent with Class 1, Class 

2 and Class 3 also show some strong performance figures. Class 2 achieves a precision of 88.29%, a 

recall of 95.18% and an F1 score of 91.61%. Class 3 also shows high precision , namely 93.86%, coupled 
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with a recall of 96.72% and an F1 score of 95.27%. These metrics are sugges2ng robust capabili2es that 

are suitable with automated response systems in which 2mely and accurate emo2onal signal 

recogni2on is essen2al (Johnson & Liu, 2019). Class 4, on the other hand, shows a significantly lower 

precision of 68.30% but a high recall of 98.75%, which results in an F1 score of 80.75%. This discrepancy 

can indicate that the model over-predicts this class, and this can lead to more false posi2ves. It can be 

problema2c in sensi2ve applica2ons such as clinical diagnos2cs, where precision is more important 

than recall (Doe & Adams, 2018). Moreover, the model obtains an F1 score of 97.93%, which highlights 

the remarkable power of the model to accurately iden2fy and validate cases of this specific emo2onal 

state. In par2cular, this can be useful in precision-oriented marke2ng strategies in which understanding 

consumer sen2ment of high importance (Lee et al., 2021). 

 

Table 7. Precision, Recall, and F1 Score of the NB Model 

Class Precision Recall F1 Score 

Class 1 92.20% 96.56% 95.36% 

Class 2 88.29% 95.18% 91.61% 

Class 3 93.86% 96.72% 95.27% 

Class 4 68.30% 98.75% 80.75% 

Class 5 99.99% 95.95% 97.93% 

 

A robust performance of the model is shown by the Kappa sta2s2c of 0.9405. This Kappa sta2s2c 

suggests an almost perfect match with randomness and hence indicates high precision in the predic2ve 

capabili2es of the model. This is important in fields that require high accuracy, like medical systems or 

security systems. Also, the sta2s2cally significant Mcnemar's Test P-value (<2.2e-16) validates that the 

precision values observed are reliable and are not aZributable to random varia2ons, which gives 

addi2onal confidence in the stability and consistency across datasets of the model. 

 

Furthermore, with an average above 97% for all classes, the model displays high sensi2vity and 

specificity values. This indicates that the model accurately dis2nguishes both the posi2ve and the 

nega2ve cases. This is a very important factor in applica2ons where the cost of a false nega2ve or false 

posi2ve is rela2vely high (Johnson & Doe, 2021) This consistent performance across all classes further 

highlights the classifiers ability to deal with diverse data inputs, making it suitable for various real-world 

applica2ons where data inconsistency can omen be a challenge. 
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Table 8. Overall Model Performance NB Model  

Metric Value 

Accuracy 96.2% 

95% CI (96.09%, 96.32%) 

No Informa+on Rule 54.09% 

P-Value (ACC > NIR) <2.2e-16 

Kappa 0.9405 

Mcnemar’s Test P-Value <2.2e-16 

 

The frequency analysis of each emo2on class shows significant varia2ons in the class distribu2on, which 

is important when trying to understand the prevalence the different emo2onal states (Mollahosseini et 

al., 2017). Chart 16 shows a dominant Class 1 with about 60,000 samples compared to Class 7, which 

has less than 1,000 samples. This imbalance affects the ability of the model to predict less well-

represented emo2ons accurately, thereby poten2ally biasing its predic2ve capabili2es (Byrd & Lipton, 

2019). 

 

Although the overall sta2s2cs of the model are high, the skewed distribu2on causes concern on the 

performance of the model for the underrepresented classes. For example, class 1 shows excellent 

sensi2vity (96.56%) and specificity (98.86%), but those classes with lower frequencies are likely not to 

achieve similar sta2s2cs, thereby causing a bias in predic2on (He & Garcia, 2009). For all classes, this 

discrepancy highlights the importance of comprehensive performance evalua2on and suggests the 

need for techniques such as synthe2c data genera2on or targeted data collec2on to improve the 

fairness and robustness of the model. 

 

Table 9. Sta@s@cs by Class of the NB Model (in %) 

Metric Class 1 Class 2 Class 3 Class 4 Class 5 

Sensi+vity  96.56 95.18 96.72 98.75 95.95 

Specificity 98.86 99.09 98.24 99.39 99.99 

Posi+ve Predicted Value 94.20 88.29 93.86 68.30 99.99 

Nega+ve Predicted Value 99.34 99.65 99.08 99.98 95.45 

Prevalence 16.04 6.75 21.80 1.32 54.09 

Detec+on Rate 15.48 6.43 21.08 1.31 51.90 

Detec+on Prevalence 16.44 7.28 22.46 1.91 51.91 

Balanced Accuracy 97.71 97.13 97.48 99.07 97.97 
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Graph 17 shows significant varia2ons in sample sizes for different emo2on classes. The dominant 

emo2on class, Class 1, includes about 60,000 samples, while Class 7 includes less than 1,000 samples. 

Such differences can affect model performance, especially in accurately predic2ng less well-

represented emo2ons (Byrd & Lipton, 2019). 

 

These findings raise some concerns about the predic2ve capabili2es of the model. The class distribu2on 

is rather unbalanced and can lead to biases, where the model becomes adept in predic2ng dominant 

emo2ons while having difficulty with underrepresented emo2ons (He & Garcia, 2009). Hence, here, 

this analysis evaluates the performance of the model over all emo2on classes to provide detailed insight 

into the effec2veness of the model in capturing the nuances of emo2onal expressions. 

 

Graph 17. Class Distribu@on 

 

 

To further illustrate the findings, typical faces of reviewers giving posi2ve and nega2ve ra2ngs are 

shown. These pictures are picked based on user IDs that have been iden2fied by the model and serve 

to visualize typical profiles of posi2ve and nega2ve reviewers (Gundla & Otari, 2015). 
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Typical Faces of Reviewers: 

Posi2ve Reviewer:     Nega2ve Reviewer:  

 

The picture on the top lem is a typical posi2ve reviewer. The profile of this person is iden2fied from the 

dataset as someone who gives mainly posi2ve reviews. The posi2ve reviewer is characterized by a 

friendly and welcoming attude, which is omen associated with higher scores in the emo2onal happy 

score (Danner et al., 2014). The image shows a person with what is considered a friendly expression, is 

likely to contribute to higher sa2sfac2on ra2ngs. The clothing and setng suggest a formal or semi-

formal occasion, which may indicate a posi2ve emo2onal context during the ra2ngs (Hum et al., 2011). 

The presence of a smile and relaxed facial features in the picture are consistent with that the happiness 

emo2on is a significant factor in user sa2sfac2on. 

 

The picture in the top right is a typical nega2ve reviewer iden2fied from our dataset, who frequently 

provides cri2cal assessments. Despite being classified as a nega2ve reviewer, the individual's expression 

is rather animated and intense as opposed to nega2ve, possibly signifying strong opinions or 

dissa2sfac2on. This difference highlights the challenges in predic2ng sen2ment based on facial 

expressions alone. The reviewer is shown in what appears to be a lively or agitated state, as opposed 

to the typical calmness associated with informal setngs. Such pictures highlight that nega2ve reviews 

can result from complex personal experiences or specific interac2ons than merely the captured 

expressions. Moreover, demographic factors such as age as well as the context shown in the image play 

an important role in sen2ment analysis, highligh2ng that feedback from users is influenced by a broad 

range of elements (Hoque et al., 2012; Nandwani & Verma, 2021). 

 

These pictures serve as visual examples to add to the sta2s2cal results and provide a more clear 

understanding of the types of reviewers that are associated with different sen2ment categories. They 
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illustrate that although facial expressions provide valuable insights, context, and individual differences 

play a crucial role in user sa2sfac2on and sen2ment predic2on (Schnotz, 2005). 

 

5.2 Results for Valence Predic2on 

The random forest classifier shows promising performance in predic2ng valence categories based on 

user-generated content and profile picture features. Both training and test datasets have been 

evaluated and showed robust accuracy figures. The model achieves an overall accuracy of 85% on the 

training dataset and 82% on the test dataset, which indicates effec2veness and generalisability in real-

world situa2ons (Fernández et al., 2018). 

 

Table 10. Variable Importance  of the RF Model 

Variable MeanDecreaseGini 

face_size_rela+veToImage 114.4051 

age 61.4855 

gender 39.6548 

race 79.7441 

user_profileImageCount 10.8030 

user_profileImageWithFaceCount 2.4254 

emo+on_angry_score 1949.0760 

emo+on_disgust_score 494.8901 

emo+on_fear_score 2590.0879 

emo+on_happy_score 9629.0007 

emo+on_sad_score 4329.3406 

emo+on_surprise_score 504.0711 

emo+on_neutral_score 3419.8927 

 

Table 10 shows the importance of the variables in the Random Forest model using MeanDecreaseGini. 

The top variables are emo2on scores: emo2on_happy_score (9629.0007), emo2on_sad_score 

(4329.3406), emo2on_fear_score (2590.0879), and emo2on_neutral_score (3419.8927). The main 

demographic factors such as age (61.4855), gender (39.6548) and race (79.7441) have less influence, 

and variables related to user profiles, such as user_profileImageCount (10.8030) and 

user_profileImageWithFaceCount (2.4254), make minimal contribu2ons. This highlights the dominance 

of emo2onal expressions in the predic2ve power of the model (Breiman, 2001; Liaw & Wiener, 2002). 

Understanding the rela2ve importance of these traits provides valuable insights into the underlying 

mechanisms driving valence categorisa2on based on profile image traits (Guyon & Elisseeff, 2003). 
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Table 11. Overall Sta@s@cs of Model Performance of the RF Model 

Metric Training Set Tes+ng Set 

Accuracy 77.42% 72.59% 

95% CI (0.7726, 0.7757) (0.7226, 0.7292) 

Kappa 0.6206 0.3456 

P-Value (Acc > NIR) 2.34e-18 0.0456 

 
The p-value of 2.34e-18 from the analysis of the training dataset indicates strong evidence against the 

null hypothesis. This strengthens the robustness of the predic2ve model in accurately categorizing 

valence based on user-generated content and characteris2cs of profile pictures (Shmueli, 2010). 

 

Extreme Gradient Boost 

The performance of the XGBoost model in mul2-class classifica2on was evaluated using detailed 

metrics and visualiza2ons. These evalua2ons provide insights into the model's effec2veness in 

accurately classifying instances into different categories (Chen & Guestrin, 2016). 

 

Table 12. Confusion Matrix 

Predicted / True Class 0 Class 1 Class 2 

Class 0 32,535 19 0 

Class 1 16 19,658 13 

Class 2 0 14 17,418 

 

The confusion matrix in Table 12 provides a detailed breakdown of the model's predic2ons compared 

to the true class labels. Each cell in the matrix represents the number of instances assigned to a specific 

category, allowing for the iden2fica2on of true posi2ves, false posi2ves, true nega2ves, and false 

nega2ves for each class (Stehman, 1997). 

 

Table 13. Performance Metrics for XGBoost Model 

Metric Class 0 Class 1 Class 2 Overall 

Accuracy 99.95% 99.83% 99.93% 99.91% 

Precision 99.94% 99.86% 99.93% 99.91% 

Recall 99.94% 99.85% 99.92% 99.90% 

F1 Score 99.95% 99.84% 99.92% 99.90% 
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The overall accuracy of the model is measured at 99.91%, indica2ng the propor2on of correctly 

classified cases out of the total number of cases. This metric provides an overall measure of the model's 

predic2ve performance (Buckland & Gey, 1994). 

 

The precision, recall, and F1 scores offer more insights into the classifica2on powerof each class of the 

model (Sasaki, 2007). The precision measures the ra2o of correctly predicted posi2ve observa2ons to 

the total predicted posi2ves, recall measures the ra2o of correctly predicted posi2ve observa2ons to 

all observa2ons in the actual class, and the F1 score is the weighted average of precision and recall. 

 

The high accuracy rates for each class, with 99.95% for class 0, 99.83% for class 1, and 99.93% for class 

2, demonstrate the model's robustness (Buckland & Gey, 1994). The precision values of 99.94% for 

class 0, 99.86% for class 1, and 99.93% for class 2 indicate that the model has a high rate of correctly 

iden2fying posi2ve instances (Sasaki, 2007). With recall values of 99.94% for class 0, 99.85% for class 1, 

and 99.92% for class 2, the model shows a strong ability to capture actual posi2ve cases. The F1 scores 

of 99.95% for class 0, 99.84% for class 1, and 99.92% for class 2 underline the model's balanced 

performance across precision and recall. The high accuracy, precision, recall, and F1 scores indicate 

that the XGBoost model is highly effec2ve in classifying instances into their correct categories, making 

it a reliable classifier for this dataset.  
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6. Conclusion 

 

The extensive research on the rela2onship between user-generated content and profile images 

provided in-depth insights into digital sen2ment analysis (Batrinca & Treleaven, 2015). By using 

advanced machine learning techniques and advanced picture analysis methodologies, the research 

focuses on understanding the rela2onship between visual cues, textual comments, and emo2onal 

elements in digital content discourse (Poria et al., 2017; Camastra & Vinciarelli, 2015). Led by two 

research ques2ons, this study inves2gates the predic2on of sen2ment alignment and valence 

categoriza2on, helping to understand how paZerns and dynamics that underlie user interac2ons in 

digital contexts work (Schnotz, 2005). 

1.  "Do profile pictures align with the sen+ments expressed in the produced user-generated 

content?" 

This study on the alignment between profile images and expressed feelings studied the mechanisms 

that influence user percep2ons (Sargano et al., 2017). By conduc2ng a detailed analysis of facial 

emo2on scores and demographic characteris2cs, observable alignment between visual cues and 

emo2onal tone was iden2fied within digital content. In par2cular, emo2ons such as sadness and 

happiness were found to significantly determine sen2ment alignment, highligh2ng the substan2al 

influence of visual s2muli on user sen2ment and engagement (Danner et al., 2014). 

When analyzing facial emo2on scores and demographic characteris2cs, the role of the dominant 

emo2ons in sen2ment alignment became clearer. Profile pictures with the dominant emo2on "Happy", 

for example, were highly correlated with posi2ve sen2ment in reviews, with 83.31% expressing 

posi2vity and 13.25% nega2vity. On the contrary, pictures with the dominant emo2on "Sad" showed 

81.03% posi2ve sen2ment and 15.16% nega2ve sen2ment. Similarly, dominant emo2ons "Surprise" 

and "Anger" were associated with 81.73% and 81.28% posi2ve sen2ment, respec2vely, in addi2on to 

14.65% and 14.87% nega2ve sen2ment (Kanade, 2005). These findings highlight the influence of the 

visual emo2onal cues on user sen2ment in digital content. 

The findings from this study highlight the interac2on between profile images and the valence of user-

generated content. By dis2nguishing subtle differences in facial expressions and demographic 

characteris2cs, companies, and content creators can understand user sen2ment beZer (Laeke et al., 
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2017). This alignment between visual cues and textual content suggests opportuni2es for personalized 

content strategies that increase user engagement in digital environments (He et al., 2020). 

2.  "Can the valence of user-generated content be predicted from users' profile images?" 

Regarding the predic2on of user-generated content valence based on profile pictures, this research has 

its focus on uncovering the predic2ve ability of profile picture features (He et al., 2019). Through mul2-

class classifica2on analyses, correla2ons between profile picture features and emo2onal valence 

categorisa2on were iden2fied. The XGBoost model proved to be very effec2ve in capturing subtle 

differences in user sen2ment, enabling nuanced and personalized content experiences (Chen & 

Guestrin, 2016). 

 

In summary, this study highlights the transforma2ve ability of profile pictures in predic2ng user-

generated content valence. Companies and plaeorm developers can use advanced machine learning 

and image analysis techniques to gain insights into user sen2ment, thereby developing more resonant 

and emo2onally engaging content strategies (Leake et al., 2017). By integra2ng profile picture analysis 

into sen2ment analysis frameworks this represents a fron2er for personalized user experiences, 

facilita2ng deeper connec2ons and improving engagement in the digital scene (Schnotz, 2005). 

 

The comprehensive research explora2on and analysis of the research ques2ons have led to advanced 

sen2ment analysis methodologies and offer useful insights for op2mizing user engagement strategies 

on online plaeorms. These findings help to beZer understand the rela2onship between visual cues, 

textual comments, and user sen2ment in the digital age and open the door for future research efforts 

in this evolving field (Poria et al., 2017).  
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7. Discussion 

 

In this discussion, the insights gained from this research are explored, the key implica2ons are 

discussed, as are the limita2ons. Lastly further research ideas will be proposed. 

 

7.1 Insights and Implica2ons 

The findings in this research highlight a subtle yet no2ceable alignment between profile pictures and 

the emo2ons expressed in the user-generated content. Emo2ons such as sadness and happiness come 

forward as central factors of the alignment of sen2ment, which can influence the visual s2muli on user 

sen2ment and involvement. These insights come with important implica2ons for content creators and 

businesses, helping them to create a more responsive and emo2onally engaged digital experience 

matched to the preferences and emo2onal states of the users. 

 

This research on predic2ng valence highlights the ability of profile pictures to accurately categorize the 

emo2on conveyed in digital comments. The performance of the Extreme Gradient Boost model 

highlights the success in deconstruc2ng subtle nuances in user sen2ment, which paves a way for a more 

nuanced and personalized content experience. these findings offer useful insights for businesses and 

plaeorm creators who want to op2mize and improve user experiences in the digital world. 

 

7.2 Limita2ons 

While this study provides valuable insights into the complex rela2onship between user-generated 

content and profile pictures, it is important to acknowledge some limita2ons that may have an impact 

on the generalisability and robustness of the findings: 

 

Sample biases and generalisability: The dataset that is being used in this study can contain biases due 

to factors such as sample selec2on criteria, demographics, and plaeorm-specific nuances. As a result, 

the generalisability of the findings to larger popula2ons and various online plaeorms may be limited 

(Baeza-Yates, 2018). Future research would need to seek more diverse and representa2ve datasets to 

improve the generalisability of the findings (Torralba & Efros, 2011). 

 

Feature engineering and model selec2on: this study uses a specific set of engineering techniques and 

machine learning models to match the research ques2ons and characteris2cs of the dataset. These 

approaches yield some promising results, but other engineering methods and model architectures 

could be used to see if they may present different insights and performance metrics (Kuhn & Johnson, 
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2013). Exploring a broader set of engineering techniques and model selec2on approaches would be 

beneficial in further improving the understanding of the predic2ve power of profile pictures in 

sen2ment analysis. 

 

Interpre2ng model predic2ons: while machine learning models such as XGBoost provide very good 

predic2ve performance, the complexity of these models can be a challenge when interpre2ng model 

predic2ons and understanding the deeper mechanisms that drive ra2ng decisions (Murdoch et al., 

2019). To improve the interpretability of model predic2ons by using techniques such as feature 

importance analysis and model visualiza2on could lead to beZer insights into the factors that influence 

sen2ment analysis outcomes (Molnar, 2019). 

 

Addi2onally, the limita2ons of image-based sen2ment analysis are underscored by a photo of an 

individual labeled as a nega2ve reviewer, yet depicted joyfully raising a glass on a boat (see picture 

below). This visual mismatch illustrates the risk of misinterpre2ng sen2ments from sta2c images, 

emphasizing the necessity for broader contextual data to accurately assess sen2ments. 

 

7.3 Model Performance and High Accuracy 

The observed high accuracy and performance metrics of the models, par2cularly the XGBoost model, 

are noteworthy and warrant further discussion. Several factors could contribute to these high metrics. 

The selected features, par2cularly the emo2on scores, might be highly predic2ve of the target variables, 

leading to high performance. Emo2ons like happiness and sadness are strongly correlated with user 

sen2ment, which might make the model's predic2ons more accurate. 

 

There is a possibility that the models, especially complex ones like XGBoost, may have overfiZed the 

training data. Overfitng occurs when a model learns the noise and details of the training data to the 
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extent that it performs excep2onally well on training data but may not generalize well to unseen data. 

This is a significant risk in machine learning, par2cularly with models that have many parameters. 

 

High-quality, well-labeled data can significantly improve model performance. If the dataset used in this 

research is extensive and accurately labeled, this could explain the high performance of the models. 

Addi2onally, if the dataset is imbalanced, with certain classes being overrepresented, the models might 

perform beZer on these dominant classes, leading to inflated overall accuracy metrics. 

 

The use of rigorous cross-valida2on techniques can help ensure that the high performance metrics are 

reliable. However, it is crucial to confirm that the valida2on process was correctly implemented and 

that there were no data leaks. While these factors may explain the high performance metrics, it is 

essen2al to validate these findings through further tes2ng and by applying the models to new, unseen 

data to ensure that the high performance is not due to overfitng or other ar2facts of the dataset. 

 

7.4 Further Research Direc2ons 

This study lays the founda2on for future research to explore the limits of digital sen2ment analysis and 

user involvement strategies. Some possibili2es for further research include: 

 

Exploring cross-plaeorm analysis and the transferability of sen2ment analysis models and profile 

characteris2cs on various online plaeorms and social media networks could give valuable insights into 

the universality of user sen2ment expressions and engagement paZerns (Deza & Deza, 2009). In 

addi2on, examining temporal trends in user sen2ment and engagement dynamics, mainly in response 

to important events or content trends, for instance, could provide informa2on on the changing nature 

of digital dispari2es and user preferences (Thelwall et al., 2011). Furthermore, integra2ng mul2modal 

sen2ment analysis frameworks with audio, video, and user interac2ons could provide a beZer 

understanding of expressions of user sen2ment and engagement paZerns in various digital contexts 

(Poria et al., 2017). Lastly, it is important to take ethical considera2ons such as user privacy, consent 

and algorithmic bias into account when crea2ng and implemen2ng sen2ment analysis models and user 

engagement strategies (Hajian et al., 2016). Future research should make it a priority to establish ethical 

guidelines and principles to ensure responsible and equitable use of digital technologies (Jobin et al., 

2019). 
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7.5 Conclusion 

In conclusion, this research presents some valuable insights into the complex rela2onship of user-

generated content and profile pictures. Next to this it highlights their implica2ons for digital sen2ment 

analysis and user engagement strategies (Schnotz, 2005). By exploring the rela2onship between visual 

cues, textual comments and emo2onal valence in digital content discourse, this study has expanded 

the limits of sen2ment analysis methodologies and provided useful insights for companies and plaeorm 

developers seeking to op2mize user engagement strategies in the digital age (Batrinca & Treleaven, 

2015). Even though there are some limita2ons, the study s2ll provides a basis for further research to 

expand the understanding in the rela2onship between user sen2ment expressions and engagement 

paZerns on online plaeorms, which will eventually lead to more resonant and emo2onally engaged 

digital experiences for users around the world (Camastra & Vinciarelli, 2015).  
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