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Abstract 

During today’s exponential growth of the AI industry, many questions are asked regarding their 

potential to replace humans in professional roles. This paper investigates the differences in 

effectiveness between humans and artificial intelligence as recommending agents. By exploring 

this relationship through a randomized online experiment (N = 270), the author reveals the agents’ 

capabilities in the niche scenario known as a preference reversal. The data was analyzed using 

statistical tests, including a one-sample t-test to estimate whether a preference reversal was 

possible and a two-way ANOVA to explore the moderating effect of product type. The main 

findings shows that both recommending agents were capable of reversing preferences, while 

human recommenders had a significant advantage for scenarios involving a hedonic product. 

Despite this, the field of consumer behavior remains a vastly complex one, and the conclusions 

from this paper would largely benefit from future research that investigates other variables that 

may also be responsible for reversing preferences.  



1 Introduction 

The recent boom in the popularity of artificial intelligence, largely attributed to the success 

of ChatGPT, has flooded the world with questions about what is achievable with AI. While some 

were concerned that AI would lead to lost jobs, others sought ways to benefit from this innovation. 

The author aims to fit into the latter category by asking how AI could play a role in the modern-

day decision-making process, specifically in helping people make choices that truly satisfy their 

needs. 

Past and present research suggests differences in people’s perceptions of advice given by 

humans and machines. Human recommenders commonly take the form of other consumers or sales 

agents. While other consumers are often perceived as honest sources of information with no 

ulterior motive behind their advice, sales agents could be seen as people who merely want to 

maximize their revenue by selling you the more expensive option (Wien & Peluso, 2021). AI 

recommenders are a relatively new concept compared to their human counterparts and create 

recommendations based on past consumer data. As the process of recommendation is automated 

through algorithms, people do not perceive AI as agents who are capable of selfish intent, unlike 

humans (Kim & Duhachek, 2020). Despite this, people still tend to avoid advice from machines, 

a phenomenon known as algorithmic aversion (Dietvorst et al., 2015). The AI field is now rapidly 

developing and becoming more accessible to regular people than ever before, and as its popularity 

increases, people’s familiarity with the technology helps to dwindle algorithmic aversion (Logg et 

al., 2019). Thus, as trust in artificial intelligence grows, the question arises: would AI be more 

effective as a recommender than its human counterpart?  

To answer this question, the author explores the decision-making process and how 

preferences can change. The decision-making process can be simplified into four stages: problem 

definition, information seeking, acting on the decision, and post-purchase evaluation (Hoyer et al., 

2017). Internal and external influences, such as one's perception of the world and surrounding 

culture, continue to shape an individual's preferences beyond the initial stage of the decision-

making process (Hoyer et al., 2017). Despite several studies on preference formation, people are 

commonly unaware of what causes them to make certain decisions and regularly choose options 

that do not maximize their utility (Ariely, 2010; Donkers, 2013). The author specifically chose to 

explore the concept of preference reversals to contribute new findings to the current understanding 



of preference manipulation. This specifically investigates the role of recommenders in changing a 

person’s preferences (e.g. from initially preferring product A over B, to now preferring product B 

over A). 

Evidently, consumer behavior is complex. The author does not aim to cover all the topics 

and nuances of what variables contribute to certain behaviors and decisions, as it is beyond the 

scope of this study. Instead, the author aims to provide evidence of the effectiveness of 

recommending agents in their ability to convince consumers to choose products they should prefer. 

Furthermore, the author discusses the moderating role of product type (hedonic versus utilitarian) 

to gain insight into how recommender types can have an advantage over others when considering 

different products. This may be especially insightful for practical applications of recommender 

types, where businesses would be able to explore which recommender is best suited for the 

products they want to sell. 

 

2 Theoretical Framework 

2.1 Preferences 

2.1.1 Defining Preference 

Consumer behavior studies choices consumers make when searching, evaluating, 

purchasing, and using products/services they believe would satisfy their wants and needs 

(Schiffman & Wisenblit, 2018). Within the vast study of consumer behavior lies the subject of 

consumer preferences, defined as “the fact of people liking or wanting one thing more than 

another” (Cambridge Business English Dictionary, 2024). Slovic (1995), examined how 

preference is constructed and described its expression as “the essence of intelligent, purposeful 

behavior”.  

Adam Smith first introduced the concept of rational choice theory in 1776, which closely 

relates to preference. The general understanding of this theory suggests that an individual’s 

decisions are deliberate, consistent, and driven by some rationale, such as utility maximization 

(Edwards, 1954; Ulen, 1999). There exist two fundamental assumptions about preferences: 

completeness and transitivity. Completeness suggests that all alternatives are comparable, such 



that an individual will never exclude an alternative in their decision-making process. Transitivity 

suggests that preference is transitive; for a set of alternatives x, y, and z, if x is preferred to y and y 

is preferred over z, this shows that x has to be preferred over z (Ulen, 1999). Moreover, preferences 

are not confined to a single degree; instead, they can be categorized into three categories: a weak 

preference, a strict preference, or an indifference (Strohmaier & Messerli, 2024). 

 Adding to the complexity of preferences is the research indicating potential differences in 

what individuals say they prefer versus their actual preferences adds to the complexity of 

preferences (Wardman, 1988). This difference in the “stated preference” and “real preference” can 

be attributed to a hypothetical bias; individuals reporting unrealistic choices under 

hypothetical/test conditions (Ajzen et al., 2004; De Corte et al., 2021). Despite the possibility that 

the stated preferences do not fully capture real preferences, they are a common proxy used in 

marketing research and more appropriate for this thesis due to an ease of measurement (Wardman, 

1988).   

 

2.1.2 Decision-Making Process  

The decision-making process can be summarized into four stages: problem recognition, 

information search, acting on the decision, and post-purchase evaluation (Hoyer et al., 2017). 

Though seemingly straightforward, the factors that influence each stage of the process create a 

vastly complex network, one that cannot be fully explored within the scope of the paper.  

To briefly touch on the topic, the influencing factors are commonly grouped into two 

categories: internal and external influences. Internal influences relate to the consumer’s 

psychological factors such as self-concept (ability, motivation, and opportunity), perception, 

comprehension, and knowledge. External influences are the factors that make up the consumer’s 

surroundings, such as culture, social class, family roles, and reference groups (Hoyer et al., 2017). 

The significance of each factor differs per individual, but understanding how these factors could 

affect an individual is an essential component of consumer behavior studies. 

As many factors are responsible for influencing consumer decisions, this thesis will address 

the issue of controlling for these variables through a randomized controlled trial, where individuals 

are randomly assigned one of four test conditions. The random assignment will ensure an equal 

distribution of these variables, eliminating systematic differences that may skew the data as much 

as possible within the constraints of this thesis. 



As shown, decision-making and the formation of preferences are complicated processes. It 

is so complex that many newer behavioral researchers argue that the traditional view of the process 

is systematically biased and flawed, as many real human decision-making are “predictably 

irrational” (Ariely, 2010; Gilovich et al., 2002). This opens up the conversation about how people 

may require assistance to optimally reach their preferred state.   

 

2.2 Changing Preferences 

2.2.1 Defining Preference Change 

 A preference change refers to the alteration of a person’s choices or desires, driven by new 

information, motivation, or context (Donkers, 2013; Strohmaier & Messerli, 2024).  

A preference change can take one of four basic forms: revision, contraction, addition, or 

subtraction (Hansson, 1995). While more complex forms of preference change exist, they are built 

on these foundational forms. This paper will examine a preference reversal, a sub-type of 

preference revision: a change in preference within a set of alternatives without the addition or 

subtraction of new alternatives (Hansson, 1995). Specifically, a preference reversal occurs when 

an individual initially prefers one option over another but reverses that preference due to a change 

in the decision-making environment (Johnson et al., 1988). An example of a preference reversal is 

when a voter initially prefers political Party A over Party B. If Party A were to change its stance 

on a key issue, the voter may revise their preference and now prefer Party B. An example of this 

phenomenon is demonstrated in Figure 1. Note that changes in the decision-making environment 

that influences the “new preference” can be a variety of things, what will be discussed in this paper 

specifically is a recommending agent (AI and human). 

 

 

Figure 1. Preference Reversal Demonstration 

 



The concept of “preference change” has sparked debates as it suggests preferences are not 

consistent as this notion challenges the core assumptions of the rational choice theory (Johnson et 

al., 1988). However, McKenzie (2018) suggest that preference reversals do not violate any of the 

original rational choice assumptions under specific conditions. The researchers clarify a 

phenomenon they refer to as a joint-separate preference reversal. This occurs when preference 

changes due to a change in the evaluation context, either jointly or separately evaluated. For 

example, in an evaluation of restaurants A and B, when rating them separately, an individual may 

rank restaurant A higher than restaurant B. However, when presenting both options together, 

allowing for direct comparisons, the preference may shift towards restaurant B. This scenario 

provides grounds for believing that preferences are dynamic and capable of updating based on 

changes in the decision-making environment.  

 

2.2.2 Key Studies 

Donkers (2013), showed that consumers are often not rational in their decision-making, 

often neglecting, forgetting, or simply unaware of important factors that objectively determine 

which alternative would be the optimal choice – contributing the greatest amount of utility. He 

attributed this to consumers being heavily influenced by the context they are in when making their 

decision, and if the context were to change, preferences would change along with it. Donkers 

presented that changes in the salience of consequences from a decision would ultimately affect a 

person's preferences. This was demonstrated with an example of a person’s retirement-saving 

habits; once the individual was shown the consequences of his current high-spending habits—his 

future self becoming less happy—causing the individual to alter his habits to improve his future 

outcome. This study showcases that preferences are able to change through manipulating the 

salience of consequences. 

Sher and McKenzie (2014), discuss the role of context in changing preferences. Traditional 

principles of rational choice indicate that preferences should be coherent (logical and consistent) 

and suggesting that they are always static. This principle implicitly assumes that context does not 

provide relevant information for decision-making, thus claiming that preferences cannot change 

in different contexts (Sher & McKenzie, 2014). The researchers ultimately challenged this notion, 

showing that preferences are in fact dynamic and claiming that the dynamic nature of preferences 

is an integral part of the human ability to adapt to different situations. Similar to the conclusion 



drawn by Donkers (2013), the researchers revealed how context serves as a cue in to help people 

during the decision-making, particularly in scenarios with limited information and prior 

knowledge. 

Another form of preference change through context is how humans develop and change 

over time. Whitson et al. (2014) conducted a follow-up experiment to one they completed in 1996 

to explore the utility consumers gain from certain product attributes. After examining the data, the 

study revealed that the utility obtained from the attributes had significant differences from the 

results of the 1996 experiment. A notable finding from this experiment is that in 2014, consumers 

deemed it more acceptable to pay higher prices for eco-friendly products compared to 1996. The 

researchers believe that consumers' conditioning to believe eco-friendly processes are more 

expensive is responsible for this change in preference towards prices. This experiment 

demonstrates a shift in preferences and beliefs over the course of 18 years. 

As evident from the discussed experiments and contrary to traditional economic 

assumptions (that humans are rational agents), real-world behavior often deviates from theorized 

rationality, as nonoptimal decisions are common (Ariely, 2010). This discrepancy highlights the 

potential role of a recommender—whether a person or a machine—who can provide guidance 

based on consumers' real preferences. Such recommendations can help consumers make decisions 

that more closely align with their “true preferred state” by highlighting aspects that may be initially 

overlooked or undervalued. 

2.3 Recommender Types (AI vs. Human) 

2.3.1 AI Recommenders 

AI recommendation systems are algorithms that make use of statistical and actuarial 

models to analyze consumer data and predict preferences. By leveraging large datasets, these 

algorithmic models can create personalized recommendations for relevant consumers (Grove & 

Meehl, 1996). AI recommenders can take several forms and do not require direct communication 

with the consumer; instead, they could take the form of a list of products that the consumer may 

find appealing (Häubl & Murray, 2003). AI recommenders that directly interact with individuals 

can have a virtual body, face, and voice that either imitate human-like qualities or intentionally 



appear more robotic; these are commonly known as AI chatbots (Araujo, 2018; Mende et al., 

2019).  

Today, companies use algorithmic recommendation systems to suggest products/services 

for consumers based on their available data (Budzinski et al., 2021; Kim et al., 2021). By 

implementing these AI recommendation systems, companies have a self-improving system that 

analyzes consumer data, outputs personalized recommendations, observes how those 

recommendations perform, and re-evaluates itself based on the performance (Budzinski et al., 

2021). The recent worldwide mass adoption of AI technology for businesses (and independent use) 

proves that the technology benefits society, thus enforcing the importance of understanding how 

this innovation can be used optimally (Kim et al., 2021). 

This paper conceptualizes the AI recommender as an AI chatbot without a virtual body, 

face, or voice. The focus of the research is on how the consumer interprets the advice given; thus, 

the consumers will have no opportunity to communicate with the AI recommender other than 

receiving the recommendation. 

 

2.3.2 Human Recommenders 

Human recommenders can fall into two major categories: another consumer (friends, family, 

relatives, or strangers) or an expert (sales-representative or independent experts) (Senecal & 

Nantel, 2004). Human recommenders fitting into the “another consumer” category, advise on 

products/services as a form of altruistic behavior and are commonly driven by empathic concern 

for others (Hennig-Thurau et al., 2004). However, the “expert” category provides advice for self-

serving purposes such as economic incentives or the desire to earn respect/recognition as an expert 

in that field (Constant et al., 1996; Sah & Loewenstein, 2014. Research demonstrates that 

recommenders, regardless of their type, play a crucial role in marketing and can significantly 

influence a company's sales (De Bruyn & Lilien, 2008). Çelen et al. (2010) conducted a study 

showing that individuals acted on a recommendation 74% of the time.  

In this research paper, the author defines the human recommender as a previous customer 

offering digital advice. The human recommender, like the AI recommender, will not engage in 

active communication with the consumer; instead, they will display a one-off advice as digital on-

scereen text. The human recommender will not have any ulterior motives for recommending the 



product, leading to a scenario where the consumer receiving the advice tends to trust it (Boerman 

et al., 2017). 

 

2.3.3 AI vs. Human 

AI recommenders share similarities with commercial agents, as they operate under the 

constraints and instructions of the company deploying them. Yet consumers typically do not view 

AI recommenders as commercial agents attempting to persuade them to make a particular purchase 

(Kim & Duhachek, 2020). Instead, consumers view AI as a tool that can help them make more 

informed decisions (Senecal & Nantel, 2004). Consumers are seen to be more comfortable 

disclosing private information to AI agents compared to their human counterparts, indicating 

differences in the perception of trustworthiness between AI and humans (Kim et al., 2021). The 

overall differences in how consumers interact with the two recommender types suggest that they 

are perceived as separate sources of information rather than alternatives (Wien & Peluso, 2021).  

In terms of predicting events and outcomes, algorithmic systems can objectively 

outperform human judgments and intuitions due to their greater data processing capabilities 

(Dawes, 1979; Sanders & Manrodt, 2003). Despite its proven superiority in forming calculated 

judgments, people commonly resist algorithmic advice. Furthermore, research indicates that 

people weigh human input higher than algorithmic input (Önkal et al., 2009) and more harshly 

judge professionals who make use of algorithmic advice (Shaffer et al., 2012). This phenomenon 

is known as algorithm aversion (Dietvorst et al., 2015).  

Contrastingly, Logg et al. (2019) argue that the prior beliefs of algorithmic aversion may 

be outdated as people increasingly use algorithms to help make informed decisions. The 

researchers proved that “algorithmic appreciation” exists for certain contexts. They showed that in 

six experiments, for tasks involving the estimation and prediction of events, individuals 

significantly preferred the advice of algorithms to that of humans and even to their personal 

judgment (although less prevalent). Paradoxically, when conducting a similar experiment with 

people who were considered experts in their field, these individuals relied less on advice from the 

algorithms compared to the non-experts.  

 



2.3.4 Context  

How people use advice received from algorithms or humans is shown to be dependent on 

the context in which the advice is given. Jin and Zhang (2023) discovered that people perceive AI 

recommendations as more competent in situations involving material purchases, while preferring 

human recommendations for experiential purchases like vacations or movie viewings. It has been 

shown that individuals tend to avoid AI for subjective and intuition-involved choices while 

accepting AI advice for analytical tasks (Kim et al., 2021). This will be extensively discussed in 

the upcoming section on hedonic and utilitarian products (Section 2.5). 

Wang et al. (2022), explored the circumstances that affected individuals’ preference for AI 

recommendations over their judgment. The researchers concluded that when the “stakes” are 

higher, humans' trust in AI recommendations dwindles, opting to trust their personal judgment 

instead. This shows it is not merely the nature of the good that affects human’s trust in AI, but also 

the perceived cost of their decision. To reduce the prevalence of this effect in the experiment, this 

paper will present all decision scenarios with both recommender types and attempt to have all 

scenarios be of equal perceived cost.  

 

2.3.5 Language Type 

Similar to the role of AI recommenders in steering consumer preferences are ‘Virtual 

Influencers’, computer-generated digital characters taking on the role and personality of a social 

media influencer guided by a team (Ozdemir et al., 2023). Notably, both virtual influencers and 

AI recommenders face the same kind of mistrust: dehumanization, the belief that machines are 

incapable of emotion and thus not suitable as a source for matters requiring emotional thinking 

(Castelo et al., 2019). However, Ozdemir et al. (2023) show that the dehumanization of virtual 

influencers subsides depending on the language they use to communicate their message. When 

they use rational endorsement language, as opposed to emotional language, people perceive them 

as just as credible and effective as their human counterparts at promoting a brand or product. 

Given that language type influences how humans perceive recommenders, the experiment 

will control for this by giving the same advice and recommendations for both recommenders. The 

visible difference in the presentation of information variable will be the source of the information, 

where one scenario would indicate the source as “customer” and the other as “AI”. 

 



2.3.6 Summary of Recommender Types 

For this paper, AI recommenders are conceptualized as digital chatbots. These agents 

create recommendations by analyzing past consumer data. Human recommenders are defined as 

past consumers who present advice based on their personal experiences. As discussed, the variable 

of language type is known to be influence people’s perception of virtual influencers and may be 

used to decrease the “dehumanization” that is related to algorithmic aversion. To avoid any effects 

from this variable, the author opted to have both recommender types exhibit the same 

recommendation message (Appendix A). With the distinctions between the recommender types 

made clear, the following section will present past studies that examined the relationship between 

preferences and recommender types.  

2.4 Preferences and Recommenders 

Allen (1953) investigated how the credibility of recommenders influences people's 

opinions. The recommenders were classified as either ‘trustworthy’ or ‘untrustworthy.’ The study 

measured how much information participants acquired, the effectiveness of the recommenders in 

changing opinions, and the retention of information. The results showed no significant differences 

between the two types of recommenders in terms of participant information acquisition and 

retention. However, the ‘trustworthy’ recommender had a significantly higher success rate in 

changing opinions compared to the ‘untrustworthy’ recommender. This demonstrates that 

recommender credibility plays a crucial role in altering people's opinions, which is similar to the 

preference reversal scenario this paper aims to explore. To eliminate the effect of differing 

credibility, this paper's experiment will present both AI and human recommenders as equally 

credible sources. 

A study by Longoni and Cian (2020), explored how individuals perceived the competency 

of AI and humans as recommenders. Furthermore, they explored the moderating effects of hedonic 

and utilitarian attributes of products on perceived competency. The researchers hypothesized the 

“word-of-machine” effect; whereby people interpret advice from AI as being more competent for 

objects of a utilitarian nature. In their experiment, participants were primed with either a hedonic 

or utilitarian goal before interacting with recommenders. Once a goal was primed, they were given 

recommendations from either a human or AI recommender, followed by a decision about their 



preferred product based on the information provided. The researchers concluded that consumers 

preferred AI recommendations for utilitarian goals and human recommendations for hedonic 

goals. Furthermore, the researchers concluded that advice by AI recommenders was able to 

effectively highlight the utilitarian qualities of a product that would otherwise be overlooked, with 

a similar conclusion for the relationship between human recommenders and the hedonic qualities 

of a product. 

This paper aims to build upon these previous findings by exploring how AI, or human 

recommenders, can influence people to alter their preferences by exposing them to a 

recommending agent. The author aims to observe a niche scenario, known as a preference reversal, 

which is yet to be explored in the context of AI versus human recommenders. Findings from this 

study will allow for a deeper understanding of how consumers interact with and interpret 

recommendations from different types of recommenders. Donkers (2013) demonstrates that the 

context of a consumer's decision heavily influences their choice; therefore, the author hypothesizes 

that exposing consumers to new information through recommenders creates a new context, 

enabling a re-evaluation of their preferences and potentially leading to a preference reversal. 

 

H1: Consumers will reverse their preferences after being exposed to a recommendation by either 

recommender type 

2.5 Hedonic vs. Utilitarian Products 

 As briefly discussed in the Longoni and Cian (2020) experiment, the hedonic and utilitarian 

qualities of a product can affect the perceived competency of recommender types. With those 

findings in mind, this paper aims to examine how product types will affect the effectiveness of 

recommender types in inducing a preference reversal. 

 

2.5.1 Defining Hedonic and Utilitarian Products 

The hedonic products are defined as giving sensory or experiential pleasure, such as going 

to the cinema, theme park, or vacation. The value of hedonic products is often derived based on 

experiential, emotional, and sensory dimensions (Botti & McGill, 2011). Conversely, utilitarian 

products serve a specific purpose, like monetary gain, or offer functional utility. The value of this 



product type is commonly evaluated on factual, rational, and logical dimensions (Longoni & Cian, 

2020 Emotions often drive hedonic consumption, whereas cognitive factors drive utilitarian 

products (Batra & Ahtola, 1991; Botti & McGill, 2011. Despite the fact that products frequently 

combine both hedonic and utilitarian elements, this paper will categorize product types based on 

their primary characteristic: hence a hedonic or a utilitarian product. 

 

2.5.2 Relation to Recommenders and Preferences 

People’s preconceived beliefs of AI systems as being unempathetic, factual, and analytical 

are similar to the value drivers of utilitarian products, resulting in individuals perceiving AI as a 

more competent source for utilitarian recommendations. Contrastingly, hedonic products are 

primarily emotionally driven, which has similarities with the “human” aspect of being empathetic, 

emotional, and capable of affective experiences. This preconception creates an association 

between human recommendations and hedonic values, making humans seemingly “better suited” 

to advise on hedonic products. This indicates that the optimal choice of recommender type plays 

a role in influencing a consumer’s preference, depending on the type of product in the context. 

This paper explores the moderating role of hedonic and utilitarian products in the context 

of recommender types and preference reversals. Based on the findings of Longoni and Cian (2020), 

the author hypothesizes a similar effect on preference reversals, where the advice from human 

recommenders is more effective in creating preference reversals for hedonic products than that of 

AI for utilitarian products. 

 

H2: Human recommenders cause significantly higher EPR than AI recommenders when 

considering hedonic products 

 

H3: AI recommenders cause significantly higher EPR than human recommenders when 

considering utilitarian products 

2.6 Conceptual Framework 

The figure below summarizes the discussed topics and formulated hypotheses. The author 

hypothesized that the product type would moderate the effect of recommender type on preference 



reversals. Specifically, both recommender types will be successful in inducing a preference 

reversal (H1). While the product type will moderate this effect, a hedonic (utilitarian) product 

evaluation will be more susceptible to a preference reversal when recommended by a(n) human 

(AI) (H1 & H2). 

 

 

Figure 2. Conceptual Framework 

 

3 Methodology 

3.1 Research Method 

To investigate the effectiveness of the recommender types in causing a preference reversal, 

the author conducted a quantitative study in the form of a randomized online experiment. This 

thesis also aims to investigate the potential moderating effects of product type, hedonic versus 

utilitarian. A quantitative approach is required to observe changes in the relationship between the 

predictor and outcome variables. The complex relationship between the recommenders, product 

types, and preference reversals can be better analyzed and represented using statistical tests. 

3.2 Experiment Design 

The experiment was designed entirely on Qualtrics, including the automated random 

assignment of test conditions. The experiment featured four randomized conditions, each 

consisting of two hedonic or utilitarian products (A and B), and a recommendation from either 



human or AI agents to influence their preference (Appendix A). This 2 x 2 experiment design was 

similar to the experiments conducted by Longoni and Cian (2020). A between-subject design was 

chosen as it allows for a faster completion time; eliminating potential carryover and fatigue effects 

that may be caused by a prolonged experiment. The products representing the hedonic and 

utilitarian categories were a pair of headphones and a laptop, respectively, chosen as these were 

successfully used in a similar experiment (Wien & Peluso, 2021). Each product presentation 

included a comparison table of product attributes that were used to imitate the information-seeking 

stage of the decision-making process. The test condition was further manipulated by the framing 

of a utilitarian/hedonic goal to guarantee the participant’s understanding of the purchasing context. 

Participants were asked to state their “initial preference” (INP) on a 7-point Likert scale from 

“strongly prefer product A” to “strongly prefer product B”. They were then randomly assigned a 

recommender (AI or human) to recommend the opposing product in an attempt to reverse their 

preference. The participants were to state if their preferences had changed, if so, they were shown 

a new Likert scale to specify their “new preferences” (NWP). The difference between the INP and 

NWP variables was used to create the “Effective Preference Reversal” (EPR) variable to measure 

the effectiveness of each recommender in causing a preference reversal. As discussed in the 

theoretical framework, language type, recommender credibility, and perceived cost are extraneous 

variables that may influence the participants’ preferences. To control for their potential effect on 

the outcome variable, these variables were kept constant for all test conditions. 

3.3 Sampling 

The goal for the sample was to collect a minimum of 250 responses. The online experiment 

remained active between July 10 - August 4th, 2024. The experiment was created in English and 

distributed on various social media platforms accessible by the author (Instagram, WhatsApp, 

Discord, and X). Additionally, participants were asked to share the experiment with others they 

knew. The sample collection used was a mixture of convenience and snowball sampling, resulting 

in a non-probability method. The author acknowledges potential validity issues with the chosen 

sampling methods, especially regarding homogeneity, selection bias, and limited generalizability. 

Given the available resources, the author chose to use these sampling methods despite their 



disadvantages. The author incorporated stages of randomization within the experiment to alleviate 

potential issues stemming from the sampling method. 

The population studied for this thesis are young adults in Europe within the age group of 

18-29, appropriately chosen due to their familiarity with online purchases, digital recommenders, 

and AI systems (Kennedy et al., 2023). The chosen age group’s extensive exposure to digital 

technology makes them ideal candidates for testing the potential effects of the emerging AI 

innovation as recommenders.  

3.4 Data Analysis 

The collected data was analyzed using a two-way ANOVA (analysis of variance), one-

sample t-test, a two-sample t-test, and the Wilcoxon-signed rank test, which were all conducted on 

Stata/MP 18.  

The one-sample t-test is used to examine if the recommenders were able to induce 

preference reversals by testing if the mean EPR (effective preference reversal) significantly differs 

from zero. For added confidence of the conclusion of this one-sample t-test, a Wilcoxon-signed 

rank test will be used to test if the median EPR also differs from zero, chosen because it is robust 

to non-normal data. The findings of these tests will give an answer to H1.  

The two-way ANOVA is used to partially answer H2 and H3 by showing the main and 

interaction effects between the recommender type and product type on EPR. To fully answer the 

hypotheses, a two-sample t-test was used to calculate if each recommender type was more effective 

than the other for the specific product types.  

Before conducting any hypothesis testing, the author ensured that the data was 

representative of the target population and adhered to the assumptions of the statistical tests. The 

tested assumptions were normality and homogeneity of variances. Additionally, the author tested 

if the random assignment in the experiment was successful.  

 



4 Results 

4.1 Descriptive Statistics 

The online experiment resulted in 270 observations. The respondents were 50.97% male, 

47.58% female, and 1.49% identified as other. As the method used was non-probability sampling 

through social media channels accessible by the author (who is based on West Europe), this ensures 

that the majority of participants are from the Western Europe region. The sum of the three most 

common age groups (18-21, 22-25, 25-29) made up 94.07% of the total observations, hence 

representative of the target age group of 18-29. The highest obtained education observed was a 

Bachelor’s degree (47.58%), High School or equivalent (28.25%), Master’s and above (24.16%) 

and no respondents reported “less than high school”. The most common response for online 

shopping behavior was “Monthly” accounting for 47.96% of the sample. Notably, the intentional 

AI usage variable revealed that 26.39% of respondents claim to use AI daily and 39.41% use it 

weekly; a much higher frequency than initially anticipated by the author. The implications and 

limitations of this will be discussed in Section 5.2 Limitations. Furthermore, the table below 

presents a summary of the collected data, while Appendix B contains the raw data tables. 

 

  



Table 1. Summary of descriptive statistics (gender, age group, education, online shopping 

frequency, intentional AI usage frequency, initial preference, new preference and effective 

preference reversal) 

Variable Obs. Mean Std. dev. Min. Max. 

gender 269 .539 .528 0 2 

AgeG 269 1.13 .849 0 5 

Educ 269 1.96 .724 1 3 

OsFreq 269 1.71 .822 0 4 

AuFreq 269 1.18 .958 0 4 

INP 269 3.83  2.21 1 7 

NWP 269 2.65 1.97  0 7 

ERP 269 1.76 1.47 0 5 

 

4.2 Testing assumptions & randomization 

Before conducting the two-way ANOVA and t-tests, assumptions must be checked to 

ensure the validity and reliability of the results. To do this, the author tested for normality and 

homogeneity of variances. Furthermore, as the online experiment incorporated random 

assignment, the author tested if the randomization process was successful. Detailed tables and 

figures can be found in Appendix B. 

 

4.2.1 Normality  

To test for normality, the EPR variable was visually examined using a Q-Q plot and the 

Shapiro-Wilk W test. The Shipiro-Wilk W test revealed that the EPR variable does not follow a 

normal distribution, W(269) = .975, p = .0001, which is in accordance with the interpretation of 

the Q-Q Plot (Figure 8b.1 in Appendix B), hence not complying with the normality assumption. 

Despite this outcome, the two-way ANOVA and two-sample t-test are robust to certain degrees of 

non-normal data given that the homogeneity of variances assumption holds, and the sample size is 

sufficiently large (n > 100) (with equal distribution in test conditions). The one-sample t-test is 



also strong against deviations from normality when the sample size is large. However, the author 

used a Wilcoxon-signed rank test to confirm the t-test results, which is robust to non-normal data. 

 

4.2.2 Homogeneity of Variances 

To test the homogeneity of variances, Levene’s test for equal variances using the EPR 

variable by the recommender and product type. The results for the recommender types were F(1, 

267) = 1.46, p = .228, while the results for the product types were F(1, 267) = 1.69, p = .194, 

indicating that the assumption holds. 

 

4.2.3 Randomization 

To test if the random assignment was successful, a Chi-squared test was used on the 

scenario variable (representing the different test conditions) and genders of participants. The 

results were χ²(6, N = 269) = 2.49, p = .869, showing that the test conditions and genders had no 

significant relationship, thus confirming successful random assignment for the test conditions.  

4.3 Hypothesis Testing 

With the assumptions checked and the limitations in mind, the hypotheses can now be 

tested. The primary hypothesis: consumers will reverse their preferences after being exposed to a 

recommendation by either recommender type, was tested using a one-sample t-test and a 

Wilcoxon-signed rank test. This section will discuss the results of the statistical tests, and the 

detailed outputs from Stata can be found in Appendix B. 

 

4.3.1 Hypothesis 1 

The t-test revealed that the mean of the EPR was significantly different from zero, t(268) 

= 19.8, p < .001. This signifies that, on average, the recommenders were successful in reversing 

preferences with a mean EPR of 1.76 units (Min. = 0, Max. = 5). However, as mentioned, the EPR 

variable does not follow a normal distribution, which may invalidate the results of a t-test if sample 

sizes are not sufficiently large. Despite the sample size equaling 270 observations, to add 

confidence in the conclusion of the t-test, a Wilcoxon-signed rank test was used to test the median. 

The results of this test were Z = 13.2, p < .001, indicating that the median EPR is also non-zero.  



With both the t-test and Wilcoxon-signed rank test in accordance, there is now strong 

evidence that EPR is significantly different from zero. This allows hypothesis 1 to be accepted, 

concluding that the recommenders were effective in inducing a preference reversal across all test 

conditions.  

 

4.3.2 Hypotheses 2 and 3 

To test hypotheses 2 and 3, a two-way ANOVA and a two-sample t-test were used. These 

tests revealed the main and interaction effects, as well as the recommender types’ effectiveness in 

causing preference reversal changes for the different product types. 

The two-way ANOVA results showed a significant interaction effect between 

recommender and product types on EPR, F(1, 265) = 8.37, p = .0041. This shows that the 

effectiveness of recommender types in causing a preference reversal is dependent on the product 

type. The main effect of recommender types was not significant, F(1, 265) = .88, p = .3502, 

showing that the recommender average EPR was similar when ignoring the product type. 

Similarly, the product type also does not cause significant changes in EPR when ignoring the 

recommender type; F(1, 265) = .59, p =.4445. This indicates that a particular recommender is only 

more effective than its counterpart for a specific product type.  Furthermore, the overall two-way 

ANOVA model was significant (F(3, 265) = 3.27, p = 0.0217), but its R2 = .0357 represents the 

low explanatory power of the model, meaning that the observed independent variables only 

accounted for 3.57% of the variance in the EPR variable. Section 5.2 Limitations will further 

discuss the limitations of this low explanatory power will be discussed further in Section 5.2 

Limitations. 

To get a deeper insight into the moderating effects of the product type, a two-sample t-test 

was used. The first two-sample t-test examined how the recommender types affected EPR when 

products were hedonic, which resulted in a significant difference in EPR, t(132) = 2.644, p = 

0.0092. Thus, on average, the human recommender’s EPR was approximately 49.4% (= 0.671 

units) higher compared to AI recommenders when the product type is hedonic. This result allows 

the second hypothesis to be accepted, showing that human recommenders are more effective in 

causing preference reversals when considering hedonic products.  

However, when examining the second two-sample t-test for when products were utilitarian, 

no significant difference in EPR between the recommender types was found, t(133) = -1.4179, p 



= .1586. This result signifies that the AI recommenders were, on average, not more effective than 

human recommenders in causing preference reversals when considering utilitarian products. This 

shows that hypothesis 3 can be rejected 

 

5 Discussion 

5.1 Findings 

As discussed by Donkers (2013) and shown in the previous section, an individual’s 

preferences can be altered by changes that happen within their decision-making environment. To 

observe the extent of preference reversal, the author manipulated this environment by altering the 

recommender and product types.  

The first hypothesis tested if recommenders (AI or human) were able to illicit a “preference 

reversal”, a phenomenon that occurs when a person alters their preferences between a set of 

alternatives. Analyzing the variable EPR (effective preference reversal) post-recommender 

intervention allows for the calculation of the extent to which preferences can be reversed in a 

controlled environment. The results of the experiment showed that the recommenders were able 

to cause a change in preferences in 70.26% of observations across four test conditions, with an 

average EPR of 1.76 units (out of possible 6).  

A deeper analysis was done by investigating the moderating effects of product type 

(hedonic or utilitarian) on EPR. Where hedonic goods are associated with enjoyment and self-

fulfillment, utilitarian goods are commonly regarded as practical tools meant for a specific 

purpose. Past studies have examined the differences between these goods and how recommender 

types affect preferences toward them. They found that decisions regarding utilitarian goods are 

significantly more influenced by AI recommenders and a similar relationship exists between 

hedonic goods and human recommenders (Wien & Peluso, 2021). This paper pushed this 

phenomenon by investigating if the same conclusions can be drawn for a preference reversal 

scenario. Hypotheses 2 and 3 specifically questioned which recommender type (human vs. AI) is 

more effective at reversing preferences for each product type (hedonic vs. utilitarian)?  



The findings showed that the recommender and product type variables, when independent 

of each other, were not able to cause significant differences in the effectiveness of reversing 

preferences. Thus, neither AI nor humans proved to be objectively more effective in reversing 

preference in all scenarios. Similarly, neither preference nor product type was swayed more easily 

than the other.  However, accounting for both recommender and product types together revealed a 

highly significant effect, suggesting that a specific recommender is, on average, more effective at 

causing preference reversals for a specific product type. 

A deeper analysis using a two-sample t-test revealed that human recommenders are, on 

average, significantly more effective at inducing a preference reversal when the product is hedonic. 

Longoni and Cian (2020) found that the close relationship between human characteristics and 

hedonic goals enables people to perceive humans as more competent recommending agents for 

hedonic-based decisions, compared to their AI counterparts. However, with the data gathered 

through the online experiment, the same conclusion cannot be drawn for AI recommenders. The 

results showed no significant difference in effectiveness to cause a preference reversal between 

the recommender types when considering utilitarian goods. This finding is contrary to the “word-

of-machine” effect hypothesized by Longoni and Cian (2020) suggesting that algorithmic advice 

would be preferred over human advice for utilitarian-based decision. This result is more closely 

related to the “algorithmic aversion” discussed by Dietvorst et al. (2015), which describes how 

people often neglect the advice from machines despite their superior ability to make calculated 

judgements based on analyzing data.  

5.2 Limitations 

As discussed in the theoretical framework, consumer behavior is a highly complex field 

involving numerous factors that could influence the decision-making process. Covering all the 

topics and factors within consumer behavior is beyond the scope of the thesis. However, the author 

acknowledges the limitations of this experiment and provides recommendations for future research 

to achieve more reliable results. 

 



5.2.1 Experiment Design Limitations 

One such limitation is how the experiment uses stated preferences as a proxy for real 

preferences. This design choice creates a limitation as we now operate under the assumption that 

the “stated preferences” of the participants are equal to their “real preferences” (A.K.A. revealed 

preferences). In reality, the two may be different for various reasons, such as hypothetical bias, 

which occurs when people make choices that are not realistic due to them being in an experiment 

setting (Ajzen et al., 2004; Quaife et al., 2018). This can be considered a lesser limitation as, 

although not ideal, it is common practice as collecting data on stated preferences is much less 

resource intensive (De Corte et al., 2021). 

A larger limitation of the experiment design lies in the intricacies of consumer behaviour. 

Numerous internal and external factors, some of which are typically unobservable, influence the 

formation of preferences and decision-making processes in an individual (Teleaba et al., 2021). It 

was not possible to account for a large number of variables within the confines of this paper. The 

consequences of limitation are especially apparent in the two-way ANOVA model used to examine 

the interaction effects of recommender and product types on preference reversals. While the 

overall model and interaction effects were found to be significant, the independent variables were 

only responsible for approximately 3.57 percent of the variance in EPR. This suggests that the 

independent variables may be weak predictors for EPR, or that other unmeasured variables play a 

larger role in reversing preferences. 

Another notable limitation is the use of a Likert scale, which interprets the obtained data 

as interval variables despite its ordinal nature. The Likert’s scale is designed to rank items on an 

ordinal scale, which could lead to problems if it is interpreted as a continuous variable (Sullivan 

& Artino, 2013). A specific problem that was encountered was the non-normal distribution of the 

EPR variable, which may have been a consequence of the issues mentioned. However, the use of 

the Likert scale’s observations in this manner is not uncommon, where the problems with the 

ordinal nature can be somewhat mitigated when using more options in the scale (Sullivan & Artino, 

2013). 

 

5.2.2 Sampling Limitations 

The experiment's results have limited external validity because of the chosen non-

probability sampling methods. This was observed in the variable of “Intentional AI Use” (AuFreq), 



as the average 39.4% of individuals reported to be using AI on a weekly bias and 26.4% daily. 

This frequency of AI usage was higher than anticipated and cannot be easily compared to other 

datasets because AI is still a relatively new topic. A study by Kennedy et al. (2023), explored the 

how often Americans recognized interaction with AI, with 27% reporting “a few times a day” and 

another 28% reporting “a few times a week”. Although the frequency is similar to what was found 

from this research, the variable of “recognizing interaction with AI” and “intentional usage of AI” 

have differences in the aspect of intention, thus not entirely justifying the high frequency observed.  

One plausible explanation for the result is that the majority of respondents were active 

university students at the release of ChatGPT in November 2022. During this period, the use of AI 

tools was a frequently discussed topic in academia, which likely led to increased exposure and 

familiarity, ultimately resulting in more frequent use of AI systems than other age groups. Another 

cause may be the method of distributing the experiment. The distribution was through social media 

platforms (using convenience and snowball sampling methods) and revealed the topic of the 

experiment as involving artificial intelligence. As participation was entirely voluntary, this could 

have resulted in the overrepresentation of individuals familiar with AI. 

5.3 Future Research 

The avenues for future research on the relationship between recommender types, product 

types, and preference reversals are vast. Especially since the use of AI is becoming exponentially 

popular, there remain many questions unanswered and variables unobserved. 

Future research could begin by examining variables commonly associated with decision-

making, which this paper did not cover. Some interesting suggestions include investigating the 

potential effects of individual expertise on a product, trust in AI, prior experiences with 

recommenders (helpful or harmful), and products with different decision involvement levels. All 

the variables listed could provide interesting insights into the effectiveness of recommenders under 

different conditions, allowing for a deeper understanding of which factors play larger roles in 

potentially reversing preferences. 

Another aspect that the author recommends exploring are the future generations, 

specifically looking at how kids who are born in 2020 and beyond will interact with AI in the 

future. Whereas the current generation of young adults is often described as having an affinity for 



the internet, those who are born today may have a similar associated with AI, making them ideal 

candidates to observe in the context of AI vs. human recommenders. Furthermore, by conducting 

a similar experiment in the future, the advancement of AI systems is guaranteed, and their overall 

effectiveness would be greatly improved. Perhaps exploring the differences between a digital 

chatbot and a physical robot would also give new insights. 

Lastly, to get results that more closely resemble revealed preferences, instead of the stated 

preferences used in this paper, an experiment involving the realization of the consequences of 

participant choices may be interesting. A recommended method to do this is to “simply” award the 

participant the product that they most prefer. This creates a real consequence for the participant’s 

choices and allows observation of real preferences as the participants now have something to gain 

based on their decision, which may give a more accurate results in a recommender’s effectiveness 

to reverse preferences. 

 

6 Conclusion 

This thesis aimed to investigate the relationship between recommender types and their 

effectiveness in causing a preference reversal (i.e. changing one’s opinion), while also exploring 

the moderating effects of product types.  

 

This was done by examining the following hypotheses: 

H1.  Consumers will reverse their preferences after being exposed to a recommendation 

by either recommender type 

H2. Human recommenders cause significantly higher EPR than AI recommenders when 

considering hedonic products 

H3. AI recommenders cause significantly higher EPR than human recommenders when 

considering utilitarian products 

 

The data used to answer the hypotheses was gathered through an online experiment, 

distributed through social media platforms, and targeted young adults between 18-29 years old. 

The experiment was made up of four randomly-assigned test conditions, allocating participants 

with a hedonic or utilitarian and a human or AI recommender attempted to change their 



preferences. By capturing the participant’s preference before and after recommender intervention, 

the variable of effective preference reversal (EPR) was calculated to measure the effectiveness of 

the recommenders in reversing preferences. On average, across all conditions, both recommenders 

were successful in reversing preferences to a significant degree, thus accepting the first hypothesis. 

Furthermore, examining the moderating effects of product type revealed that for hedonic 

products, human recommenders were significantly more effective in reversing preferences, with 

an average EPR 49.4% higher than the AI alternative. This finding was in line with the second 

hypothesis and suggests a strong relationship between hedonic products and human advice, which 

may be due to the similarities of attributes associated with them. Contrastingly, the AI 

recommenders had no significant advantage compared to human recommenders in terms of their 

effectiveness to reverse preferences for utilitarian products. This outcome may have been caused 

by the human tendency to avoid advice received from machines, also known as algorithmic 

aversion. 

Thus, answering the question: are AI recommenders more effective than their human 

counterparts in reversing preferences? This research concluded that humans are equally capable, 

and in certain conditions, they are even more effective than AI recommenders in persuading 

consumers to change their preferences.  

The findings of this paper show that investment in a recommender agent (whether human 

or AI) can help businesses win over more customers despite increasing competition in the 

marketplace. New entrants to competitive markets would especially benefit from recommending 

systems that directly compare their products versus competitors in the same space. To maximize 

the effectiveness of the recommenders, businesses should explore what their product inherently 

represents for their target audience – a hedonic pursuit or a utilitarian one. Regarding the 

application of AI, although this experiment showed no definite evidence that AI recommenders 

perform better than their human counterparts, the inherent nature of AI allow for constant improve 

as more data is made available to. An early investment in an AI recommendation system may still 

be a highly beneficial endeavour in the long run, despite the lack of evidence today.  
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8 Appendix 

Appendix A: Online Experiment 

Item 8a.1 Introduction 

Dear Participant, 

 

Thank you for taking the time to participate in our study.  

This experiment will take approximately. 2 minutes to complete. 

 

We are investigating how different types of recommenders and product types influence 

preferences. 

Your participation will involve answering a few questions about your preferences in hypothetical 

circumstances. 

 

Please note that your identity and responses will be kept completely confidential, and the data 

collected will be used solely for research purposes. Your participation is voluntary, and you may 

withdraw from the survey at any time without any consequences. 

 

If you agree with the terms and consent to your answers being used for a study please select "Yes" 

to continue. 

 

  



Item 8a.2 Basic Demographics 

Question Answering options 

What best describes you? Male / Female / Non-binary / Prefer not to say 

Which age group do you currently fall into? 18-21 / 22-25 / 26-29 / 30-33 / 34-37 / 38+ 

What is the highest level of education you 

have achieved? 

Less than High School / High School or 

equivalent / Bachelor’s Degree / Master’s 

Degree or higher / Prefer not to say 

What best describes your online shopping 

frequency? 

Daily / Weekly / Monthly / Yearly / Never 

What best described your habits on intentional 

AI technology use? Examples: Chatbots 

(ChatGPT), virtual assistants (Siri), image 

generators (GPT-4, DALL-E), etc. 

Daily / Weekly / Monthly / Yearly / Never 

 

Item 8a.3 Hedonic Product Selection 

You are shopping for a pair of headphones. You plan to use to use the headphones for leisure 

activities (listening to music, podcasts, watching videos, etc.). It is important that these headphones 

give you an enjoyable experience. 

 

You are searching online for the best headphones that fit your needs and have narrowed the choice 

down to the two following products: 

  Product A Product B 

Name EchoSound 4 SonixPro Max 

Connectivity Wireless only Wireless & wired 

Battery Life 6h - 8h 6h (Wireless) 

Sound Profile Bass Heavy Adjustable 

Noise Cancelling Yes, Active Noise Cancelling Yes, Active Noise Cancelling 

 

Question Answering options 

How would you describe your preference 

towards the products above? 

Strongly Prefer Product A / Prefer Product A / 

Slightly Prefer Product A / Indifferent or 

Neutral / Slightly Prefer Product B / Strongly 

Prefer Product B 



Item 8a.4 Utilitarian Product Selection 

You are shopping for a new laptop. You plan to use the laptop for work/school (writing documents, 

attending meetings, making presentations, etc.)  

It is important that the laptop be efficient in helping you complete work/school-related tasks. 

 

You are searching online for the best laptop that fits your needs and have narrowed the choice 

down to the two following products: 

 

 Product A Product B 

Name TechBook Slim AeroTop Lite 

Storage 1TB SSD 500GB SSD, 1TB HDD 

Battery Life 16h - 20h 14h - 18h 

Weight 1.5kg 1.9kg 

Screen 13.6in, 4K Display 15in, 1440p Display 

 

Question Answering options 

How would you describe your preference 

towards the products above? 

Strongly Prefer Product A / Prefer Product A / 

Slightly Prefer Product A / Indifferent or 

Neutral / Slightly Prefer Product B / Strongly 

Prefer Product B 

 

  



Item 8a.5 Human Recommendations (4 possible recommendations) 

You showed a preference towards (Product A / Product B) (To be indifferent/neutral). 

 

Following your initial choice, you find a recommendation left by a previous customer who shares 

their insights on the products you were comparing. 

 

 



 

 

Question Answering options 

After seeing the recommendation, has your 

preference changed? 

Yes / No 

Please specify how you would describe your 

new preference? 

Strongly Prefer Product A / Prefer Product A / 

Slightly Prefer Product A / Indifferent or 

Neutral / Slightly Prefer Product B / Strongly 

Prefer Product B 

 

 

  



Item 8a.6 AI Recommendations (4 possible recommendations) 

You showed a preference towards (Product A / Product B) (To be indifferent/neutral). 

 

Following your previous choice, you find a recommendation by an artificial intelligence (AI) 

recommender who shares insights on the products you were comparing. 

 

Note that this AI was trained using previous customer data. 

 

 

 



 

 

Question Answering options 

After seeing the recommendation, has your 

preference changed? 

Yes / No 

Please specify how you would describe your 

new preference? 

Strongly Prefer Product A / Prefer Product A / 

Slightly Prefer Product A / Indifferent or 

Neutral / Slightly Prefer Product B / Strongly 

Prefer Product B 

 

  



Appendix B: Tables and Figures 

Table 8b.1 Descriptive Statistics of Gender  

 

 

Table 8b.2 Descriptive Statistics of Age Group 

 

 

Table 8b.3 Descriptive Statistics of Education 

 

 

 

 

 

 

 

 

 



Table 8b.4 Descriptive Statistics of Online Shopping Frequency 

 

 

Table 8b.5 Descriptive Statistics of Intentional AI Usage Frequency 

 

 

Table 8b.6 Descriptive Statistics of Scenarios (0 = hedonic product & human recommender, 1 = 

hedonic product & AI recommender, 2 = utilitarian product & human recommender, 3 = 

utilitarian product & AI recommender) 

 

 

 

 

 

 

 



 

Table 8b.7 Descriptive Statistics of INP  

 

 

Table 8b.8 Descriptive Statistics of change in preference; denotes if there was a change in 

preference after recommender intervention 

 

 

Table 8b.8 Descriptive Statistics of EPR 

 

 

 

 

 

 

 



 

 

Table 8b.9 Descriptive Statistics of initial preferences (INP) by scenario  

 

 

Table 8b.10 Descriptive statistics of change in preference (Chng) by scenario; denotes if there was 

a change in preference after recommender intervention 

 

 

Table 8b.11 Descriptive statistics of EPR by scenario 

 

 

Table 8b.12 Shapiro-Wilk W test for normal data 

 



 

Table 8b.13 Levene’s test for homogeneity of variance (recommender type) 

 

 

Table 8b.14 Levene’s test for homogeneity of variance (product type) 

 

 

Table 8b.15 Chi-square test on scenario by gender; to check for successful random assignment 

 

 



 

Table 8b.16 One-sample t-test on EPR 

 

 

Table 8b.17 Wilcoxon-signed rank test on EPR 

 

 



Table 8b.18 Two-Way ANOVA; EPR on recommender type and product type

 

 

Table 8b.19 Two-sample t-test on EPR, product type = hedonic, by recommender type 

 

 

Table 8b.20 Two-sample t-test on EPR, product type = utilitarian, by recommender type 

 



 

 

Figure 8b.1 Q-Q Plot (EPR) 

 


