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Abstract

This thesis explores the effect of the use of paternal leave on female employment outcomes

in Nordic countries Sweden, Norway and Finland. To thoroughly address this issue, this

study uses data spanning from 2010 to 2020 levied by various Global Economic and

Statistical Institutions, such as the OECD, Statista and the World Bank. I employ a

variety of proxies to measure female employment, including the employment rate, the Full-

time equivalent (FTE) employment rate and the weekly working hours, all for females.

Three separate fixed effects regressions are performed for these proxies. Results show that

an increase in the uptake of paternal leave has a small significant positive effect on all three

proxies of female employment outcomes. This research contributes to the understanding

of gender equality in the labor market and offers valuable insights for policymakers aiming

to promote balanced parental responsibilities.
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1 Introduction

Gender equality in the workplace is a crucial aspect of a progressive society, and the Nordic

countries have often been seen as the pioneers of this movement. The countries are known

for their high levels of gender equality, including evenly divided parental leave and high

female employment rates. To add to this, Norway, Finland, and Sweden make up three of

the five highest ranked countries in the global gender gap index in 2023 (World Economic

Forum, 2024). This index is used to measure national gender gaps on economic, political,

education, and health-based criteria. The index ranges from 0 to 1, where a score of 1

represents perfect gender parity.

Figure 1 presents the female employment rate, measured as the percentage of the

female working population that has a job (OECD, 2024). Here SWE, NOR, FIN and EU

represent the outcomes for Sweden, Norway, Finland and Europe in 2020, respectively.

Also in this domain, the three nordic countries Sweden, Norway and Finland score above

the European average. Where in Europe the average female employment rate is only 62

percent, the three Nordic countries each have a female employment rate of at least 70

percent in 2020.
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Figure 1: Female employment rates 2020

From figure 1, we can conclude that Scandinavian countries are performing well in the

field of employment for females. Moreover, the gender employment rate gap is relatively

minimal in each of these countries. Already in 2015, the female employment rate differed

less than five percent from that of men for all three countries (OECD, 2024). This is

a significant contrast from the employment rate gap in the European union as a whole,

which was 9.8 percent in 2015. According to the OECD (2024), the gaps in employment
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rate for the countries have hovered around this percentage afterwards, although Finlands

gap in employment rate made a significant decrease leading to an employment gap of only

0,2% in 2023.

Another important metric for female employment is the FTE employment rate. This

rate is a standardized measure of employee workload, where one FTE is equivalent to the

workload of a full-time employee, thus enabling the conversion of part-time hours into

full-time equivalents. Both the FTE- and the general female employment rate can be

used to proxy employment. In addition, Thévenon and Solaz (2013) use average weekly

working hours to proxy female employment. Weekly working hours offer a clear and

quantifiable measure of employment intensity. Tracking changes in weekly working hours

allows researchers to determine whether these policies encourage women to return to work

more quickly or enable them to balance work and family responsibilities more effectively.

Thévenon and Solaz (2013) highlight the effectiveness of this approach in their study on

the labor market effects of parental leave in OECD countries.

This research delves into the impact of paternal leave on female employment outcomes

in Sweden, Norway and Finland, a topic that has not been extensively isolated in previ-

ous studies. The goal of this paper is to zoom in on these countries’ success in gender

equalization in employment. Despite advancements, disparities in employment outcomes

between men and women persist. By focusing specifically on three proxies for female

employment—employment rate, FTE employment rate and weekly working hours—this

study aims to provide a nuanced understanding of how men’s uptake of paternal leave

influences women’s participation in the labor market. The findings from this research are

particularly relevant as they can inform policy recommendations not only in the studied

countries, but also in other countries striving to enhance gender equality. Understanding

the distinct effects of paternal leave can help shape policies that promote a more balanced

division of parental responsibilities. As a result, better labor market outcomes for women

can be achieved.

In this section, I briefly introduced the topic of my thesis. Furthermore, I discussed the

relevance of the research. In the following section, relevant existing theories are examined

and academic concepts are clarified. This paper will focus on addressing the following

research question:
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RQ: How does the usage of paternal leave by men impact female employment outcomes

in Sweden, Norway and Finland from 2010 to 2020?

I use publicly available data on the employment rate, the FTE employment rate, and the

average usual weekly hours worked in the main job for females to proxy female employ-

ment. I create my own dataset using data provided by the OECD, National Statistical

Insitutes and the World Bank. The used data is comprehensive and covers the years

2010 to 2020 (including). To answer the research question, I performe a fixed effects OLS

regression analysis. The analysis includes data from the three countries Sweden, Norway

and Finland, forming a panel data set. To control for country-specific characteristics, fixed

effects are added to the regression. As female employment outcomes can be measured in

various ways, I conduct the same analysis for each dependent variable I chose. The study

will be conducted in multiple steps, guided by three hypotheses. The hypotheses aim to

explore correlations related to paternal leave, based on relevant existing literature:

H1. There is a positive correlation between paternal leave days taken and the female

employment rate.

H2. There is a positive correlation between paternal leave days taken and the female

FTE employment rate.

H3. There is a positive correlation between paternal leave days taken and female weekly

working hours.

The rest of the paper is structured as follows. In the third and fourth section, Data

and Methodology used to gain the results are analyzed. Here, an elaborate description

of the research methodology used to interpret the data is provided. The Results section

displays the implementation of the methodology and the obtained outcomes. In the fifth

section, I finalize my research with the Conclusion and a Discussion. In this section, I

answer my research question using the obtained results. In the Discussion, limitations and

shortcomings are addressed. In addition, implications and the importance of the thesis

are evaluated.
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2 Theoretical framework

2.1 Parental Leave Policies in Sweden, Norway and Finland

The Nordic countries have globally led the way in establishing paid maternity leave.

Moreover, during the 1970s and 1980s, they were among the first to introduce paid par-

ental leave schemes (Haas et al., 2011). One of these countries is Sweden, a country that

has championed gender equality through various policies aimed at facilitating gender par-

ity and enhancing women’s opportunities in the labour market (Ekberg et al., 2013). To

add on, Sweden was the first country to introduce a gender-neutral paid parental leave

benefit in 1974, providing a leave that could be split between two parents of a child. This

policy has evolved to ensure each parent has non-transferable paid months, encouraging

both parents to share childcare duties. As of now, both parents are entitled to 480 days of

paid leave per child, with 90 days reserved for each parent (Swedish Government Ministry

of Employment, 2020). Of these days, 390 days are compensated based on income and

the remaining 90 days at a flat rate. Sweden’s system has been pivotal in transition-

ing Sweden from single-earner to dual-earner family models, often termed earner-carer

families (Ferrarini and Duvander, 2010).

Similar to Sweden, the Norwegian government has pursued an active policy of pro-

moting gender equality since the 1970s. In 1978, Norway adopted the Gender Equality

Act, which prohibits discrimination on the grounds of sex in all areas of society and ob-

liges all public institutions to promote gender equality across various domains, including

labor, education, and health (ILO, 2005). Similar to Sweden, Norway offers an extensive

parental leave system. Initially, the country had a 12-week unpaid leave policy, which

was replaced by more generous provisions over time (ILO, 2004). Since 1977, fathers

could take parental leave, at the expense of the mother’s leave period. As a result, very

few fathers took parental leave. In 1993, the ”father’s quota” was introduced in Norway,

marking a significant milestone in Norway’s road to gender equality. With this policy,

Norway was the first country to earmark a paternity leave for fathers. The policy exclus-

ively reserved 4 weeks of leave for the father to use during the infant’s first year (Finseraas

& Kotsadam, 2011). The ”use it or lose it” feature was aimed as an incentive for fathers

to take parental leave. After the introduction of the daddy quota, the take-up rate for

fathers rose sharply, from 4 percent before the reform to 70 percent in 1995 (Brunning &
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Plantenga, 1999) and in 2003, 89 percent of all fathers took some parental leave (O’Brien

et al., 2007). The ongoing evolution of Norway’s parental leave policies demonstrates a

robust commitment to fostering gender equality and supporting family life.

Lastly, Finland’s parental leave policies are also robust, providing 320 days of parental

leave that can be shared between parents (European commission, 2024). Finland was

relatively later in progressing parental and paternal leave laws compared to Sweden and

Norway. In 1985, Finland extended parental leave to include fathers, albeit with limited

uptake (Lammi-Taskula, 2008). Ten years after Norway, in 2003, Finland introduced a

mandated leave period for fathers. Recently, in 2020, Finland reformed its parental leave

system again to give each parent an equal quota of 160 days. In terms of outcomes, Finland

has shown promising results. The OECD (2024) finds that the average duration of parental

leave taken by men has increased from 16.4 days in 2010 to 31 days in 2020. Although

the uptake of paternal leave in Finland has steadily increased over the recent years, it

remains lower than in Sweden and Norway (OECD, 2024). Finally, the employment rate

for women in Finland is high, but there are still significant gender gaps in part-time work

and average earnings (Statista, 2024; World bank, 2024).

Table 1: Comparison of Parental Leave Policies in Sweden, Norway, and
Finland (2024)

Country Total Leave Paid Leave

Non-

transferable

Quota for Each

Parent

Compensation

Rate

Sweden 480 days 480 90 days each

390 days based on

the annual income.

90 days based on

the minimum level.

Norway 49 weeks 49 weeks 15 weeks
100% of annual

income

59 weeks 59 weeks 19 weeks
80% of annual

income

Finland 320 days 320 days 97 days
Based on annual

income

Note: Data provided by the Nordic Co-operation (2024) & Social Insurance Institution of Finland (2024)
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Table 1 summarizes the current parental leave systems of Sweden, Norway and Finland.

The parental leave policies in Sweden, Norway, and Finland share a common goal of

promoting gender equality and supporting female employment outcomes. Sweden’s system

is the most extensive, offering 480 days of leave, whereas Norway and Finland offer 49 or 59

weeks and 320 days, respectively. All three countries have implemented non-transferable

quotas to encourage fathers to take leave.

2.2 Literature review

Research has shown that having children has a significant impact on both the short- and

long-term labor market outcomes of women (Cools et al., 2017). Through policies like

parental leave, child care and the scheduling of public education employment outcomes

of mothers can be influenced and potentially optimized (Jaumotte, 2003). In this section,

the most relevant literature on parental and paternal leave reforms and its effects on

female employment will be evaluated.

Ruhm (1996) investigates the impact of parental leave mandates on labor market

outcomes using data from 16 European countries between 1969 and 1988. Ruhm’s primary

focus is the effect of these mandates on the employment-to-population ratios, weekly work

hours, and wages, particularly examining the gap between male and female outcomes. The

study uses a triple difference-in-difference model to account for unobserved heterogeneity

across countries and over time. At the time of the study, women effectively used all

parental leave. As a result, older women (45-54 years) and men serve as a control group,

considering that they are not expected to take any leave. The study’s findings indicate

that parental leave mandates generally increase the female employment-to-population

ratio. Implementing leave legislation is estimated to boost the employment-to-population

ratio for all women by approximately 4%. For women of childbearing age, this increase

is around 9%. Notably, up to 25% of this overall increase can be attributed to a higher

rate of leave-taking among employed women. This outcome suggests that parental leave

policies help retain women in the workforce by providing necessary leave options.

While Ruhm (1996) evaluates the relationship between parental leave taken by women

and its effect on female employment outcomes, this research focuses on the effects of leave

taken by fathers. In 1993, Norway was the first country to introduce a paternity leave
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earmarked for fathers (Lappegard, 2008). The reform aimed to promote equalization

between parents, in the form of childcare and ‘economic parenting’ or ‘breadwinning’.

Lappegard (2008) finds a mixed effect of the introduction of the father’s quota on female

employment. His research shows that the leave taking of fathers can support mothers’

earlier return to work. However, according to Lappegard (2008), income affects the de-

cision of the father to take leave. Fathers working part-time or with low incomes are less

likely to take leave, therefore they negatively affect mothers’ employment outcomes by

perpetuating traditional gender norms. The ”Daddy-Month” reform in Sweden provides

another valuable case study regarding the effects of paternity leave. This policy allocated

a specific leave exclusively for fathers, which if not taken, would be lost (”use-it-or-lose-it”

policy). Ekberg et al. (2013) focus on the reform that provided one month of this type of

paternal leave in 1995. They create a natural experiment by comparing outcomes of par-

ents of children born in different cohorts just before and just after the implementation of

the policy. The reform led to an increase in the share of fathers using approximately one

month of parental leave from 9 percent to 47 percent (Ekberg et al., 2013). In contrast to

Ruhm’s (1996) findings, small positive long-term effects on female earnings and a slight

decrease in employment rates was observed. These effects, however, were not substantial

and not robust against the choice of cohort size.

Internationally, the impact of paternal leave on female employment outcomes has been

studied in various contexts. Byker (2016) analyzed the effects of paid parental leave laws

in the United States, finding that short-duration leave for fathers can increase women’s

labor-force attachment by facilitating a more equitable distribution of childcare duties.

This, in turn, helps to mitigate the career disruptions that typically accompany childbirth

and early childcare.

Alike Ekberg et al. (2013), Patnaik (2019) examines a policy reform providing pa-

ternal leave. To specify, the introduction of the Quebec Parental Insurance Plan (QPIP)

of Canada in 2006 is studied. The QPIP policy incorporated a ”daddy quota”, allocating

five weeks of parental leave exclusively for fathers. The main goal of the reform was the

promotion of gender equality within households and an increase in the fathers’ particip-

ation in childcare. Patnaik (2019) combines a sharp regression discontinuity (RD) design

to estimate the immediate effects of QPIP and a difference-in-differences (DD) approach

to evaluate its long-term impact. The findings reveal that QPIP significantly increased
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fathers’ participation in parental leave, with claim rates rising by 53 percentage points

and the duration of leave extending by three weeks. More importantly, the policy also

influenced mothers’ labor market behavior positively. Mothers exposed to QPIP appeared

to spend more time in paid employment and were more likely to hold full-time positions.

Similar to Ruhm (1996), the study suggests that parental leave policies can facilitate the

retainment of women in the workforce.

Pylkkänen and Smith (2003) perform a comparative study of Denmark and Sweden.

Despite their cultural similarities and shared welfare state ideology, these countries imple-

ment notably different family policies. Pyllkänen and Smith (2003) evaluate how family

policies in the two countries influence women’s career interruptions due to childbirth.

Between the two countries, there is a significant difference in the role of the fathers. In

Sweden, fathers have much longer parental leave periods compared to the fathers in Den-

mark. A noticeable result from the study is that if fathers were given more parental leave,

it would promote the labour supply of women. For Denmark, this substitution effect is

not observed among the parents. Lastly, the study by Rønsen and Sundström (1996) also

provides comparative insights into the effects of paternal leave policies. They compare

the leave policies of Norway and Sweden. Rønsen and Sundström (1996) find that Norwe-

gian mothers, who had less flexible paternal leave policies, returned to work more quickly

but with higher variability in employment patterns compared to Swedish mothers. This

underscores the importance of policy design in shaping employment outcomes.

The literature reviewed highlights the significant role that parental leave policies,

particularly those targeting fathers, can play in shaping female employment outcomes.

Ruhm’s (1996) findings underscore the positive impact of parental leave mandates on

female employment ratios. Adding on, all discussed papers find the same effect of paternity

leave on women’s carreer interuptions. Namely, they agree that the leave of fathers

supports women’s continuous employment. Ultimately, comparative studies by Pylkkänen

and Smith (2003) and Rønsen and Sundström (1996) emphasize the importance of tailored

policy designs to maximize positive employment outcomes for women.
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3 Data

This section will describe the dataset and explain the variables used to analyse the impact

of paternal leave taken on female employment outcomes in Sweden, Norway and Finland.

I have employed various public datasets from the OECD, the World Bank and national

statistical institutes. By combining these, I create a unique dataset suited to my analysis.

The dataset is a panel data set, which combines cross-sectional and time-series data.

Specifically, it includes annual observations from three countries—Sweden, Norway, and

Finland—over the period 2010 to 2020. The OECD provides the required data on female

employment outcomes in the datasets Labour Market Statistics (2024) and Labour Force

Statistics (2024). These datasets provide information on the female working population,

referring to women aged 15 to 64. The OECD also collects useful data on parental leave

policies. In the OECD Family Database (2024), indicators on family outcomes and family

policies such as child-related leave are provided. I use this database for my independent

variable total paternal leave taken. For all relevant variables, data was available for the

period spanning from 2010 to 2020 (including), ensuring a comprehensive dataset. By

choosing this time period, ample time is given for a possible effect of an increase in use

of paternal leave days. Also, a relatively longer time frame ensures that the analysis is

not skewed by short-term fluctuations. The longer length enhances the statistical power

of the analysis, making the results more reliable and generalizable.

3.1 Main variables

The independent variable is the total paternal leave taken, specified per year. Data on

the use of childbirth-related leave benefits is derived from the ”OECD Family Database”

(2024). I use the variable ’Recipients/users of publicly administered parental leave benefits

or publicly administered paid parental leave per 100 live births, by gender’. It is important

to note however, that this variable represents the total instances of leave taken rather

than the number of unique fathers taking leave. It is therefore possible that this variable

reaches 100 or more users/recipients for every 100 children born. For example, if a birth

occurs late in the year, fathers may be on paternity leave both in December and January,

thus entering the statistics in separate years. In addition, one father taking multiple

leave periods within a year can be counted multiple times. The birth of their child,
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however, enters the denominator of the recipients/users per 100 live births and is thus

only counted once. For this reason, the variable I name ’total paternal leave taken’ is

measured in instances of paternal leave taken, rather than the number of fathers taking

leave.

I convert the OECD variable ’Recipients/users of publicly administered parental leave

benefits or publicly administered paid parental leave per 100 live births, by gender’ to the

total instances of leave taken by men per year using data on the number of live births

of each country. National Institutes Statistics Sweden, Statistics Norway and Statistics

Finland provide the required information on the number of births per year.

The total paternal leave taken is calculated using the following steps:

Male users per live birth =

(
Male users per 100 live births

100

)
(1)

Total paternal leave taken = Male users per live birth× Total live births (2)

Figure 2 shows the trend in the independent variable, total paternal leave taken, for

each studied country from 2010-2020. By analysing this figure, it can be noticed that

the three countries show contrasting trends. Firstly, Sweden shows a relatively stable

positive linear trend in the uptake of paternal leave. Similarly, Norway shows a positive

trend line over the years. However, the actual paternal leave uptake in Norway is more

fluctuating, with a noticeable decline in 2018. Lastly, Finland’s trend line has a negative

slope, indicating an average decline in the total usage of paternal leave over the years.
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Figure 2: Comparison of paternal leave usage in Sweden, Norway, and
Finland from 2010 to 2020

In my analysis three separate outcome variables are of interest. These dependent vari-

ables are the employment rate, the FTE employment rate and the weekly working hours,

each for women. Data on the FTE employment rate and the weekly working hours are

from the ”Labor Force Statistics” dataset (OECD, 2024) and the data on employment

rates is extracted from the ”Labour Market Statistics” dataset (OECD, 2024). For con-

sistency, the data on all of the dependent variables covers the age group from 15-64 years

old. The employment rate is defined as the employment/population ratio. The FTE

employment rate is the same rate, adjusted to reflect full-time work. Both variables are

expressed as a percentage. Lastly, the variable weekly working hours is defined by the

OECD (2024) as the average usual weekly working hours on the main job and is based on
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total declared employment. It is the employment weighted sum of average usual weekly

hours worked by full-time and part-time workers.

Figure 3,4 and 5 show the trends in employment rate, FTE employment rate and

weekly working hours, respectively. From figure 3, we can conclude that Norway on

average has the highest employment rate, with a rate of 73,07 percent. The employment

rate in Sweden is slightly lower, on average 72,75 percent, and the rate for Finland is

67,68 percent. While Sweden and Finland both show an increase in the employment rate

from 2010-2020, Norway’s employment rate decreased.
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The trends in FTE employment rate in figure 4 find close to identical trends as shown

in figure 3 for the countries Sweden and Finland. All countries display a positive trend.

Norway has the lowest average FTE employment rate, which is 57,55 percent. Lastly, the

trends in Weekly working hours of females in Sweden, Norway and Finland are visible in
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Figure 5. weekly working hours in Sweden follow a strong linear trend. In Finland and

Norway, more fluctuations in the Weekly working hours can be interpreted from the trend

graphs.
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3.2 Control variables

To answer my research question, I perform a multiple regression analysis. By controlling

for confounding variables, I aim to isolate the true effect of the paternal leave taken on

the three separate proxies for female employment outcomes. The control variables I use

are education level, GDP growth rate, fertility rate, GDP per capita, gender wage gap

and average wages.

The education level variable represents the percentage of the female population above

25 years old that has at least completed post secondary level of education. The GDP

growth rate and the GDP per capita are measures for economic growth of the specific

country. Data on the fertility rate specifically for the working population is not available.

16



As a result, I choose to use the total fertility rate reported by the OECD (2024). This

variable is defined as the average number of children born to a woman. The variable

average wages is the total wage bill of a country divided by the number of employees,

adjusted for average weekly hours worked. Finally, the gender wage gap is a measure

of the inequality in earnings between men and woman. It is the difference in median

earnings between these two genders, expressed as a percentage of men’s median earnings.

3.3 Descriptive statistics

To test the main hypothesis, whether a relationship exists between the total paternal

leave taken and female employment outcomes, a data sample is created from 3 Nordic

countries for the period from 2010 to 2020. Table 2 shows the countries used to estimate

the effect. The three chosen countries are Sweden, Norway and Finland.

Table 2: The chosen Nordic countries

Nordic country Observations

Sweden (SWE) 11

Norway (NOR) 11

Finland (FIN) 11

In anticipation of the succeeding analyses, it is useful to examine and summarize the

available data. Table 3 provides an overview of the descriptive statistics of my dataset.

The number of observations, means and standard deviations of the variables can be found

in this table. In addition to the key variables and the control variables, I included two

general variables related to the population in the descriptive statistics overview. The

variable live births indicates the number of births in a specific year. The variable female

working population illustrates the total size of the female working population aged 15

to 64. These two variables offer contextual insight and might help to understand the

demographic backdrop from 2010 to 2020.

17



Table 3: Descriptive statistics

Variable Obs Mean Std. Dev. Min Max

Paternal leave

Total paternal leave taken 33 149206.2 153651.4 23007.26 411595.7

Average duration paternal leave 33 36.855 9.748 16.4 60

Female employment outcomes

Employment rate 33 71.153 2.869 65.8 75.15

FTE employment rate 33 60.588 3.048 57 66.7

Weekly working hours 33 33.812 1.686 31.1 35.3

Control variables

Education level 33 41.567 4.678 35 56

GDP growth rate 33 1.415 1.843 -2.4 6

Fertility rate 33 1.721 0.171 1.35 1.98

GDP per capita 33 62970 18393 42802 103554

Gender wage gap 33 10.855 5.471 4.37 20.18

Average wages 33 49879.4 1723.9 45337 52415

Population

Live births 33 75498.9 28336.1 45613 117425

Female working population 33 2140923 655671 1584705 3142874

Note: This table provides the descriptive statistics of the dataset from the years 2010 - 2020.

When examining Table 3, several statistics stand out and warrant closer attention. The mean

total paternal leave taken is 149206 instances per year with a standard deviation of 153651, ran-

ging from 23007 to 411596 instances. This significant variability in paternal leave taken indicates

significant differences in the extent to which paternal leave policies are utilized. This variety

reflects possible effects of diverse workplace cultures, policy implementations, and individual

choices regarding paternity leave. Understanding this variability and its cause is crucial for in-

terpreting how paternal leave impacts female employment outcomes, as it provides insight into

the effectiveness of leave policies.

The mean employment rate for females is 71.15 percent, with minor fluctuations indicated

by a standard deviation of 2.869 percent. This relatively stable employment rate suggests that

the majority of women maintain consistent employment levels, despite some variability. This

stability is critical for analyzing the resilience of female employment in the face of varying

paternal leave policies. It could indicate that changes in paternal leave may not drastically

affect overall employment rates. To add, Table 3 illustrates the moderate variability of the FTE

employment rate. This value highlights differences in full-time and part-time employment among

women. This value is relevant, since a moderate variability indicates that the FTE employment
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rate could be influenced by paternal leave policies. More supportive leave policies might enable

women to pursue full-time employment more feasibly.

The variables used in my analysis are shown below. To gain initial knowledge on the pos-

sible relationship between the dependent and independent variables of my study, I conduct a

correlation analysis. Table 4 shows the results of the analysis. Based on the correlation analysis

on the panel data study, the variables in this research are correlated with one another. The

strongest link between the variables is the link between the GDP per capita and the weekly

working hours, with a negative correlation of -0.9117. This result is as expected. A higher GDP

per capita allows individuals and societies to prioritize quality of life over long working hours.

The combination of increased income and improved productivity leads to a decrease in weekly

working hours, indicating a negative and strong relationship. Other strong relationships are

shown between the gender wage gap and the employment rate and between the total paternal

leave taken and the FTE employment rate.

Variables used:

TP Total paternal leave taken

ER Employment rate

FE FTE employment rate

WW Weekly working hours

EL Education level

GG GDP growth rate

FR Fertility rate

GC GDP per capita

GW Gender wage gap

AW Average wages

Table 4: Correlation matrix variables

TP ER FE WW EL GG FR GC GW AW

TP 1.0000

ER 0.4820 1.0000

FE 0.8087 0.2505 1.0000

WW 0.3847 -0.4959 0.7159 1.0000

EL 0.2189 0.3884 0.3525 0.0332 1.0000

GG 0.2487 0.0679 0.0695 0.0198 -0.3758 1.0000

FR 0.4382 0.1289 0.0429 -0.0470 -0.5290 0.3793 1.0000

GC -0.2390 0.5645 -0.5623 -0.9117 -0.0461 0.0163 0.2170 1.0000

GW -0.3965 -0.8907 0.0360 0.6698 -0.2860 -0.1550 -0.2431 -0.6667 1.0000

AW -0.4630 0.1832 -0.2464 -0.3591 0.5605 -0.3734 -0.6565 0.2368 -0.1195 1.0000
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4 Methodology

In this section, the chosen analysis methods are further explained. Fixed effects regression is the

main method I utilise to answer my research question. This study uses panel data, making the

evaluation of the dynamics of multiple countries over a specific period possible. By leveraging

panel data, researchers can achieve more accurate and reliable parameter estimates (Hsiao, 2007).

A significant advantage of panel data is its capacity to control for unobserved heterogeneity and

reduce the multicollinearity problem, problems that are likely to appear in time series data.

4.1 Fixed effects regression

The panel data set used for the analysis contains a time-series variable (year) and a cross sectional

variable (country). The relationship that this study may find between the total paternal leave

taken and female employment outcome is possibly dependent on the included countries and

years. Therefore, using a fixed effect model for this study is more appropriate than a pooled

model. This type of model removes all time-invariant heterogeneity, making it more suitable

when these unobserved variables could correlate with the predictors. As some impactful events

happened during the time period of the analysis, this can be controlled for using fixed effects.

Economic crisises and the COVID pandemic are examples of such events that took place between

2010 and 2020.

In the dataset, large differences in the economic and political environment might exist. This

might lead to heteroskedasticity, as it can cause differences in the cross-sectional residuals. To

test for heteroskedacity in the used regression model, a Breusch–Pagan/Cook–Weisberg test is

performed. This test evaluates whether the variance of the errors from a regression model is

constant or varies with the values of the independent variables. When the variance of errors var-

ies, there is so calles heteroskedacity. The null-hypothesis assumes homoskedacity. Performing

the Breusch–Pagan (Breusch & Pagan, 1979) test for the employment rate, FTE employment

rate and the weekly working hours regressions results in p-values that are each greater than the

conventional significance level of five percent. This result indicates that the null hypothesis is

not rejected, and that the assumption of homoskedacity is supported. I interpret the regression

results without controlling for heteroskedacity.

In total I conduct three fixed effects regression analyses to estimate the effect of total paternal

leave taken on the separate dependent variables measuring female employment outcomes. As

the treatment (total paternal leave taken) is not randomized, the estimated coefficient of a

simple linear regression cannot be causally interpreted due to endogeneity. The major cause of
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this endogeneity is the presence of omitted variables. To reduce omitted variable bias, I will

incorporate a set of six control variables into the model. Control variables are those variables

that can influence both the dependent and independent variables. In the context of this research,

factors that might affect both total paternal leave taken and female employment outcomes. The

factors I chose to take into account are education level, GDP growth rate, fertility rate, GDP

per capita, gender wage gap and average wages.

I test three separate null hypotheses, each positing that the total paternal leave taken has no

effect on one of the three measures of female employment. The regression I perform to estimate

this effect uses the following equation:

yit = β0 + β1 ∗ Total paternal leave takenit + β2 ∗ Education levelit + β3 ∗GDP growth rateit

+ β4 ∗ Fertility rateit + β5 ∗GDP per capitait + β6 ∗Gender wage gapit

+ β7 ∗Average wagesit + αi + ϵit

(3)

In the equation above, the primary variable of interest is the total paternal leave taken, measured

by β1. I use the same equation to calculate the effect on the three different dependent variables

employment rate, FTE Employment rate and weekly working hours. The coefficients of β2 to β7

estimate the effect of the control variables on the female employment outcomes. This subscript

i denotes the cross-sectional unit, Sweden, Norway or Finland. Each country has its own unique

identifier in the dataset. In addition, each year also has its own unique identifier, represented

by subscript t. Variable α represents country fixed effects, which control for unobserved, time-

invariant differences between the countries. Lastly, the ϵ is the error term. This term represents

the part of the dependent variable y that cannot be explained by the independent variables in

the model. Moreover, it explains captures the random variability in y due to factors that are

not included in the model.

Firstly, the female education level directly influences female employment outcomes such as

labor force participation (Jaumotte, 2003). To add on, Geisler and Kreyenfeld (2018) find that

the relative education of the partner plays a role in the uptake of parental leave. According

to them, men who are less educated than their female partners are more likely to take leave.

From this we can conclude that female education level indirectly impacts paternal leave taken.

Secondly, the GDP growth rate is added as a control variable. This variable is a measure for

the economic growth of a country as a whole. According to Okun´s law, when the economy

is improving, demand for products and services increases which will eventually decrease unem-

ployment (Prachowny, 1993). This directly impacts the female employment rates. Fertility rate
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is a relevant control variable to add. Higher fertility often leads to more career interruptions

and reduced labor market participation for women due to childbearing and childcare responsib-

ilities (Adda et al., 2017). Adda et al. (2017) find that fertility not only results in immediate

interruptions, but also negatively impacts long-term skill accumulation and wage growth. In

addition, an increase in the fertility rate causes a direct increase of paternal leave taken.

To add, GDP per capita is another control variable I use that measures economic growth.

While GDP growth rate indicates how fast an economy is growing, GDP per capita shows

the economic output on a per-person basis, capturing different aspects of economic conditions.

Including GDP per capita as a control variable is therefore beneficial to isolate the specific

impact of paternal leave on female employment. An increase in either the GDP growth rate

or the GDP per capita indicates an increase in productivity, lowering weekly working hours

(Jorgenson, 1991). The gender wage gap is a measure for the difference in median earnings of

men and women relative to median earnings of men. An increase in the gender wage gap implies

a growing disparity in earnings between men and women. This gap significantly affects female

employment rates, because women are often overrepresented in lower-paying occupations. This

means that wage inequality not only reduces overall earnings for women, but also limits their

employment opportunities and career progression (Blau & Kahn, 1992). Lastly, I added average

wages as a control variable. Higher wages attract more workers to a market, consequently

influencing employment outcomes (Dickens et al., 1999).

4.2 Multicollinearity

To check for multicollinearity, I perform a multicollinearity test using the variance inflation

factor (VIF) and the tolerance (1/VIF). The VIF tells how much of one predictor’s variance

is explained by the other predictors, and how much a coefficient’s standard error is increased

due to multicollinearity (Alin, 2010). The tolerance indicates the proportion of variance in an

independent variable that is not explained by other predictors. Performing a multicollinear-

ity test is an essential step following multiple regression analysis to ensure the reliability and

interpretability of the model. When independent variables exhibit high correlations, the estim-

ates of regression coefficients can become unstable, undermining the statistical significance of

predictors.
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Table 5: Multicollinearity of the variables

Variable VIF 1/VIF

Total paternal leave taken 6.94 0.144070

Gender wage gap 6.32 0.158258

GDP per capita 6.04 0.165610

Education level 4.07 0.245573

Fertility rate 3.86 0.258811

Average wages 3.56 0.280603

GDP growth rate 1.43 0.699985

Mean VIF 4.60

Table 5 provides an overview of the multicollinearity analysis of the used variables. Generally,

a VIF above 10 is considered high and indicative of serious multicollinearity problems. The Mean

VIF is 4.60, which suggests that, on average, the predictors exhibit moderate multicollinearity.

All predictors have a VIF below 10 and are therefore kept in our analysis.
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5 Results

5.1 The fixed effects model

In this subsection, the effect sizes of paternal leave on female employment outcomes will be

estimated using a fixed effects model. Table 6, 7 and 8 show the results of the fixed effects

regressions for the three outcome variables employment rate, FTE employment rate and weekly

working hours, respectively.

Table 6: Panel Data Regression with Country Fixed Effects using
Employment rate as the outcome variable

Variables (1) (2) (3) (4) (5) (6)

TP
0.0000429***

(0.0000128)

0.0000429***

(0.000013)

0.0000507***

(0.0000116)

0.0000526***

(0.00001)

0.0000527***

(0.00001)

0.0000561***

(0.0000136)

EL
0.0416

(0.0541)

0.0415

(0.059)

-0.114

(0.0722)

-0.133**

(0.061)

-0.131*

(0.065)

-0.124*

(0.0683)

GG
-0.000612

(0.127)

-0.0297

(0.111)

-0.0158

(0.0932)

-0.0131

(0.101)

-0.0111

(0.103)

FR
-5.542***

(1.804)

-7.567***

(1.616)

-7.640***

(1.856)

-7.838***

(1.961)

GC
0.000071***

(0.00002)

0.0000709***

(0.000021)

0.0000696***

(0.0000215)

GW
0.0212

(0.248)

0.0123

(0.254)

AW
-0.000093

(0.000244)

Constant
63.03***

(1.855)

63.03***

(2.189)

77.91***

(5.205)

77.39***

(4.356)

77.20***

(4.995)

81.583***

(12.563)

N 33 33 33 33 33 33

R2

Within 0.4642 0.4642 0.6069 0.7356 0.7356 0.7373

Between 0.2628 0.2628 0.2300 0.3667 0.3525 0.3239

Overall 0.2402 0.2402 0.2215 0.3493 0.3377 0.3239

Notes: This table shows the fixed effects model of total paternal leave taken on employment rate. The

employment rate is specified for females, it is the number of employed females/ total female labor force.

The standard error is given within parentheses, and the ‘*’ provide the significance level as follows: *

p<0.10 ** p<0.05 *** p<0.01.

Table 6 shows a small positive effect of total paternal leave taken on the female employment

rate in all six models. The final model results in a positive correlation between paternal leave

and the female employment rate of 0.0000561. This effect is significant with a p-value smaller

than 0.01. This was earlier found by Ruhm’s (1996) empirical studies on parental leave. The

first model only adds the variable education level, which shows a positive, but insignificant
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correlation. After adding the GDP growth rate and the fertility rate, the coefficient for education

level becomes negative. This negative effect of education is significant for model 4, 5 and 6 with a

significance level of 10 percent. There can be several possible explanations for the change of this

coefficient. The inclusion of GDP growth rate and fertility rate, which are themselves influenced

by education, can introduce multicollinearity. Even though the mean Variance Inflation Factor

(VIF) of 4.60 indicates moderate multicollinearity, it can still distort the coefficient estimates.

This distortion might lead to changes in the sign and significance of the education level coefficient,

as the shared variance between these predictors interferes with the model’s ability to estimate

their unique contributions accurately. Lastly, the negative coefficient for education level might

indicate interaction effects. In rapidly growing economies, the demand for low-skilled labor

might increase, potentially overshadowing the benefits of higher education.

The GDP growth rate has a small negative impact on the employment rate, but this rela-

tionship is insignificant and therefore cannot be interpreted. In model 3, the fertility rate is

added to the model. The fertility rate has a significant negative effect on female employment.

The coefficient of the final model is -7.838 with a one percent significance level. This is aligned

with earlier findings by Adda et al. (2017), arguing that increasing fertility rates leads to more

significant career interruptions by mothers. GDP per capita is added, illustrating a small posit-

ive effect on the female employment rate of 0.0000696 in the final model. A positive estimate is

in line with the expectations by Prachowny (1993). Lastly, model 5 and 6 add the gender wage

gap and the average wages as control variables. These variables both show no significant effect

on the female employment rate.
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Table 7: Panel Data Regression with Country Fixed Effects using FTE
employment rate as the outcome variable

Variables (1) (2) (3) (4) (5) (6)

TP
0.0000501***

(0.0000107)

0.0000502***

(0.0000109)

0.000057***

(0.0000096)

0.0000582***

(0.0000089)

0.0000584***

(0.0000092)

0.0000562***

(0.0000124)

EL
0.0644

0.045

0.0688

(0.0495)

-0.067

(0.0596)

-0.0783

(0.0553)

-0.0753

(0.0593)

-0.0795

(0.0624)

GG
0.0265

(0.107)

0.00113

(0.092)

0.00959

(0.085)

0.0147

(0.092)

0.0135

(0.0939)

FR
-4.842***

(1.489)

-6.076***

(1.465)

-6.205***

(1.693)

-6.076***

(1.791)

GC
0.0000433**

(0.0000186)

0.0000431**

(0.000019)

0.000044**

(0.0000232)

GW
0.0376

(0.226)

0.0434

(0.232)

AW
-0.0000606

(0.000222)

Constant
50.43***

(1.557)

50.20***

(1.836)

63.20***

(4.297)

62.88***

(3.975)

62.54***

(4.556)

59.68***

(11.476)

N 33 33 33 33 33 33

R2

Within 0.6485 0.6493 0.7507 0.7952 0.7954 0.7961

Between 0.7616 0.7610 0.7853 0.7171 0.7377 0.7346

Overall 0.6641 0.6635 0.6908 0.6414 0.6588 0.6604

Notes: This table shows the fixed effects model of total paternal leave taken on FTE employment rate.

The FTE employment rate is here specified for females, it is the female employment rate, adjusted to

reflect full-time work. The standard error is given within parentheses, and the ‘*’ provide the significance

level as follows: * p<0.10 ** p<0.05 *** p<0.01.

The final fixed effects model of paternal leave on the FTE employment rate is presented

in table 7. The FTE employment rate takes part-time and full-time work into account to

provide a more nuanced view of labor input. The model for the FTE employment rate finds a

significant positive impact from the uptake of paternal leave with a coefficient of 0.0000562. This

coefficient is almost identical to that of the fixed effects model estimating the female employment

rate, which was 0.0000561. Alike in table 6, the effect of education changes after the addition

of GDP growth rate and fertility rate to the model. In this model, the education level shows no

significant effect on the FTE employment rate. For the GDP growth rate, the fertility rate and

the gender wage gap, the results are strongly comparable to those found in table 6. The GDP

growth rate and the gender wage gap illustrate small, insignificant relationships with the FTE

employment rate. However, the fertility rate again shows a significant negative effect on the

outcome variable. With a value of -6.076 compared to a coefficient of -7.838, the effect of the

fertility rate on the FTE employment rate is moderately smaller than the effect for the general
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employment rate. Finally, the average wages appear to have a small negative effect on the FTE

employment rate, an effect that was positive for the general employment rate. No conclusions

can be interpreted from this variable, since it has no significance.

Table 8: Panel Data Regression with Country Fixed Effects using Weekly
working hours as the outcome variable

Variables (1) (2) (3) (4) (5) (6)

TP
0.0000067***

(0.0000019)

0.0000067***

(0.0000019)

0.0000068***

(0.000002)

0.0000065***

(0.0000018)

0.0000067***

(0.0000018)

0.0000042***

(0.0000024)

EL
0.0127

(0.008)

0.0154

(0.0087)

0.0145

(0.0124)

0.0171

(0.0112)

0.0196

(0.0119)

0.0149

(0.0118)

GG
0.0161

(0.0186)

0.016

(0.0191)

0.014

(0.0171)

0.0182

(0.0184)

0.0169

(0.0178)

FR
-0.0344

(0.309)

0.252

(0.298)

0.145

(0.338)

0.290

(0.340)

GC
0.00001**

(0.0000038)

0.00001**

(0.0000038)

0.000009**

(0.00002)

GW
0.0312

(0.452)

0.0377

(0.044)

AW
0.0000681

(0.000042)

Constant
32.28***

(0.276)

32.14***

(0.321)

32.24***

(0.891)

32.31***

(0.802)

32.02***

(0.911)

28.81***

(2.178)

N 33 33 33 33 33 33

R2

Within 0.5568 0.5568 0.5690 0.6651 0.6716 0.7050

Between 0.1390 0.1368 0.1379 0.2464 0.3854 0.5562

Overall 0.1453 0.1432 0.1443 0.2536 0.3908 0.5487

Notes: This table shows the fixed effects model of total paternal leave taken on Weekly working hours.

The Weekly working hours here are specified for females. These hours are calculated as the average

usual weekly working hours on the main job. The standard error is given within parentheses, and the ‘*’

provide the significance level as follows: * p<0.10 ** p<0.05 *** p<0.01.

Lastly, table 8 estimates the effect of paternal leave using the Weekly working hours as the

outcome variable. The final model illustrates a small, but significant effect of paternal leave on

weekly working hours of 0.0000042 with a one percent significance level. The GDP per capita

added in model 4,5 and 6 also has a small significant effect on the weekly working hours. This

result is not in line with existing literature. An increase in GDP per capita indicates a period

of economic growth, this type of growth is generally associated with an increase in productivity

(Jorgenson, 1991). Therefore we would expect the weekly working hours to decrease as the GDP

per capita increases. The other variables used in the fixed effects model show no significant effect

on weekly working hours.
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5.2 Interaction effect

To extend the research, a possible interaction effect is studied. The interaction between total

paternal leave taken and education level is further examined by creating the interaction term

interaction effect education. This variable is the multiplication of the two variables of interaction.

For all three indicators of female employment, the interaction variable is added to the multiple

regression. Tables 8 shows the result of the introduction of the interaction term in the model of

the employment rate, FTE employment rate and the weekly working hours, respectively.

For the employment rate, the addition of the interaction term for education level results in

an increase in the coefficient for total paternal leave taken. The effect of total paternal leave

taken on the employment rate is still positive and holds a significance of 5 percent. However, the

interaction effect between education and the total paternal leave taken is negative, suggesting

that the positive impact of paternal leave taken on employment rate diminishes as education

level increases. This effect, however, is both small and insignificant. Therefore, no conclusion

can be drawn from the interaction variable. In the case of the FTE employment rate, the results

are nearly identical to those for the employment rate. Similar to the employment rate, the

interaction effect here is negative, indicating that higher education levels reduce the positive

effect of total paternal leave taken on full-time employment. Moreover, the found impact holds

no value, since the coefficient of the interaction effect is insignificant.

Regarding weekly working hours, total paternal leave taken again shows a significant positive

effect following the addition of the interaction term. The interaction effect of education is

negative, highlighting that the beneficial impact of paternal leave on weekly working hours

is less pronounced at higher education levels. These findings collectively suggest that while

paternal leave positively influences female labor market outcomes, the extent of this benefit is

moderated by education levels. Higher education appears to reduce the incremental advantages

gained from increased paternal leave. Although we find the same negative interaction effect for

each outcome variable, no finite conclusions can be drawn regarding the interaction effect since

the findings are insignificant.
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Table 9: Interaction effect education and paternal leave, using three different
proxies for female employment as dependent variable

Variables Employment rate FTE employment rate Weekly working hours

TP
0.0000744**

(0.0000284)

0.0000812***

(0.0000255)

0.0000098*

(0.0000048)

EL
-0.0481

(0.125)

0.025

(0.112)

0.0383*

(0.021)

GG
-0.00639

(0.104)

0.0199

(0.0936)

0.0183

(0.0176)

FR
-7.157***

(2.186)

-5.144**

(1.966)

0.498

(0.369)

GC
0.000067***

(0.000022)

0.0000404*

(0.0000198)

-0.00001**

(0.0000037)

GW
0.0526

(0.262)

0.0987

(0.236)

0.05

(0.044)

AW
-0.000159

(0.000262)

-0.0000292

(0.000235)

0.000048

(0.000044)

Interaction EL
-2.44e-07

(3.31e-07)

-3.34e-07

(2.98e-07)

-7.44e-8

(5.59e-8)

Constant
79.05***

(13.148)

56.22***

(11.82)

28.04***

(2.22)

Observations 33 33 33

R2

Within 0.7416 0.8071 0.7270

Between 0.3081 0.7664 0.4458

Overall 0.2876 0.6720 0.4510

Notes: This table shows fixed effects regression estimations of total paternal leave taken on female

employment outcomes, including the interaction effect between education and paternal leave. The

standard error is given within parentheses, and the ‘*’ provide the significance level as follows: *

p<0.10 ** p<0.05 *** p<0.01.
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6 Conclusion and Discussion

Multiple studies have looked at the effect of parental leave laws on female employment outcomes. However,

there are less papers that focus on the effect of the use of paternal leave. Most of the research on the

impact of paternal leave evaluates the ”daddy quota,” a non-transferable leave reserved for fathers.

Previous literature, including studies by Patnaik (2019) and Pyllkanen and Smith (2003), has found that

paternal leave is associated with improved female labor market outcomes. This positive effect can be

largely attributed to the increased retention of women in the workforce facilitated by such policies. This

thesis looks at the effect of the uptake of paternal leave on female employment outcomes in the Nordic

countries Sweden, Norway and Finland from 2010 to 2020. The paper aims to establish whether the

same positive association can be seen in these Nordic countries, countries that are often seen as the most

gender equal countries worldwide, offering extensive parental leave arrangements.

This thesis uses fixed effects regressions to estimate the effect of paternal leave on three different

proxies for female employment; the employment rate, the FTE employment rate and the weekly working

hours. Multiple control variables are added to account for omitted variable bias. The research is guided

by three distinct hypotheses. Hypotheses 1, 2 and 3 expect a positive correlation between paternal leave

and the employment rate, the FTE employment rate and the weekly working hours, respectively. The

results show that an increase in the use of paternal leave has a significant, albeit small effect on all three

proxies used to measure female employment outcomes, as stated in the hypotheses. By adding more

control variables to the fixed effects regressions, the one percent significance level stays in tact. The

positive coefficient was expected, as the previous literature assumes a positive relationship. To extent my

research, I added the interaction effect between paternal leave and education level as a control variable.The

results for this interaction were statistically insignificant, indicating that no definitive conclusions can be

drawn about the relationship between these two variables.

In the fixed effects regression, several variables other than paternal leave were found to impact

female employment. The models using the employment rate and the FTE employment rate as a proxy

for female employment both find that the fertility rate and the GDP per capita are significant predictors.

As predicted by Adda et al. (2017), the fertility rate negatively influences female employment- and FTE

employment rates. Moreover, a small, but significant positive effect of the GDP per capita on the female

employment rate measures supports existing theory by Prachowny (1993). Finally, the results suggest

a small positive effect of the GDP per capita on the weekly working hours of females. This is against

existing literature by Jorgenson (1991). Jorgensen (1991) argues that an increase in GDP per capita goes

along with an increase in productivity, decreasing the weekly hours. Therefore, expecting the relationship

between GDP per capita and average weekly hours to be negative. This result can possible be explained

by an increase in demand overshadowing the effect of productivity on weekly working hours.

This research consists of three Nordic countries and analyses the period between 2010 to 2020,

resulting in 33 observations. This extensive type of data on the actual paternal leave taken in the time

period is not publicly available for other countries than those used. To make the results of this study
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more significant, more countries can be added and the time frame can be extended. Also, including

more diverse countries in future research improves the generalizability of the findings. This might lead

to different results. In further research, more control variables can be added to the model to minimize

omitted variable bias and increase internal validity.

Secondly, in extensive studies, the independent variable paternal leave can be improved. The value

paternal leave is described in the dataset as the ’Recipients/users of publicly-administered parental leave

benefits or publicly-administered paid parental leave per 100 live births, by sex’ (OECD, 2024). For the

countries Sweden, Norway and Finland this value frequently exceeds 100, leading to the idea that more

than one father takes leave per live birth. The counting method used possible lead to anomalies, where

the leave taken by fathers spills over calendar years, thus inflating the number of recipients compared to

the actual number of births in a given year. Refining this variable to accurately capture the number of

leave days taken by fathers per year, would enhance the precision of the analysis.

Lastly, another direction for future research could be to analyze the impact of recent specific policy

changes in the parental leave systems within the studied countries. Researchers could use Regression

Discontinuity (RD) design to compare employment outcomes before and after the implementation of a

certain policy. RD design is particularly useful when there are clear policy thresholds or cutoffs, such as

the introduction of a ”daddy quota” or changes in the duration of paid leave. This research could provide

more detailed insights into the mechanisms through which paternal leave influences female employment

outcomes. For example, examining how different compensation rates and specific conditions for the

uptake of paternal leave affect the overall usage of paternal leave can shed light on critical dynamics.

Moreover, understanding these factors can help policymakers design more effective parental leave policies

that promote gender equality and support both parents in balancing work and family responsibilities.
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