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Abstract

The Unite for a Better Life program was series of gender-transformative education ses-

sions aimed at reducing Intimate Partner Violence in Ethiopia (IPV). While previous re-

search did not find significant average treatment effects on women’s reported experience of

(IPV), it did not examine heterogeneity in these effects. This paper evaluates whether het-

erogeneous effects were present and, if so, identifies possible drivers of heterogeneity. The

data consists of a baseline survey on household characteristics (n = 6770) and an endline

survey on women’s experience of IPV (n = 6045). We employ Machine Learning methods

to approximate Conditional Average Treatment Effects and use these proxies to construct

measures of heterogeneity. We find significant evidence of heterogeneity in reported sexual

and emotional IPV. Findings suggest that the treatment was most effective among young,

poor, Islamic couples, and may have had an adverse effect among older, richer, Orthodox

couples. This indicates that programs such as Unite for a Better Life could target the most

receptive demographics in order to increase their effectiveness.

1 Introduction

The Randomised Controlled Trial (RCT) is one of the most widely used experimental designs

in the field of data analysis. It is used to assess the effectiveness of treatments in many fields,

ranging from economics to medicine to sociology. Estimating average treatment effects over the

full sample is a staple of this analysis, but with the availability of larger data sets, researchers

are more and more interested in establishing relations between treatment effects and observation

characteristics, as this may allow for more insight into the underlying mechanics of the problem.

However, performing subgroup analysis poses a dilemma. On the one hand, choosing which

subgroups to analyse ex post risks overfitting, P-Hacking and hypothesising after the results

are known. On the other hand, although ex ante subgroup selection is academically more

responsible, it limits the amount of relations which can be inferred from the data set, possibly

forcing researchers to overlook valuable information.

In recent years, Machine Learning (ML) methods have gained much traction due to their

ability to identify patterns, especially in high-dimensional data sets, where they often outper-

form classical methods. This makes ML a viable tool for our subgroup selection problem when

there are many covariates, but few whose relevance to the problem is already established.

One such field where heterogeneous treatment effects may be present, is that of reduction in

Intimate Partner Violence (IPV). Globally, 30% of women are estimated to be the victim of

physical and/or sexual violence perpetrated by their partner at least once in their life (Devries

et al., 2013). Victims and their families are more likely to suffer from a range of both physical

and mental health issues (Campbell, 2002). Its prevalence in Sub-Saharan Africa is especially

high (Garcia-Moreno, Jansen, Ellsberg, Heise & Watts, 2006), which has motivated various

organisations to conduct interventions throughout the region.

One of these interventions was the Unite for a Better Life (UBL) program, which was conduc-

ted in 64 villages in Ethiopia between 2014 and 2018. These villages were randomly divided into

3 treatment arms, one in which women would participate in gender-transformative education

sessions, one in which men would participate, one in which couples would, and a control arm.
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In each village, approximately 106 cohabiting couples were sampled to be included in the study,

resulting in a total of 6770 households. 24 months after the study, 90% of the participating

women completed a survey on their past year experience of physical, sexual, and emotional IPV.

After its conclusion, its efficacy was reviewed in Sharma, Leight, Verani, Tewolde and Deyessa

(2020), who found that when compared to the control group, the treatment did not result in

a significant change in women’s reporting of past-year experience of physical IPV, sexual IPV,

and emotional IPV.

The research question of this paper is as follows: ”Was there heterogeneity in the treatment

effect of the UBL program?” In the original study, the significance of the treatment effect is

evaluated using two odds ratios: one unadjusted and one adjusted for a set of covariates collec-

ted in a baseline survey, including household demographics and socioeconomic variables. This

paper examines whether these covariates are a source of heterogeneity in the effectiveness of the

program.

To do so we use a method developed in Chernozhukov, Demirer, Duflo and Fernández-Val

(2023). In general, a key problem with ML methods is that in high-dimensional settings, strong

assumptions are required to validly infer heterogeneous effects. The Conditional Average Treat-

ment Effect (CATE), which is the average difference in outcome between a treated population

and an untreated population conditional on covariates, may not even be estimated consistently

by such methods. Chernozhukov et al. (2023) proposes a methodology to avoid some of the

inherent problems with inference on the CATE with ML techniques. It does so by using ML,

not to infer results on the CATE directly, but to make proxy predictors of the CATE and

subsequently using them to infer results on three related measures: the Best Linear Predictor

(BLP), the Sorted Group Average Treatment Effects (GATES), and the Classification Analysis

(CLAN). To avoid overfitting, the sample is randomly split in an auxiliary sample to train the

ML proxies, and a main sample which the proxies use to estimate the measures. To reduce the

dependency of these estimates on the split, this process is done repeatedly and its results are

aggregated.

We find that across all treatment arms, the included covariates do not capture significant het-

erogeneity in effect of the UBL program on the reported experience of physical IPV (p > 0.145).

They do however suggest significant heterogeneity in the effect on sexual IPV (p < 0.001) and in

the effect on emotional IPV (p < 0.001). For sexual IPV, the heterogeneity is driven by both a

significant decrease (17.9% to 23.6%) in reporting by the women in the most positively affected

quintile, as well as a significant increase (14.1% to 19.5%) in reporting by women in the most

negatively affected quintile, with percentages dependent on the treatment arm. Heterogeneity

in emotional IPV is driven across all arms by a significant reduction (23.1% to 28.0%) in report-

ing in the most positively affected quintile, while a significant increase (15.2%) in reporting is

only found in the most negatively affected quintile of the men’s treatment arm. Examining the

covariates for the men’s UBL, we find that on average the couples in the most positively affected

quintile were had been married for shorter amount of time (Sex.: p < 0.001, Emo.: p < 0.001),

had fewer children (Sex.: p = 0.013, Emo.: p < 0.001), had fewer assets (Sex.: p < 0.001, Emo.:
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p = 0.031), and consisted of a younger man (Sex.: p < 0.001, Emo.: p < 0.001) and a younger

woman (Sex.: p < 0.001, Emo.: p < 0.001), than the couples in the most negatively affected

quintile. For couples’ UBL, we find that couples that have fewer assets (Sex.: p = 0.007, Emo.:

p < 0.001), are less wealthy (Sex.: p < 0.001, Emo.: p < 0.001), consist of a lower educated

man (Sex.: p < 0.001, Emo.: p = 0.035), are Muslim (Sex.: p < 0.001, Emo.: p < 0.001), and

are not Orthodox (Sex.: p < 0.001, Emo.: p < 0.001) are significantly more represented in the

most positively affected quintile than in the most negatively affected quintile. These findings

show that the UBL program did actually benefit certain demographics, and suggest that similar

programs can reduce IPV, when applied to the appropriate people.

The rest of this paper will be structured as follows. Section 2 will provide a theoretical overview

of heterogeneity targeting in RCTs and a review of current research in IPV. Section 3 describes

the intervention and data collected before and afterward. Section 4 describes our methodology.

Section 5 provides the results of our examination of heterogeneity. Section 6 summarises our

findings and provides a short discussion on the limitations of this research.

2 Literature Review

Machine Learning refers to a broad array of adaptive estimation methods including Penalised

Regression, Random Forests, Boosted Trees and Neural Networks. We refer to Friedman, Hastie

and Tibshirani (2001) for a comprehensive overview. These methods are often better at captur-

ing non-linear relations in high-dimensional setting than classical methods are, and have found

widespread popularity over the past decade. In the context of RCTs, it thus seems to be an

excellent tool for estimating the CATE if there are many covariates present and if few of them

have pre-established effects. Their are however some major caveats. Stone (1982) shows that

without an assumption of some form of sparsity, there exists no consistent general estimator of

the CATE. Additionally, general adaptive confidence bands do not exist even in low dimensional

settings (Genovese & Wasserman, 2007). Finally, even if consistent ML methods which require

few assumptions would be found, then it is still a far way to go from the theoretical existence

of perfect tuning parameters, to practical guidelines on how to find them.

Researchers have since attempted to work around these problems. Some have focused their

efforts on developing methods for settings where certain assumptions can reasonably be as-

sumed. Belloni, Chernozhukov and Kato (2014) proposes confidence regions for coefficients

in such settings with the additional assumption of homoskedastic error terms, while Dezeure,

Bühlmann and Zhang (2016) proposes a bootstrap for linear models which allow for non-normal

heteroskedasticity. Hansen, Kozbur and Misra (2018) provides a post-model selection proced-

ure to infer confidence bounds, while Zhao, Small and Ertefaie (2021) uses both a generic ML

method and LASSO to eliminate nuisance parameters. All these methods are however heavily

reliant on assumptions of sparsity. Additionally, Giné and Nickl (2010) and Chernozhukov et

al. (2023) propose estimation methods for adaptive confidence bands, although these require

self-similarity conditions, as well as low-dimensional settings.

Other researchers have chosen to forgo a general solution for ML methods, and explore spe-
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cific methods. Imai and Ratkovic (2013) applies an adapted Support Vector Machine classifier

to identify heterogeneity in the effects of voter mobilisation strategies and job training pro-

grams. An especially promising paper by Athey and Imbens (2016) proposes a method with

very few assumptions using causal trees, and inferring results on the CATE based on observation

membership in tree leaves.

Finally, several recent studies have chosen not to estimate the CATE directly, but to infer

results on it by targeting similar measures. Semenova and Chernozhukov (2020) uses ML to

evaluate the partial CATE by estimating a transformation of the outcome and projecting it on a

pre-specified low-dimensional subset of the covariates. Semenova, Goldman, Chernozhukov and

Taddy (2022) also targets the partial CATE, but through residualised outcomes and treatment.

Critically though, these methods still partly rely on the consistency of ML in high-dimensional

settings.

This paper follows the methodology of Chernozhukov et al. (2023). This method avoids making

inference on CATE directly and uses ML methods to provide proxies of the CATE, and sub-

sequently uses these proxies to estimate three measures: The BLP of the CATE on the ML proxy,

the GATES, which are the average treatment effect by heterogeneity groups induced by the ML

proxy, and the CLAN, which are the average characteristics of the members of the most and

least affected groups induced by the ML proxy. Its approach requires few assumptions, is valid in

high-dimensional settings, and is applicable regardless of the ML method. It relies on repeated

data splitting and estimation, then aggregating the results, which allows it to avoid overfitting.

The paper illustrates the method’s practical use by applying it to an immunization trial in India.

The methodology is well-suited to evaluate the presence of heterogeneity in the effect of IPV re-

duction policies in Ethiopia. A study by Garcia-Moreno et al. (2006) found that lifetime physical

or sexual IPV rates among Ethiopian women was 70.9%, the highest of all countries in the study.

Prevalence is especially high among women who are rural, young, divorced or poor (Chernet &

Cherie, 2020). A prior study of an intervention aimed at reducing IPV in rural Ethiopia found no

significant changes in women’s reporting of past year experience of IPV (Sharma et al., 2020).

Consequences of IPV include increased rates of depression, anxiety (Ellsberg, Jansen, Heise,

Watts & Garcia-Moreno, 2008), illness, injury and death (Campbell, 2002). Prior research to

the effectiveness of programs to reduce IPV is extensive, with at least 95 such studies conduc-

ted in the 2010s (Picon et al., 2017). However, much of this research focuses on what factors

make the treatments effective, while very few ask what factors make for a receptive participant,

although there are some established findings. Jewkes, Flood and Lang (2014) finds that male

engagement in preventive programs is critical. Extending these results, Doyle et al. (2023) finds

that men who are younger, wage-employed and educated were more likely to drop out of one

such program in Rwanda. Another study conducted in the Democratic Republic of the Congo

found that the women who experienced the most severe physical or sexual IPV saw the largest

decrease in both prevalence and severity after the intervention (Gurbuz Cuneo, 2023). Subgroup

analysis for an intervention in rural Côte d’Ivoire found that women who were married as child

brides were significantly more likely to report physical and/or sexual violence after the program
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than women who married in adulthood (Falb et al., 2015).

3 Data

For our empirical application, we use the dataset collected for Sharma et al. (2020). The purpose

of this study was to evaluate the Unite for a Better Life (UBL) trial, which consisted of set of

gender-transformative education sessions held in the context of a traditional coffee ceremony.

The primary purpose of the trial was to reduce physical and sexual IPV, as well as to reduce

the spread of HIV, with the promotion of more equal relations among genders as a secondary

objective. The experimental design is as follows. 64 villages in 4 districts in the Garuge zone of

Ethiopia were randomly selected and subsequently allocated in one of four equal-sized treatment

arms: one in which only the men would participate in the sessions, one in which only the woman

would, one in which the couple would, and a control arm in which no UBL sessions would take

place. This allocation was stratified at the district level. In each village, households containing

a married or cohabitating woman of 18 to 49 years old were randomly selected and screened for

participation. This process would continue until each village had 106 participating households.

In polygamous households, one woman was chosen randomly. In each village, 80% of households

were randomly selected to actually participate in the sessions, in order to examine intra-village

spillover effects.

Between December 2014 and March 2015, a baseline survey was conducted with a single

member of the 6770 participating households. Baseline variables include whether the household

was polygamous, how long the couple had been married, their amount of living children, an

index of the total value of their assets, which wealth quintile they were in, the age and highest

attained level of education for both the respondent and his/her spouse, and the religion of

the respondent. The UBL program was conducted between April 2015 and October 2015. It

consisted of 14 participatory sessions on, among others, gender roles, sexuality, violence, and

conflict resolution. For a detailed overview of the contents of each session, we refer to Sharma

et al. (2020). Approximately 24 months after the end of the intervention, an endline survey was

complete by both the with the participants and their partners, containing questions on their

past year experience or perpetration of IPV, attitudes towards gender roles, and their practice

of safe sex. The final available obtained data set includes n = 6045 observations.

We conduct our analysis by examining three different types of IPV as our outcome variable

Yi: physical, sexual or emotional. In each case, this variable is a binary indicator on whether

the woman in the household reported having experienced this type of violence in the 12 months

prior to the endline survey. Table 2 in Sharma et al. (2020) provides an overview of what types of

behaviour qualified as these forms of violence. The treatment Di is a binary variable on whether

the observation was part of a treatment arm, or a control arm. In our analysis, each treatment

arm is compared separately against the control arm. All observations i where either Yi or Di

is missing are dropped from the analysis. The covariates Zi are vectors of the aforementioned

variables from the baseline survey. The non-categorical variables among these are aggregated

into ordinal categories, Table 3 in Sharma et al. (2020) gives an overview on how the categories

are coded, as well as the distribution of observations over the treatment arms. For missing
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values, we follow the example of Chernozhukov et al. (2023) and add control indicators to our

covariates, while setting the missing values to 0. This may introduce some bias in our findings,

but since there are very few occurrences, this likely is negligible. Finally, Zi also contains a

village specific indicator for account for possible local effects.

4 Methodology

4.1 Model

We derive the following setup from Rosenbaum and Rubin (1983). Let our data set be Data =

(Yi, Di, Zi)
N
i=1, where Yi denotes our outcome variable, Di is a binary variable denoting whether

observation i has received treatment, and let Zi be a vector of covariates. Furthermore, as-

sume that all observations are independent and identically distributed, and that the treatment

assignment is only dependent on a (sub)vector of Z. We denote this propensity score as

p(Z) := P[D = 1|Z]. (1)

If we define Y (0) as the set of outcome variables of untreated observations, and Y (1) as the set

of outcomes of treated observations, we then define the Baseline Conditional Average (BCA) as

b0(Z) := E[Y (0)|Z] (2)

and the Conditional Average Treatment Effect (CATE) as

s0(Z) := E[Y (1)|Z]− E[Y (0)|Z]. (3)

Then, the BCA and CATE can be identified through the regression

Y = b0(Z) +Ds0(Z) + U (4)

with E[U |Z] = 0.

4.2 Estimation Targets

Since the functional forms of b0 and s0 can be quite complex and ML techniques are not guar-

anteed to produce consistent estimators unless further assumptions are made on the functional

forms, (Chernozhukov et al., 2023) propose targeting alternative measures which can be used

for inference and policy recommendation.

4.2.1 Best Linear Predictor

The Best Linear Predictor of CATE s0(Z) by proxy S(Z) is given by the solution to

min
b1,b2

E[s0(Z)− b1 − b2S(Z)]2, (5)
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which, if it exist, is

BLP[s0(Z)|S(Z)] = β1 − β2(SZ − E[S(Z)]) (6)

with β1 = E[s0(Z)] and β2 = Cov[s0(Z), S(Z)]/Var[S(Z)]. Estimating BLP has two main

benefits. First, by design it should be a better estimator of s0(Z) than S(Z), in the sense that

it improves the mean squared error. Second, it does this approximation by way of splitting

the CATE into an average treatment effect (ATE) β1, and a heterogeneous loading parameter

(HET) β2. Specifically, it can be shown that if S(Z) is uncorrelated with s0(Z), then β2 = 0,

and also that if s0(Z) is constant, that is that there is no heterogeneity in the treatment effect,

then β2 = 0. Thus testing if β2 = 0 can tell us whether there is heterogeneity in the treatment

effect and whether S(Z) is a relevant predictor of s0(Z). Identification of the BLP can be done

through Weighted Residual BLP:

Y = α′X1 + β1(D − p(Z)) + β2(D − p(Z))(S(Z)− E[S(Z)]) + ε, (7)

with E[w(Z)εX] = 0, where

w(Z) :=p(Z)(1− p(Z))−1

X :=(X ′
1, X

′
2)

′

X1 =[1, B(Z), p(Z), p(Z)S(Z)]′

X2 =[D − p(Z), (D − p(Z))(S(Z)− E[S(Z)])]′.

Under some weak assumptions this formula correctly identifies β1 and β2. Estimation can then

be done via the empirical alternative

Yi = α̂′X1i + β̂1(Di − p(Zi)) + β̂2(Di − p(Zi))(S(Zi)− EN,M [S(Zi)]) + ε̂i, i ∈ M, (8)

with EN,M [w(Zi)ε̂iXi] = 0, where EN,M [·] is the empirical expectation with respect to M , which

denotes the set of observations included in the main sample.

4.2.2 Sorted Grouped Average Treatment Effects

The Sorted Group Average Treatment Effects are defined as the expected treatment effects

within groups Gk for k = 1, ...,K, where K denotes the amount of groups, or algebraically,

γk := E[s0(Z)|Gk], for k = 1, ...,K. (9)

To explore whether there is heterogeneity in the treatment effects, these groups can be con-

structed by sorting our observations by their ML proxies values of the CATE, and subsequently

dividing them into quantiles based on these values. We thus choose Gk = {S(Z) ∈ Ik} where

Ik := [lk−1, lk), with −∞ = l0 < l1 < ... < lK = ∞. Under some weak assumptions, we can

identify the GATES parameters by weighed residual GATES:

Y = α′X1 +
K∑
k=1

γk(D − p(Z))1(Gk) + ε, (10)
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with E[w(Z)εW ] = 0, where

W :=(X ′
1,W

′
1)

′

X1 :=(B(Z), p(Z){1(Gk)}Kk=1)
′

W2 :=((D − p(Z)){1(Gk)}Kk=1)
′.

We can then estimate GATES through its empirical version

Yi = α̂′
0X1i + γ̂W2i + ε̂i (11)

where γ̂ = (γ̂1, .., γ̂K).

4.2.3 Classification Analysis

Let G1 and GK be the least and most affected groups by the treatment respectively. It may be

useful to analyse the characteristics of the members of these groups, as significant differences

in these characteristics could hint at the underlying forces driving the heterogeneity in the

treatment effect. Let g(Y,D,Z) be some vector of the observed data. Then the Classification

Analysis (CLAN) parameters are

δ1 := E[g(Y,D,Z)|G1] and δK := E[g(Y,D,Z)|GK ]. (12)

Obtaining the empirical equivalent involves simply taking the group means of the observed data,

or

δ̂1 =
EN,M [g(Y,D,Z)G1,i]

EN,M [G1,i]
and δ̂K =

EN,M [g(Y,D,Z)GK,i]

EN,M [GK,i]
, (13)

where EN,M [·] is the empirical expectation with respect to M , and Gk,i = 1{S(Z) ∈ Ik}, where
Ik = (lk−1, lk), where lk is the (k/K)-th quantile of {S(Zi)}i∈M .

4.2.4 Goodness of Fit Measures

Since different ML methods usually result in different ML proxies, it is useful to construct

measures to compare their effectiveness. Chernozhukov et al. (2023) propose to two measures,

one based on BLP

Λ := β2
2Var(S(Z)), (14)

and one based on GATES,

Λ̄ :=
K∑
k=1

γ2kP(S(Z) ∈ Ik). (15)

Both measures quantify the ability of S(Z) to explain variation in s0(Z): maximising Λ is equi-

valent to maximising the R2 of a regression of s0(Z) on S(Z), while maximising Λ̄ is equivalent

to maximising the R2 of s0(Z) on S̄(Z), where S̄(Z) =
∑K

k=1 γk1(SZ ∈ Ik). Their empirical
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analogs are given by

Λ̂ = β̂2
2EN,M [S(Zi)− EN,M [S(Zi)]]

2 and ˆ̄Λ =
K∑
k=1

γ̂2kEN,M1(S(Zi) ∈ Ik). (16)

4.3 Aggregation

Since the ML proxies are trained on an auxiliary sample and then used for estimation on the main

sample, it follows that all point estimates, p-values and confidence intervals for the parameters

described above are dependent on this random split. To reduce this dependence, we perform

this random splitting process NS times, after which we aggregate the results. We will do so by

taking the median values of these random variables. The validity of the inferences made from

these medians is dependent on quite a few assumptions and regularity conditions, but these are

outside of the scope of this paper. For a detailed discussion we refer to Chernozhukov et al.

(2023).

4.4 Algorithm

Our methodology can now be summarized in the following algorithm:

0. Given the data, fix a number of splits NS , a significance score α and a set of ML methods.

1. Generate NS random splits of the data into a main sample DataM := {(Yi, Di, Zi)} and

an auxiliary sample A. Over each split perform the following steps:

a. Train each ML-method on A to get proxies B(·) and S(·) of b0(·) and s0(·) respectively.
For each i ∈ M , calculate B(Zi) and S(Zi).

b. Estimate the Best Linear Predictor (BLP) parameters in M

c. Estimate the Sorted Group Average Treatment Effects (GATES) parameters in M

d. Estimate the Classification Analysis (CLAN) parameters in M

e. Compute goodness-of-fit values for each ML method

2. Aggregate goodness-of-fit measures to choose an optimal method

3. Compute and aggregate point estimates, p-values and confidence intervals.

5 Results

We set our number of splits NS = 100 and significance α = 0.05. For our GATES and CLAN

parameters, we group our observations in quintiles (K = 5). As our ML-methods we choose

Elastic Net, Gradient Boosted Trees and Random Forests. Additionally, to split our sample

into a main and an auxiliary sample, we use stratification, such that half the households in each

village end up in each sample.

Table 1 shows the goodness-of-fit measures for each combination of treatment and outcome

variable
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Women’s UBL Men’s UBL Couples’ UBL
EN GBDT RF EN GBDT RF EN GBDT RF

Physical
Best BLP 0.00103 0.00029 0.00029 0.00016 0.00025 0.00029 0.00059 0.00023 0.00043
Best GATES 0.00345 0.00227 0.00274 0.00202 0.00224 0.00239 0.00226 0.00183 0.00258

Sexual
Best BLP 0.01818 0.00124 0.00590 0.01866 0.00076 0.00333 0.01959 0.00158 0.00347
Best GATES 0.01818 0.00539 0.00899 0.01865 0.00452 0.00635 0.02292 0.00682 0.00730

Emotional
Best BLP 0.03112 0.00845 0.01069 0.02077 0.00314 0.00752 0.04128 0.01068 0.01346
Best GATES 0.02073 0.00918 0.01226 0.02107 0.00829 0.01153 0.02229 0.01059 0.01453

Table 1: Estimated performance measures of ML proxies

Elastic Net Random Forest
ATE (β1) HTE (β2) ATE (β1) HTE (β2)

Physical
Estimate 0.018 0.028 0.021 -0.092
CI [-0.025, 0.063] [-0.788, 0.842] [-0.023, 0.065] [-0.526, 0.354]
p-value 0.396 0.936 0.338 0.673

Sexual
Estimate -0.041 1.122 -0.028 0.428
CI [-0.091, 0.012] [0.669, 1.574] [-0.079, 0.022] [0.030, 0.843]
p-value 0.130 <0.001 0.274 0.035

Emotional
Estimate -0.051 1.010 -0.046 0.556
CI [-0.105, 0.001] [0.517, 1.504] [-0.098, 0.005] [0.161, 0.936]
p-value 0.055 <0.001 0.077 0.005

Table 2: Best Linear Predictor parameter estimates men’s UBL.

Elastic Net is best able to capture the heterogeneity in the data in all but three situations, in

which Random Forests works better. We will continue analysis with these two methods to see if

our results are robust, but, excluding in the cases of perpetration of physical violence after men’s

or couples’ UBL, the results incurred by Elastic Net should be considered more trustworthy than

those by Random Forest.

Table 2 displays BLP estimates for the men’s UBL treatment arm. Tables 11 and 12 for the

women’s and couples’ arms are in appendix B.

Across all treatment arms we find the same pattern. The ATE is at the 5%-significance level

not different from 0 for any of the types of IPV. When looking at 10% significance, we robustly

find that the reporting of emotional IPV declined for the spouses in the men’s UBL treatment

arm. Additionally, reported sexual IPV declined in the couples’ UBL arm, although only when

Elastic Net was used for estimation. This is somewhat in line with the findings in Sharma et al.

(2020), who neither found these effects to be significant at the 5%-level, although at the 10%

they found that sexual IPV declined in the men’s UBL treatment arm. When examining hetero-

geneity, we find the HET not to be statistically significant for physical IPV, indicating that the
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Elastic Net Random Forest
γ1 γ5 γ5 − γ1 γ1 γ5 γ5 − γ1

Physical
Estimate 0.004 0.026 0.018 0.024 0.006 -0.021
CI [-0.096, 0.107] [-0.074, 0.123] [-0.137, 0.168] [-0.076, 0.126] [-0.089, 0.103] [-0.163, 0.118]
p-value 0.917 0.597 0.779 0.618 0.867 0.771

Sexual
Estimate -0.236 0.141 0.388 -0.114 0.059 0.165
CI [-0.349, -0.125] [0.002, 0.277] [0.204, 0.573] [-0.229, 0.003] [-0.055, 0.173] [0.000, 0.328]
p-value 0.000 0.042 0.000 0.056 0.305 0.047

Emotional
Estimate -0.231 0.152 0.361 -0.122 0.099 0.217
CI [-0.346, -0.118] [0.009, 0.291] [0.172, 0.555] [-0.234, -0.007] [-0.023, 0.220] [0.053, 0.384]
p-value 0.000 0.035 0.000 0.038 0.112 0.010

Table 3: GATES parameters for Men’s UBL.

treatment effect is fairly homogeneous across the included covariates. For sexual and emotional

IPV we robustly find that the used ML-proxies capture a significant amount heterogeneity in

the treatment effect across all arms.

Table 3 displays the GATES parameters for the men’s UBL. Women’s and couples’ UBL are

shown in Tables 13 and 14 in the Appendix. Before we analyse these numbers, a quick word

on terminology. CLAN in the original Chernozhukov et al. (2023) paper tends to name G1

and G5 the least and most affected groups. As we see in this table, in many cases the GATES

parameter is significant with opposite signs for these groups. Since the intended purpose of the

intervention was to reduce IPV, we will hereafter refer to these groups as the most positively

affected group G1 and the most negatively affected group G5. The findings are reasonable con-

sistent across treatment arms and are in line with the BLP parameters. Physical violence is not

significantly affected by the UBL-program in any quintile. When looking at sexual IPV, just

as when examining BLP, we robustly find significant treatment effects in the most positively

and the most negatively affected quintiles. The underlying parameters show that there may be

some problems with the UBL-program. When using Elastic Net, women’s UBL, men’s UBL

and couples’ UBL are estimated to have caused a 18%, 24% and 21% reduction of sexual IPV

for the households in G1 respectively, corresponding to respective increases in the effectiveness

of the treatment by 20, 20, and 17 percentage-points when compared to the ATE. However, for

the members of G5, the intervention is estimated to have actually significantly increased sexual

IPV. Except for the significance of each γ5 − γ1 and the significance of γ5 for women’s UBL,

these findings are not present if Random Forest is used as ML-proxy. They should nevertheless

be taken seriously, as Elastic Net is the method with larger goodness of fit measures in all these

cases. When examining emotional IPV, UBL seems more effective. The treatment significantly

reduced reported emotional IPV in the most positively affected group, and although the most

negatively affected groups all reported an increase, in each case except for men’s UBL proxied

by Elastic Net, these increases are not significant at the 5%-level.

Before we continue with CLAN, we shortly examine the relative importance of the covariates
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Women’s UBL Men’s UBL Couples’ UBL
Household Village Household Village Household Village

Sexual
Best BLP 0.0005 0.0458 0.0003 0.0453 0.0010 0.0423
Best GATES 0.0040 0.0332 0.0034 0.0313 0.0056 0.0358

Emotional
Best BLP 0.0029 0.0606 0.0011 0.0508 0.0002 0.0747
Best GATES 0.0063 0.0246 0.0044 0.0281 0.0044 0.0310

Table 4: Comparison of ML proxy performance between household and village characteristics.

obtained in the baseline survey with the importance of local effects. We will do this by com-

paring the goodness of fit values, using the same methodology as laid out in the Moroccan MFI

application. In subsequent analysis, physical IPV is dropped from the outcome variables, as

neither BLP nor GATES shows signs of captured heterogeneity in the treatment effects. Addi-

tionally, only the results incurred by the usage of Elastic net will be examined, as it outperforms

Random Forest in each of the remaining cases. Table 4 shows the goodness of fit measures for

the household and village effects.

We find that across all situations, the local village effects are better at capturing heterogen-

eity than the household demographics. It should be mentioned here that household sampling

in each village was not done throughout the entire village: within each village first a subvillage

was sampled, from which all households for the village were subsequently sampled. This would

result in most participants living in the same community and, since the UBL-program consists

of communal sessions with active participation, individual behavioral effects induced by the in-

tervention could very well largely be shaped through collective factors, such as the effectiveness

of the session facilitators or the overall attitude of the participants towards the program.

Table 5 shows the CLAN-estimates for the set of covariates where difference-estimate δ5 − δ1

is either significantly positive for both sexual and emotional IPV, or significantly negative for

both. The full CLAN-estimates are in Tables 15-17 in the Appendix.

Before analysing these numbers, it would be good to have a quick disclaimer that these

effect should not be interpreted causally, as the ML-proxies may very well target other variable

correlated with the outcomes. First, we see that, in order to have a policy which significantly

reduces both sexual and emotional IPV, it is not sufficient to just focus on women: men have to

participate as well, either alone or as a couple. These treatment arms show some differences. The

program with only men participating seems best to target a certain age cohort, with it having

the best result on young, shortly married couples with few children. The effect of the couples’

sessions looks to be more dependent on the socioeconomic status of the couple, with poorer

couples with a less educated man benefiting most. Religion also plays a significant role here,

with Muslim couples forming 58% of the most positively affected group and 40% of the most

negatively affected group, while Ethiopian Orthodox Christians form 35% of the most positively

and 52% of the most negatively affected groups. The full CLAN Tables show some additional

finding. The women from polygamous households which followed the sessions, either with or

without their partners, make up a larger part of the group seeing a reduction in reported sexual
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Sexual IPV Emotional IPV
δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Men’s UBL

Cat. Marriage Length
Estimate 2.639 3.507 0.920 2.669 3.421 0.706
CI [2.503, 2.771] [3.344, 3.672] [0.713, 1.131] [2.535, 2.815] [3.261, 3.581] [0.490, 0.925]
p-value 0.000 0.000

Living children
Estimate 3.967 4.442 0.483 3.411 4.812 1.404
CI [3.702, 4.236] [4.183, 4.736] [0.094, 0.875] [3.161, 3.679] [4.532, 5.084] [1.009, 1.799]
p-value 0.013 0.000

Asset Index
Estimate 3.364 4.019 0.673 3.519 3.956 0.415
CI [3.102, 3.620] [3.738, 4.300] [0.294, 1.054] [3.227, 3.806] [3.669, 4.238] [0.014, 0.808]
p-value 0.000 0.031

Age Woman
Estimate 1.656 1.941 0.286 1.556 2.006 0.456
CI [1.573, 1.742] [1.856, 2.026] [0.164, 0.409] [1.474, 1.638] [1.920, 2.091] [0.334, 0.576]
p-value 0.000 0.000

Age Man
Estimate 2.264 2.483 0.212 2.137 2.537 0.388
CI [2.179, 2.350] [2.408, 2.559] [0.100, 0.324] [2.052, 2.226] [2.465, 2.609] [0.274, 0.505]
p-value 0.000 0.000

Couples’ UBL

Asset Index
Estimate 3.450 3.996 0.533 3.415 4.250 0.841
CI [3.178, 3.726] [3.697, 4.295] [0.129, 0.933] [3.155, 3.686] [3.954, 4.539] [0.434, 1.234]
p-value 0.007 0.000

Wealth Index
Estimate -0.191 0.261 0.420 -0.098 0.287 0.397
CI [-0.294, -0.089] [0.091, 0.437] [0.213, 0.623] [-0.210, 0.024] [0.119, 0.462] [0.185, 0.605]
p-value 0.000 0.000

Schooling Man
Estimate 1.561 1.756 0.196 1.612 1.730 0.110
CI [1.492, 1.631] [1.679, 1.833] [0.092, 0.295] [1.538, 1.688] [1.654, 1.806] [0.007, 0.213]
p-value 0.000 0.035

Muslim
Estimate 0.582 0.402 -0.193 0.654 0.268 -0.393
CI [0.523, 0.640] [0.342, 0.459] [-0.275, -0.110] [0.598, 0.711] [0.216, 0.321] [-0.469, -0.316]
p-value 0.000 0.000

Orthodox
Estimate 0.357 0.519 0.174 0.301 0.632 0.316
CI [0.298, 0.413] [0.459, 0.578] [0.091, 0.256] [0.247, 0.356] [0.575, 0.690] [0.316, 0.396]
p-value 0.000 0.000

Table 5: CLAN parameters of covariates with significant difference and equal-signed effects on
sexual and emotional IPV.

IPV than they do in the group where this increased. Female education seems to be a double-

edged sword here, as for emotional IPV more highly-educated women are underrepresented in

the most negatively affected groups, but are overrepresented in these groups for reporting sexual

IPV.

6 Conclusion

The goal of this paper is to examine the possibility of heterogeneity in the effects of the Unite

for a Better Life trial on women’s reported experience physical, sexual and emotional Intimate

Partner Violence in Ethiopia, and identify possible drivers of this heterogeneity. It find that
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the treatment effect on both sexual and emotional IPV exhibits heterogeneity, while this is not

found for physical IPV. Quintile analysis shows that for sexual IPV, the heterogeneity is driven

by both a reduction in reported violence in the most positively affected quintile, and an increase

in the most negatively affected quintile. Emotional IPV finds similar positive effects across

all treatment arms, while only finding significant negative effects in the men’s treatment arm.

In the men’s treatment arm, couples which were married for a shorter time, with fewer living

children, fewer assets, and who consisted of a younger man and woman, were significantly more

represented in the most positively affected quintile than in the most negatively affected quintile

for both sexual and emotional IPV. In the couple’s treatment arm, this effect was found for

households which had fewer assets, less wealth, contained a lower educated man, and adhered

to Islam. In the women’s treatment arm, none of the covariates produced such a relation. All

this showcases the effectiveness of our methodology in inferring heterogeneous relations in a way

which is both extensive, as well as academically responsible. Where the original analysis of the

UBL program did not find significant effects of the intervention on the prevalence of IPV, this

paper finds that certain demographics were more likely to benefit from the treatment, while in

others the treatment had the opposite intended effect. Future interventions can be planned with

this in mind: resources for such programs are often slim, especially in the impoverished regions

where IPV is most common. Knowing which groups to target and which to avoid could make

progress more efficient.

This study comes with two main limitations. The first is inherent to research in the field of

domestic violence, namely that the outcome of interest is self-reported. Fear of reporting and

victim blaming are but a few of the reasons why reported statistics may not accurately repres-

ent the true numbers. Although the endline survey included thorough definitions, most of the

problems on data collection remain relevant. The results in this paper should therefore not be

interpreted as definitive measures on IPV, but only on its reporting.

The second limitation comes with the loss of power associated with ML methods. Since there

are few pre-established driving factors of heterogeneity in the literature, this loss was necessary

trade-off which allowed for the identification of new possible driving factors. Subsequent research

could parameterise these factors, either to see if they still hold up as significant, or as to reduce

the loss of power in future analysis.
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Dezeure, R., Bühlmann, P. & Zhang, C.-H. (2016). High-dimensional simultaneous inference

with the bootstrap. Retrieved from https://arxiv.org/abs/1606.03940

Diamoutene, A. & Jatoe, J. (2021). Access to credit and maize productivity in mali. Agricultural

Finance Review , 81 (3), 458-477. doi: 10.1108/AFR-05-2020-0066

Doyle, K., Levtov, R., Karamage, E., Rakshit, D., Kazimbaya, S., Sayinzoga, F., . . . Barker,

G. (2023, 10). Long-term impacts of the bandebereho programme on violence against

women and children, maternal health-seeking, and couple relations in rwanda: a six-year

follow-up of a randomised controlled trial. eClinicalMedicine, 64 , 102233. doi: 10.1016/

j.eclinm.2023.102233

Ellsberg, M., Jansen, H., Heise, L., Watts, C. & Garcia-Moreno, C. (2008, 05). Who multi-

country study, women’s health and domestic violence against women study team. intimate

partner violence and women’s physical and mental health in the who multi-country study

on women’s health and domestic violence: an observational study. Lancet , 371 , 1165-72.

doi: 10.1016/S0140-6736(08)60522-X

Falb, K. L., Annan, J., Kpebo, D., Cole, H., Willie, T., Xuan, Z., . . . Gupta, J. (2015). Differ-

ential impacts of an intimate partner violence prevention program based on child marriage
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Appendices

A Availability of microcredit in rural Morocco

This appendix features an additional application of our methodology. It is a replication of the

analysis performed in version 4 of Chernozhukov et al. (2023).

A.1 Background

Throughout the developing world, various experiments have been conducted to evaluate the

effects of microcredit availability on economic activity. Overall, its effectiveness seems limited:

various studies find that this access increases total borrowing (Angelucci, Karlan & Zinman,

2015; Banerjee, Duflo, Glennerster & Kinnan, 2015; Tarozzi, Desai & Johnson, 2015), but that

long term effects on profit, consumption and income are insignificant (Angelucci et al., 2015;

Banerjee et al., 2015; Crépon, Devoto, Duflo & Parienté, 2015). However, recent studies con-

ducted on specific subgroups sketch a more nuanced picture. Households whose main economic

activity involves agriculture are for instance less likely to receive loans than those that are not

employed in this sector (Teye & Quarshie, 2022; Weber & Musshoff, 2012). Additionally, access

to credit is found to significantly increase agricultural production (Teye & Quarshie, 2022; Nordjo

& Adjasi, 2020; Diamoutene & Jatoe, 2021), especially among younger farmers (Olanrewaju &

Fasakin, 2021; Belek & Jean Marie, 2021), as well as income (Sagbo & Kusunose, 2021). Ad-

ditionally, Nguimkeu (2014) finds that access to microcredit for the informal sector reduces the

percentage of the population affected by poverty and Banerjee et al. (2015) finds that prior

business experience is a significant driver of both production and income. All this suggests that

microcredit availability could very well have significant effects on specific subgroups.

We will attempt to identify these subgroups in the setting of a previous study constructed

by Crépon et al. (2015). For the experiment, 162 villages in rural Morocco were chosen in

which Al Amana, a microfinance institution (MFI), was interested in starting operations. These

villages were subsequently divided in 81 pairs, based on similarities in number of households,

accessibility to the center of the community, existing infrastructure, type of activities carried

out by the households, and type of agriculture activities. One of the villages in each pair was

randomly chosen to have Al Amara start operating between 2006 and 2007. Al Amara services

in the rural areas in which this experiment was conducted mainly consisted of group liability

loans ranging from 1000 MAD to 15000 MAD (US$124, US$1855). Two years after the start of

the intervention, the endline survey was conducted on 5551 households. Before and during the

intervention, no other MFIs were available to any of the included villages.

For our analysis we will evaluate the effect of access to MFIs on economic activity by looking

at four different outcome variables Yi: the amount of money borrowed, the output from self-

employment activities, profit from self-employment activities, and monthly consumption. Di is

a binary variable indicating whether a household lives in a village where an MFI opened. Zi

includes vectors of various demographic and economic indicators, as well as 81 village pair fixed

effects and indicators for missing observations.
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We set our number of splits NS = 100 and significance α = 0.05. For our GATES and CLAN

parameters, we group our observations in quintiles (K = 5). As our ML-methods we choose

Elastic Net, Gradient Boosted Trees and Random Forests. Additionally, to split our sample

into a main and an auxiliary sample, we use stratification, such that half the households in each

village pair end up in each sample. Finally, some observations on household consumption were

missing, so those observations were removed, retaining a sample of 5513 households.

A.2 Results

Table 6 displays the goodness of fit metrics for each method on each dependent variable.

Elastic Net GBDT Ranfom Forest

Amount of loans
Best BLP (Λ) 683019 374236 1068682
Best GATES (Λ̄) 2738043 2141998 2652319

Output
Best BLP (Λ) 61028036 9986077 34500649
Best GATES (Λ̄) 135656852 87831789 129444078

Profit
Best BLP (Λ) 20961681 4372081 24015937
Best GATES (Λ̄) 35181167 18047699 39948929

Consumption
Best BLP (Λ) 14012 12709.07 12543
Best GATES (Λ̄) 41847 33561 35441

Table 6: Estimated performance measures of ML proxies

We see that, depending on the output variable and the chosen metric, either Elastic Net or

Random Forests perform best, thus we will continue our analysis with these methods.

Table 7 shows the BLP of the CATE through the selected ML proxies. There are a couple

of main results to infer from this table. First, it is encouraging to see that both our ML-

methods agree on the significance of the parameters in each situation. Second, when looking

at the Average Treatment Effect (ATE), we find that the opening of microfinance institutions

significantly increases the amount of loans household take, but we cannot reject at the 5% level

that the effect on total output, profits, or consumption is more than 0. REASONS? When

inspecting the presence of heterogeneity in the effect of the access to MFIs, we can however see

that not all groups are affected equally by this access: we can reject at the 5% significance level

that there is no presence of heterogeneity for all researched output variables except consumption.

Table 8 shows the GATES parameters for the least and most affected groups, as well as their

difference.

The GATES parameters expand on the story told by the BLP: the opening of MFIs only

significantly increases the amount of loans, output, or profits of the most affected quintile, while

the other households do not experience significant increases. When examining Figure ... we see
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Elastic Net Random Forest
ATE (β1) HET (β2) ATE (β1) HET (β2)

Amount of Loans
Estimate 1079 0.213 1117 0.232
CI [301, 1840] [0.009, 0.403] [348, 1875] [0.063, 0.405]
p-value 0.005 0.039 0.003 0.008

Output
Estimate 4750 0.220 5003 0.157
CI [-1714, 11160] [0.045, 0.397] [-1561, 11280] [-0.021, 0.341]
p-value 0.146 0.013 0.130 0.081

Profit
Estimate 1725 0.248 1828 0.248
CI [-1813, 5290] [0.056, 0.436] [-1782, 5289] [0.061, 0.415]
p-value 0.323 0.009 0.310 0.007

Consumption
Estimate -57.8 0.161 -76.4 0.145
CI [-197.4, 86.2] [-0.043, 0.378] [-219.5, 71.9] [-0.050, 0.346]
p-value 0.442 0.116 0.310 0.137

Table 7: Best Linear Predictor parameter estimates

Elastic Net Random Forest
γ1 γ5 γ5 − γ1 γ1 γ5 γ5 − γ1

Amount of Loans
Estimate -291.1 2637.2 2763.3 532.6 2788.9 2355.1
CI [-1978.7, 1486.2] [897.5, 4314.7] [288, 5100.1] [-1204, 2012.2] [1087.6, 4581.9] [107.8 4595.8]
p-value 0.756 0.003 0.022 0.528 0.001 0.039

Output
Estimate -1730 20532 22464 258.2 21912.4 20697.8
CI [-15772, 12051] [6173, 34671] [1376, 42322] [-14456.4, 15170.3] [7869.8, 36020.4] [1227.4, 41002.9]
p-value 0.792 0.005 0.034 0.973 0.002 0.036

Profit
Estimate -1350 11262.5 11984 -1331 12334.1 13433.2
CI [-9084.4, 6410.9] [3419.2, 19215.3] [1107.5, 23172.8] [-9401.1, 6303.1] [4390.3, 19928.9] [2392.2, 24273.8]
p-value 0.732 0.005 0.03 0.733 0.002 0.015

Consumption
Estimate -364.93 67.01 374.13 -309.23 -22.11 286.35
CI [-683.61, -24.56] [-254.72, 384.92] [-105.59, 814.37] [-622.44, 14.83] [-335.81, 304.96] [-184.34, 729.17]
p-value 0.035 0.644 0.112 0.062 0.899 0.228

Table 8: GATES estimates for the least and most affected quintiles
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Elastic Net Random Forest
Household Village Household Village

Amount of loans
Best BLP (Λ) 32827 963209 21680 930974
Best GATES (Λ̄) 1691802 3327410 1719767 3223021

Table 9: Comparison of ML proxy performance between household and village characteristics
on predicting the CATE of income.

that in multiple cases the point estimates for the least affected quintiles can even be negative,

although these results are never significant. The main exception here is consumption. Here,

the consumption of the least affected group is significantly lower after the intervention, while in

none of the other quintiles a significantly increase occurs. This can possibly be explained in two

ways. If a loan is taken, it may not cover the complete upfront cost of the investment the client

wants to make, thus the client may reduce consumption to make up for the rest. Alternatively,

if the client uses the loan to make an unproductive investment, he may need to reduce his con-

sumption in order to pay it back. It should be noted that these explanations are not mutually

exclusive, nor are they likely to be the only ones possible.

Before conducting CLAN, it is useful to remember that our covariates come in two groups.

There are the household variables, which are individually present in our data set, and there

is the categorical variable indicating in which village pair the household is located. Table 9

displays the goodness of fit measures if only one of either set of covariates is included in Zi. The

amount of loans is chosen as dependent variable. Table ... in Appendix B displays the full table

containing all dependent variables.

Although these values do not have a readily available interpretation, it is noteworthy that

the ML-proxies trained only on the village pair are better able to capture CATE than the ones

trained on the household variables. It should therefore be kept in mind that when deciding where

to open an MFI, if the purpose is to enhance economic activity overall, it is likely more useful to

look at the village level characteristics such as infrastructure and the type of existing economic

activities, rather than individual household characteristics. The large effect of the village-pair

variable may also be explained through a more sociological lens. For instance, some MFIs may

have a more competent staff than others, leading to an uptick in the amount of customers they

serve, or alternatively, if many people in a village apply for a loan, this may motivate others in

the village to do the same, creating a snowballing effect.

We continue with performing Classification Analysis. Since BLP and GATES do not provide

significant evidence for the presence of heterogeneity when looking at consumption, we will not

conduct this analysis for this dependent variable. Table ... shows the CLAN parameters of

the covariates for which the difference between the most negatively and most positively affected

groups (δ5 − δ1) is found to be significantly different than 0 by both the Elastic Net and Ran-

dom Forest proxies. Tables ... contain the CLAN-parameters for all combinations of dependent

variables and covariates (excluding village-pair fixed effects).
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Elastic Net Random Forest
δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Amount of loans

Number of hh. members
Estimate 4.486 3.311 -1.223 4.261 2.692 -1.540
CI [4.231, 4.760] [3.041, 3.582] [-1.611, -0.839] [4.001, 4.533] [2.393, 2.991] [-1.945, -1.136]
p-value <0.001 <0.001

Age head of hh.
Estimate 39.344 30.464 -8.381 36.155 24.621 -11.174
CI [37.304, 41.346] [28.250, 32.620] [-11.388, -5.374] [34.127, 38.251] [22.294, 26.928] [-14.354, -8.024]
p-value <0.001 <0.001

Self-emp. in animal husb.
Estimate 0.467 0.340 -0.132 0.409 0.309 -0.100
CI [0.426, 0.509] [0.299, 0.378] [-0.190, -0.074] [0.368, 0.450] [0.269, 0.347] [-0.156, -0.043]
p-value <0.001 0.001

Has borrowed money
Estimate 0.226 0.157 -0.068 0.273 0.136 -0.136
CI [0.192, 0.261] [0.127, 0.188] [-0.114, -0.023] [0.235, 0.309] [0.107, 0.164] [-0.185, -0.089]
p-value 0.003 <0.001

Spouse self-emp.
Estimate 0.128 0.033 -0.096 0.091 0.027 -0.065
CI [0.099, 0.155] [0.018, 0.047] [-0.129, -0.064] [0.067, 0.115] [0.014, 0.041] [-0.092, -0.039]
p-value <0.001 <0.001

Output

Number of memb. over 16
Estimate 2.362 2.882 0.517 2.230 2.605 0.322
CI [2.193, 2.518] [2.665, 3.097] [0.242, 0.797] [2.048, 2.413] [2.363, 2.835] [0.015, 0.616]
p-value <0.001 0.030

Non-agricultural self-emp.
Estimate 0.055 0.274 0.218 0.124 0.241 0.111
CI [0.036, 0.074] [0.237, 0.311] [0.176, 0.263] [0.096, 0.151] [0.205, 0.276] [0.066, 0.155]
p-value <0.001 <0.001

Spouse self-emp.
Estimate 0.111 0.038 -0.071 0.078 0.040 -0.038
CI [0.083, 0.135] [0.022, 0.054] [-0.101, -0.039] [0.055, 0.100] [0.023, 0.056] [-0.066, -0.011]
p-value <0.001 0.006

Profit

Age head of hh.
Estimate 39.703 33.924 -5.928 34.236 30.672 -3.433
CI [37.680, 41.728] [31.826, 36.036] [-8.786, -3.069] [31.962, 36.671] [28.467, 32.859] [-6.683, -0.221]
p-value <0.001 0.035

Self-emp. in animal husb.
Estimate 0.564 0.307 -0.259 0.472 0.368 -0.097
CI [0.521, 0.604] [0.268, 0.345] [-0.316, -0.203] [0.429, 0.513] [0.327, 0.408] [-0.155, -0.040]
p-value <0.001 0.001

Has borrowed money
Estimate 0.257 0.168 -0.092 0.191 0.148 -0.045
CI [0.221, 0.294] [0.137, 0.199] [-0.139, -0.045] [0.157, 0.223] [0.118, 0.177] [-0.089, 0.000]
p-value <0.001 0.049

Table 10: Selected CLAN parameters with significant differences
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If we compare these findings to those in the pre-existing literature, we find that our meth-

odology is able to infer some of the results found in similar trials. It finds that self employment

in animal husbandry, which is a form of agriculture, indeed lowers the total amount of loans

received, and loans and profit seem to have a disproportionate effect on young households. An

other previously observed result, increase in production for households working in agriculture,

is seemingly contradicted in our findings. There may be two explanations for this. First, all

studies discussed before involve on small family owned farms in Sub-Saharan Africa. It may

simply be that the socioeconomic dynamic in Morocco are different than those in countries south

of the Sahara. Alternatively, it could be that agricultural production actually does increase, but

that the likelihood of being in the most affected group is diminished by the fact that those

not employed in agriculture benefit significantly more. Finally we should take note that those

not included in the group ”Non-agricultural self-employed”, includes every household where the

head is not self-employed, thus the impact of microcredit on self-employed farmers is not very

well assessed by this covariate anyhow.

Aside from confirming most results found in previous studies, our methodology finds a num-

ber of additional relations. Smaller households with a younger heads are most likely to take up

a loan. Furthermore, those where the spouse is self-employed, and/or those that had already

borrowed money were less likely to do so. Considering output, the opening of an MFI had the

most positive influence on the output of households with a higher number of adults and, as

mentioned before, on those where the head of the household owned a non-agricultural business

prior to the intervention Oddly enough though, the introduction of availability of microcre-

dit seems to provide disproportionally little benefit for household productivity if the spouse is

self-employed. Looking at profits, households with a younger head are likely to benefit most

from the intervention. Combined with the propensity of this age group to take up loans, this

could result in a positive feedback loop: if a young household takes up a loan and profits, then

acquaintances in their age group may be especially motivated to borrow as well. We also see

that households self-employed in animal husbandry and those which had borrowed money prior

to the intervention saw comparatively lower profits. We already saw that these households are

less likely to take up a loan and that their output is not robustly affected by the intervention,

suggesting that these groups may be vulnerable to get left behind by such a policy. This could

be something to consider for local governments. About a third of Moroccans are employed in ag-

riculture (SOURCE), of which a significant part is in animal husbandry and, although Morocco

has an industrial livestock sector, rural Moroccan animal husbandry is largely still comprised

of nomadic herding. Economic disenfranchisement of (semi-)nomadic peoples is a large driving

force in much of the current political instability in the wider Saharan region and, although

a comparatively small intervention such is this one is unlikely to cause much trouble, similar

policies on a large scale could thus result in security issues.
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B Additional tables and figures

B.1 IPV in Ethiopia

Elastic Net Random Forest

ATE (β1) HTE (β2) ATE (β1) HTE (β2)

Physical

Estimate 0.020 0.527 0.023 0.089

CI [-0.024, 0.063] [-0.185, 1.275] [-0.021, 0.068] [-0.301, 0.487]

p-value 0.362 0.146 0.303 0.662

Sexual

Estimate 0.018 1.079 0.032 0.515

CI [-0.035, 0.070] [0.592, 1.542] [-0.020, 0.084] [0.157, 0.896]

p-value 0.506 <0.001 0.231 0.005

Emotional

Estimate -0.032 1.148 -0.035 0.622

CI [-0.085, 0.019] [0.658, 1.602] [-0.087, 0.016] [0.299, 0.965]

p-value 0.221 <0.001 0.18 <0.001

Table 11: Best Linear Predictor parameter estimates women’s UBL.

Elastic Net Random Forest

ATE (β1) HTE (β2) ATE (β1) HTE (β2)

Physical

Estimate 0.000 0.453 0.004 0.126

CI [-0.044, 0.043] [-0.321, 1.234] [-0.040, 0.047] [-0.259, 0.530]

p-value 0.991 0.248 0.846 0.532

Sexual

Estimate -0.046 1.127 -0.038 0.419

CI [-0.098, 0.006] [0.638, 1.584] [-0.089, 0.012] [0.043, 0.791]

p-value 0.081 <0.001 0.139 0.028

Emotional

Estimate -0.028 1.330 -0.041 0.737

CI [-0.080, 0.025] [0.890, 1.781] [-0.093, 0.011] [0.387, 1.098]

p-value 0.305 <0.001 0.123 <0.001

Table 12: Best Linear Predictor parameter estimates couples’ UBL.
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Elastic Net Random Forest

γ1 γ5 γ5 − γ1 γ1 γ5 γ5 − γ1

Physical

Estimate -0.029 0.066 0.096 0.012 0.046 0.032

CI [-0.133, 0.071] [-0.032, 0.167] [-0.049, 0.246] [-0.091, 0.115] [-0.051, 0.141] [-0.109, 0.174]

p-value 0.579 0.184 0.188 0.817 0.348 0.639

Sexual

Estimate -0.179 0.195 0.376 -0.060 0.148 0.212

CI [-0.292, -0.065] [0.052, 0.336] [0.186, 0.558] [-0.177, 0.057] [0.030, 0.265] [0.042, 0.379]

p-value 0.002 0.007 <0.001 0.314 0.013 0.013

Emotional

Estimate -0.265 0.131 0.389 -0.185 0.089 0.272

CI [-0.379, -0.149] [-0.010, 0.275] [0.197, 0.582] [-0.299, -0.071] [-0.034, 0.210] [0.103, 0.442]

p-value <0.001 0.068 <0.001 0.002 0.146 0.002

Table 13: GATES parameters for women’s UBL.

Elastic Net Random Forest

γ1 γ5 γ5 − γ1 γ1 γ5 γ5 − γ1

Physical

Estimate -0.023 0.050 0.069 0.008 0.054 0.048

CI [-0.125, 0.079] [-0.049, 0.148] [-0.075, 0.212] [-0.095, 0.110] [-0.042, 0.149] [-0.093, 0.187]

p-value 0.658 0.304 0.340 0.882 0.260 0.484

Sexual

Estimate -0.213 0.180 0.400 -0.103 0.059 0.159

CI [-0.324, -0.102] [0.048, 0.316] [0.212, 0.580] [-0.219, 0.014] [-0.058, 0.175] [-0.005, 0.328]

p-value <0.001 0.007 <0.001 0.085 0.323 0.058

Emotional

Estimate -0.280 0.100 0.372 -0.211 0.096 0.308

CI [-0.393, -0.168] [-0.048, 0.251] [0.176, 0.570] [-0.323, -0.100] [-0.027, 0.220] [0.140, 0.477]

p-value <0.001 0.183 <0.001 <0.001 0.124 <0.001

Table 14: GATES parameters for couples’ UBL.
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Sexual IPV Emotional IPV

δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Polygamous

Estimate 0.135 0.047 -0.088 0.099 0.076 -0.024

CI [0.094, 0.177] [0.020, 0.070] [-0.137, -0.041] [0.062, 0.133] [0.043, 0.106] [-0.073, 0.024]

p-value 0.000 0.346

Cat. Marriage Length

Estimate 3.083 3.113 0.017 2.653 3.556 0.899

CI [2.924, 3.242] [2.953, 3.273] [-0.189, 0.263] [2.524, 2.793] [3.396, 3.716] [0.690, 1.108]

p-value 0.714 0.000

Living children

Estimate 4.464 4.090 -0.383 3.735 4.558 0.821

CI [4.186, 4.762] [3.819, 4.361] [-0.766, 0.045] [3.448, 4.020] [4.288, 4.842] [0.434, 1.214]

p-value 0.080 0.000

Asset Index

Estimate 3.876 3.797 -0.109 3.552 4.198 0.683

CI [3.593, 4.160] [3.507, 4.087] [-0.518, 0.287] [3.266, 3.830] [3.908, 4.506] [0.273, 1.101]

p-value 0.602 0.001

Wealth Index

Estimate 0.095 -0.077 -0.189 0.081 0.051 -0.054

CI [-0.052, 0.236] [-0.204, 0.040] [-0.375, 0.002] [-0.063, 0.244] [-0.082, 0.180] [-0.247, 0.143]

p-value 0.052 0.591

Age Woman

Estimate 1.932 1.731 -0.203 1.640 1.948 0.306

CI [1.844, 2.021] [1.648, 1.819] [-0.323, -0.083] [1.555, 1.725] [1.864, 2.032] [0.184, 0.428]

p-value 0.001 0.000

Schooling Woman

Estimate 1.149 1.329 0.188 1.306 1.223 -0.090

CI [1.107, 1.191] [1.270, 1.391] [0.110, 0.266] [1.249, 1.363] [1.169, 1.277] [-0.165, -0.014]

p-value 0.000 0.021

Age Man

Estimate 2.468 2.333 -0.132 2.239 2.487 0.261

CI [2.393, 2.548] [2.253, 2.415] [-0.245, -0.020] [2.154, 2.323] [2.415, 2.562] [0.144, 0.374]

p-value 0.020 0.000

Schooling Man

Estimate 1.607 1.718 0.107 1.720 1.677 -0.034

CI [1.535, 1.680] [1.644, 1.791] [0.010, 0.208] [1.645, 1.794] [1.609, 1.749] [-0.135, 0.068]

p-value 0.029 0.492

Muslim

Estimate 0.352 0.436 0.090 0.597 0.156 -0.440

CI [0.292, 0.407] [0.376, 0.496] [0.008, 0.173] [0.538, 0.656] [0.113, 0.200] [-0.514, -0.368]

p-value 0.027 0.000

Orthodox

Estimate 0.568 0.487 -0.083 0.368 0.668 0.295

CI [0.508, 0.627] [0.425, 0.545] [-0.167, 0.001] [0.309, 0.425] [0.611, 0.724] [0.214, 0.376]

p-value 0.053 0.000

Other Religion

Estimate 0.062 0.070 0.011 0.024 0.136 0.110

CI [0.032, 0.089] [0.037, 0.098] [-0.029, 0.054] [0.005, 0.040] [0.093, 0.175] [0.067, 0.157]

p-value 0.491 0.000

Table 15: CLAN parameters women’s UBL
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Sexual IPV Emotional IPV

δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Polygamous

Estimate 0.076 0.108 0.033 0.054 0.103 0.044

CI [0.043, 0.106] [0.071, 0.145] [-0.013, 0.083] [0.025, 0.078] [0.067, 0.140] [-0.003, 0.091]

p-value 0.137 0.055

Cat. Marriage Length

Estimate 2.639 3.507 0.920 2.669 3.421 0.706

CI [2.503, 2.771] [3.344, 3.672] [0.713, 1.131] [2.535, 2.815] [3.261, 3.581] [0.490, 0.925]

p-value 0.000 0.000

Living children

Estimate 3.967 4.442 0.483 3.411 4.812 1.404

CI [3.702, 4.236] [4.183, 4.736] [0.094, 0.875] [3.161, 3.679] [4.532, 5.084] [1.009, 1.799]

p-value 0.013 0.000

Asset Index

Estimate 3.364 4.019 0.673 3.519 3.956 0.415

CI [3.102, 3.620] [3.738, 4.300] [0.294, 1.054] [3.227, 3.806] [3.669, 4.238] [0.014, 0.808]

p-value 0.000 0.031

Wealth Index

Estimate -0.064 0.078 0.123 0.009 0.085 0.058

CI [-0.182, 0.054] [-0.081, 0.226] [-0.074, 0.322] [-0.133, 0.129] [-0.063, 0.234] [-0.132, 0.258]

p-value 0.182 0.419

Age Woman

Estimate 1.656 1.941 0.286 1.556 2.006 0.456

CI [1.573, 1.742] [1.856, 2.026] [0.164, 0.409] [1.474, 1.638] [1.920, 2.091] [0.334, 0.576]

p-value 0.000 0.000

Schooling Woman

Estimate 1.152 1.351 0.205 1.344 1.242 -0.101

CI [1.105, 1.201] [1.289, 1.417] [0.123, 0.286] [1.286, 1.410] [1.187, 1.300] [-0.184, -0.015]

p-value 0.000 0.023

Age Mea

Estimate 2.264 2.483 0.212 2.137 2.537 0.388

CI [2.179, 2.350] [2.408, 2.559] [0.100, 0.324] [2.052, 2.226] [2.465, 2.609] [0.274, 0.505]

p-value 0.000 0.000

Schooling Man

Estimate 1.524 1.744 0.212 1.680 1.686 0.020

CI [1.459, 1.593] [1.670, 1.821] [0.112, 0.312] [1.605, 1.751] [1.611, 1.760] [-0.090, 0.124]

p-value 0.000 0.723

Muslim

Estimate 0.424 0.383 -0.041 0.644 0.283 -0.375

CI [0.365, 0.483] [0.321, 0.437] [-0.125, 0.043] [0.587, 0.702] [0.230, 0.337] [-0.454, -0.297]

p-value 0.340 0.000

Orthodox

Estimate 0.494 0.522 0.045 0.289 0.609 0.335

CI [0.434, 0.554] [0.461, 0.580] [-0.040, 0.129] [0.235, 0.343] [0.551, 0.667] [0.257, 0.413]

p-value 0.263 0.000

Other Religion

Estimate 0.075 0.076 0.004 0.041 0.098 0.061

CI [0.043, 0.107] [0.043, 0.106] [-0.040, 0.047] [0.017, 0.064] [0.061, 0.131] [0.016, 0.106]

p-value 0.853 0.007

Table 16: CLAN parameters men’s UBL
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Sexual IPV Emotional IPV

δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Polygamous

Estimate 0.161 0.069 -0.096 0.118 0.079 -0.046

CI [0.116, 0.203] [0.037, 0.096] [-0.149, -0.044] [0.079, 0.156] [0.045, 0.109] [-0.095, 0.005]

p-value 0.000 0.080

Cat. Marriage Length

Estimate 3.415 2.987 -0.426 3.035 3.272 0.257

CI [3.258, 3.571] [2.834, 3.143] [-0.647, -0.204] [2.882, 3.188] [3.113, 3.430] [0.039, 0.482]

p-value 0.000 0.021

Living children

Estimate 4.504 4.211 -0.189 4.283 4.316 0.026

CI [4.222, 4.782] [3.944, 4.484] [-0.574, 0.211] [3.999, 4.583] [4.050, 4.582] [-0.380, 0.415]

p-value 0.344 0.875

Asset Index

Estimate 3.450 3.996 0.533 3.415 4.250 0.841

CI [3.178, 3.726] [3.697, 4.295] [0.129, 0.933] [3.155, 3.686] [3.954, 4.539] [0.434, 1.234]

p-value 0.007 0.000

Wealth Index

Estimate -0.191 0.261 0.420 -0.098 0.287 0.397

CI [-0.294, -0.089] [0.091, 0.437] [0.213, 0.623] [-0.210, 0.024] [0.119, 0.462] [0.185, 0.605]

p-value 0.000 0.000

Age Woman

Estimate 1.848 1.828 -0.030 1.743 1.892 0.151

CI [1.759, 1.937] [1.741, 1.912] [-0.154, 0.094] [1.656, 1.829] [1.803, 1.979] [0.028, 0.274]

p-value 0.638 0.015

Schooling Woman

Estimate 1.198 1.319 0.122 1.276 1.285 0.022

CI [1.149, 1.246] [1.259, 1.381] [0.042, 0.205] [1.221, 1.332] [1.227, 1.346] [-0.064, 0.106]

p-value 0.002 0.452

Age Man

Estimate 2.433 2.363 -0.085 2.338 2.425 0.081

CI [2.353, 2.514] [2.282, 2.446] [-0.194, 0.024] [2.259, 2.421] [2.346, 2.505] [-0.031, 0.192]

p-value 0.125 0.140

Schooling Man

Estimate 1.561 1.756 0.196 1.612 1.730 0.110

CI [1.492, 1.631] [1.679, 1.833] [0.092, 0.295] [1.538, 1.688] [1.654, 1.806] [0.007, 0.213]

p-value 0.000 0.035

Muslim

Estimate 0.582 0.402 -0.193 0.654 0.268 -0.393

CI [0.523, 0.640] [0.342, 0.459] [-0.275, -0.110] [0.598, 0.711] [0.216, 0.321] [-0.469, -0.316]

p-value 0.000 0.000

Orthodox

Estimate 0.357 0.519 0.174 0.301 0.632 0.316

CI [0.298, 0.413] [0.459, 0.578] [0.091, 0.256] [0.247, 0.356] [0.575, 0.690] [0.316, 0.396]

p-value 0.000 0.000

Other Religion

Estimate 0.039 0.061 0.015 0.017 0.086 0.070

CI [0.015, 0.060] [0.031, 0.087] [-0.020, 0.053] [0.000, 0.029] [0.051, 0.118] [0.035, 0.108]

p-value 0.383 0.000

Table 17: CLAN parameters couple’s UBL
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B.2 MFI in Morocco

Elastic Net Random Forest

Household Village Household Village

Amount of loans

Best BLP (Λ) 32827 963209 21680 930974

Best GATES (Λ̄) 1691802 3327410 1719767 3223021

Output

Best BLP (Λ) 10957333 89784168 8824837 91818058

Best GATES (Λ̄) 64757516 175362050 68620780 173850321

Profit

Best BLP (Λ) 1009426 21090494 8056840 20721090

Best GATES (Λ̄) 14309376 42844786 21369126 41191085

Consumption

Best BLP (Λ) 2456 20477 6185 19468

Best GATES (Λ̄) 23310 64322 21174 61755

Table 18: Comparison of ML proxy performance between household and village characteristics.
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Elastic Net Random Forest

δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Number of hh. members

Estimate 4.486 3.311 -1.223 4.261 2.692 -1.540

CI [4.231, 4.760] [3.041, 3.582] [-1.611, -0.839] [4.001, 4.533] [2.393, 2.991] [-1.945, -1.136]

p-value <0.0005 <0.0005

Number of memb. over 16

Estimate 2.654 2.370 -0.266 2.779 1.915 -0.822

CI [2.494, 2.831] [2.148, 2.606] [-0.547, 0.013] [2.577, 2.975] [1.689, 2.129] [-1.117, -0.523]

p-value 0.062 <0.0005

Age head of hh.

Estimate 39.344 30.464 -8.381 36.155 24.621 -11.174

CI [37.304, 41.346] [28.250, 32.620] [-11.388, -5.374] [34.127, 38.251] [22.294, 26.928] [-14.354, -8.024]

p-value <0.0005 <0.0005

Self-emp. in animal husb.

Estimate 0.467 0.340 -0.132 0.409 0.309 -0.100

CI [0.426, 0.509] [0.299, 0.378] [-0.190, -0.074] [0.368, 0.450] [0.269, 0.347] [-0.156, -0.043]

p-value <0.0005 0.001

Non-agricultural self-emp.

Estimate 0.062 0.212 0.155 0.119 0.138 0.021

CI [0.042, 0.082] [0.178, 0.246] [0.113, 0.193] [0.091, 0.145] [0.109, 0.166] [-0.019, 0.062]

p-value <0.0005 0.238

Has borrowed money

Estimate 0.226 0.157 -0.068 0.273 0.136 -0.136

CI [0.192, 0.261] [0.127, 0.188] [-0.114, -0.023] [0.235, 0.309] [0.107, 0.164] [-0.185, -0.089]

p-value 0.003 <0.0005

Spouse self-emp.

Estimate 0.128 0.033 -0.096 0.091 0.027 -0.065

CI [0.099, 0.155] [0.018, 0.047] [-0.129, -0.064] [0.067, 0.115] [0.014, 0.041] [-0.092, -0.039]

p-value <0.0005 <0.0005

Other hh. memb. self-emp.

Estimate 0.050 0.040 -0.016 0.058 0.069 0.010

CI [0.031, 0.067] [0.024, 0.056] [-0.042, 0.010] [0.038, 0.077] [0.048, 0.090] [-0.018, 0.039]

p-value 0.221 0.465

Table 19: CLAN estimates income
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Elastic Net Random Forest

δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Number of hh. members

Estimate 3.741 4.060 0.359 3.448 3.629 0.140

CI [3.487, 3.979] [3.761, 4.343] [-0.038, 0.756] [3.166, 3.729] [3.298, 3.960] [-0.279, 0.558]

p-value 0.055 0.432

Number of memb. over 16

Estimate 2.362 2.882 0.517 2.230 2.605 0.322

CI [2.193, 2.518] [2.665, 3.097] [0.242, 0.797] [2.048, 2.413] [2.363, 2.835] [0.015, 0.616]

p-value <0.0005 0.030

Age head of hh.

Estimate 36.634 35.793 -1.697 31.664 33.060 0.897

CI [34.646, 38.756] [33.524, 37.812] [-4.717, 1.322] [29.471, 33.820] [30.715, 35.405] [-2.235, 4.178]

p-value 0.271 0.478

Self-emp. in animal husb.

Estimate 0.451 0.402 -0.056 0.400 0.410 0.014

CI [0.410, 0.493] [0.361, 0.443] [-0.113, 0.002] [0.359, 0.441] [0.369, 0.450] [-0.045, 0.072]

p-value 0.059 0.619

Non-agricultural self-emp.

Estimate 0.055 0.274 0.218 0.124 0.241 0.111

CI [0.036, 0.074] [0.237, 0.311] [0.176, 0.263] [0.096, 0.151] [0.205, 0.276] [0.066, 0.155]

p-value <0.0005 <0.0005

Has borrowed money

Estimate 0.240 0.180 -0.064 0.208 0.184 -0.027

CI [0.202, 0.273] [0.147, 0.211] [-0.111, -0.016] [0.174, 0.242] [0.151, 0.215] [-0.075, 0.019]

p-value 0.008 0.244

Spouse self-emp.

Estimate 0.111 0.038 -0.071 0.078 0.040 -0.038

CI [0.083, 0.135] [0.022, 0.054] [-0.101, -0.039] [0.055, 0.100] [0.023, 0.056] [-0.066, -0.011]

p-value <0.0005 0.006

Other hh. memb. self-emp.

Estimate 0.058 0.038 -0.022 0.055 0.063 0.000

CI [0.038, 0.077] [0.022, 0.053] [-0.049, 0.004] [0.035, 0.073] [0.043, 0.084] [-0.025, 0.028]

p-value 0.092 0.890

Table 20: CLAN estimates output
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Elastic Net Random Forest

δ1 δ5 δ5 − δ1 δ1 δ5 δ5 − δ1

Number of hh. members

Estimate 4.027 3.728 -0.248 3.737 3.236 -0.542

CI [3.772, 4.288] [3.460, 4.001] [-0.623, 0.126] [3.442, 4.036] [2.957, 3.521] [-0.962, -0.119]

p-value 0.193 0.012

Number of memb. over 16

Estimate 2.728 2.461 -0.214 2.550 2.249 -0.292

CI [2.552, 2.912] [2.265, 2.657] [-0.483, 0.050] [2.336, 2.765] [2.048, 2.448] [-0.594, 0.011]

p-value 0.112 0.059

Age head of hh.

Estimate 39.703 33.924 -5.928 34.236 30.672 -3.433

CI [37.680, 41.728] [31.826, 36.036] [-8.786, -3.069] [31.962, 36.671] [28.467, 32.859] [-6.683, -0.221]

p-value <0.0005 0.035

Self-emp. in animal husb.

Estimate 0.564 0.307 -0.259 0.472 0.368 -0.097

CI [0.521, 0.604] [0.268, 0.345] [-0.316, -0.203] [0.429, 0.513] [0.327, 0.408] [-0.155, -0.040]

p-value <0.0005 0.001

Non-agricultural self-emp.

Estimate 0.107 0.186 0.080 0.122 0.168 0.038

CI [0.081, 0.133] [0.152, 0.217] [0.037, 0.122] [0.094, 0.149] [0.136, 0.200] [-0.003, 0.077]

p-value <0.0005 0.058

Has borrowed money

Estimate 0.257 0.168 -0.092 0.191 0.148 -0.045

CI [0.221, 0.294] [0.137, 0.199] [-0.139, -0.045] [0.157, 0.223] [0.118, 0.177] [-0.089, 0.000]

p-value <0.0005 0.049

Spouse self-emp.

Estimate 0.077 0.055 -0.024 0.066 0.054 -0.014

CI [0.054, 0.098] [0.035, 0.073] [-0.052, 0.006] [0.045, 0.086] [0.035, 0.072] [-0.042, 0.015]

p-value 0.116 0.342

Other hh. memb. self-emp.

Estimate 0.078 0.032 -0.049 0.068 0.056 -0.018

CI [0.056, 0.100] [0.017, 0.047] [-0.077, -0.020] [0.047, 0.089] [0.037, 0.075] [-0.043, 0.011]

p-value <0.0005 0.229

Table 21: CLAN estimates production
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