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The role of money growth in the ECB’s monetary policy process
Analysing the role of money growth in the ECB’s instrument interest rate decision process according to a Taylor-type rule for the period of January 1999 until November 2009
ABSTRACT

In this article, I examine the role of money growth in the ECB’s instrument interest rate decision process. Assuming the ECB’s instrument interest rate decisions can be described according to a Taylor-type rule, several regression analyses as well as coefficient tests are conducted to evaluate the influence of money growth on the ECB’s instrument interest rate. From the estimated Taylor type rules, I conclude that money growth appears to play a significant role in the ECB’s instrument interest rate decisions, i.e. the coefficient for the variable representing money growth differs significantly from zero in the estimated reaction functions. The outcomes are, however, heavily influenced by the structure of the Taylor-type rules. If, for example, a Taylor-type rule is estimated without a variable representing a central bank’s tendency to smoothly change it’s instrument interest rate, the coefficient for the money growth variable does not appear to be significantly different from zero in the ECB’s reaction function.
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1. Introduction
Since January 1999, The European Central Bank (ECB henceforth), together with the national central banks of the countries that use the Euro as their currency (called The Eurosystem together),  has been responsible for the conduct of monetary policy in the participating countries of the Economic and Monetary Union (EMU henceforth) in the Euro area. The ECB’s main objective, price stability, is stated in Article 105.1 of The Treaty of the European Community from the 29th of July 1992 as follows:
“The primary objective of the ESCB shall be to maintain price stability.”

Furthermore, in Article 105.1 of The Treaty of the European Community from the 29th of July 1992, it is written that
“Without prejudice to the objective of price stability, the ESCB shall support the general economic policies in the Community with a view to contributing to the achievement of the objectives of the Community as laid down in Article 2." These include a "high level of employment" and "sustainable and non-inflationary growth”. 

Hence, price stability is the ECB’s main objective, as it is important for promoting a sustainable economic environment and a high level of employment, which are two of the objectives of the European Union
.
The ECB defines the maintenance of price stability as an annual increase in the Harmonised Index of Consumer Prices (HICP henceforth) of below, or close to, 2% over the medium-term. This is the equivalent of keeping inflation rates equal to or below 2% on an annual basis with a focus on the medium-term
. 

In order to conduct monetary policy, the ECB makes use of the so-called two-pillar approach. In the two-pillar approach, risks to price stability are analysed and cross-checked for the short to medium-term (i.e. the economic analysis) as well as the medium to long-term (i.e. the monetary analysis). Ultimately, the ECB bases it’s monetary policy decisions on the outcomes of the two-pillar approach. In general, the economic analysis focuses more on developments in real economic variables, such as labour market conditions or real overall output, which have an impact on price developments over the short to medium-term. The monetary analysis, on the other hand, investigates developments on credit markets and surveys monetary aggregates. The monetary analysis is build on the more general assumption that there is a high, almost one-on-one, correlation between the rate of inflation and the rate of money growth in the long run (see, among others, McCandless and Weber (1995) and Assenmacher-Wesche and Gerlach (2008)). In the monetary analysis, developments within monetary aggregates, such as M1 and M3, are thoroughly examined for their possible implications for future inflation.

Assuming an annual inflation rate of 2%, an annual growth rate for potential output of 2 - 2.5% and a year-on-year decline in the velocity of money between 0.5 and 1%, the ECB maintains a reference value for the growth rate of the broad monetary aggregate M3 of 4.5% per year
. By explicitly stating that this value is a reference value, rather than a target value, the ECB allows M3 to grow on an annual rate different from 4.5%. In recent years the growth rate of M3 did deviate quite substantially from it’s reference value. In 2006 and 2007, for example, it exceeded 7% on an annual basis
. Despite this high growth rate of (broad) money, inflation has been kept on an average level of around 2% during these years. In other words, price stability has been maintained around it’s target level, while money growth exceeded far it’s reference value.

This has led to the criticism in which the value of the ECB’s monetary analysis (i.e. the use of the monetary pillar) is questioned. It has been argued that, instead of helping the ECB in it’s monetary policy decision-making process, the monetary pillar is characterized to be rather more of an obstacle. One argument frequently heard is that if money growth does not predict future inflation, it should not be given a prominent place in a central bank’s monetary policy. Money growth should be treated more as an indicator variable (next to the many more indicator variables used by central banks) rather than a forecasting variable. This implies less weight is put on outcomes of the monetary analysis (see, among others, Woodford (2007)). Another point of criticism is that, by focusing on the short to medium-term as well as the medium to long-term, the ECB’s monetary policy will not be clearly understood by it’s inhabitants. Besides the cause of confusion, this will also result in accountability and transparency, crucial for a central bank to make it’s monetary policy more effective and credible, not being achieved by the ECB in it’s monetary policy conduct
.
The ECB, however, claims that, with it’s ultimate focus on the medium-term, the outcomes of the monetary analysis help to cross-check the outcomes of the economic analysis. Hence, the ECB allows money growth to deviate from it’s reference value in the short run, although keeping in mind that, in the long run, inflation is only correlated with money growth and not any other (real) economic variable
.
This leads to the following main research question:

Does money growth play a significant role in the ECB’s instrument interest rate decision process as is assumed according to it’s monetary pillar?

To evaluate the ECB’s monetary policy, I assume the ECB’s monetary policy decisions can be described using a Taylor-type rule. This means that short-term nominal interest rates are considered to be operating targets in a central bank’s monetary policy conduct. Different from the original Taylor rule (see Taylor (1993)), the Taylor (-type) rule used in this article will include components representing a central bank’s short to medium-term analysis as well as it’s medium to long-term analysis. Ordinary Least Squares (OLS henceforth) regression analyses and coefficient tests will determine whether the weight, given to a variable representing money growth in the ECB’s monetary policy decision-making process, differs significantly from zero.

The remainder of this article will be as follows. In section 2, I will present a brief overview of existing literature. The first part of this section will contain a review of literature about characterizing a central bank’s monetary policy according to monetary policy rules such as Taylor (-type) rules. This part will also include a short summary regarding literature on the ECB’s monetary policy according to Taylor-type interest rate rules. Additionally, I will describe how the ECB’s actual monetary analysis is conducted, including a practical example. In the final part of this section, I will discuss the arguments of both proponents and opponents on the use of monetary aggregates in the conduct of a central bank’s monetary policy. Section 3 will contain both the empirical framework and an overview of the practical difficulties encountered in the empirical part. The methodology, dataset and results of the empirical research will be presented in section 4. Finally, in section 5, I will provide conclusions and suggestions for further research.
2. Literature review
In this section, I will present a short overview of existing literature. In section 2.1, differences between central banks’ monetary policy rules and central banks’ reaction functions will be explained. Furthermore, this section will contain a short review of literature on the origin and use of the Taylor rule, as well as describing central banks’ monetary policy according to instrument rate rules. In section 2.2, examples of Taylor (-type) rule estimations for the Euro area will be presented. In section 2.3, the ECB’s actual monetary policy conduct will be analysed. Finally, in section 2.4, I will explain the current debate on the use of monetary aggregates in central banks’ monetary policy conduct.
2.1 Monetary policy rules
The main assumption in this article is that the ECB conducts it’s monetary policy by setting a key nominal short-term interest rate to it’s desired level in response to information about price developments and economic activity. More specifically, this short-term interest rate is regarded as the ECB’s monetary policy instrument variable. In financial literature on central banks’ monetary policy, a distinction is made between reaction functions and monetary policy rules. A central bank’s reaction function describes how it’s policy variables actually change in response to information regarding indicator and/or target variables. Hence, central banks’ reaction functions are estimated to reveal the decisions and preferences of it’s policymakers. Although difficulties, such as how to represent central banks’ target or instrument variables, exist, reaction functions have become common ways to describe central banks’ actual monetary policies. Monetary policy rules, on the other hand, show how central banks should adjust their monetary policy variables in response to information on indicator and/or target variables. Whereas central banks’ reaction functions are positive by nature, monetary policy rules are normative by nature.

Several types of monetary policy rules can be distinguished. Monetary policy rules can, for example, be either activist or passive. This means that if a policy variable is allowed to change in response to new information on indicator and/or target variables (e.g. the state of the economy), the monetary policy rule is said to be activist. If, to the opposite, policy variables are not allowed to change in response to new information on indicator and/or target variables, the monetary policy rule can be described as being passive. Furthermore, different types of monetary policy rules can distinguished based on what type of information is used (i.e. whether expectations data or past information is used) and how the information is incorporated in the rule (i.e. in growth rates or in levels). Finally, monetary policy rules can be classified according to the extent of influence the central bank can exercise on it’s policy variables, i.e. whether the central bank can directly or indirectly control it’s policy variables. For example, Instrument-based rules, such as the Taylor interest rate rule or the McCallum monetary base rule
, are monetary policy rules in which the central bank’s policy variable (respectively, a short-term nominal interest rate and the monetary base) is assumed to be directly manageable by the central bank in order to achieve it’s objectives. Target rules, on the other hand, are monetary policy rules based on intermediate target variables, such as nominal GDP or (forecasts of) the inflation rate, which a central bank can not control directly. In a central bank’s monetary policy based on a target rule, policymakers determine the values of the instrument variables in order to achieve the targeted values of the intermediate variables. The intermediate variables are assumed to be indicators of the central bank’s ultimate objectives.
Taylor (1993) describes an instrument-based rule for the central bank of the U.S. (i.e. the Federal Reserve System (Fed henceforth)). The rule (i.e. the Taylor rule) specifies how the Fed should set it’s instrument interest rate (i.e. the nominal Federal Funds Rate) in response to information about it’s goal variables (i.e. the deviation of the real level of output from it’s potential level of output and the deviation of the current level of inflation from it’s targeted level). Although it’s original use was to prescribe how the Fed should adjust it’s monetary policy instrument, Taylor (1993, p. 204, Figure 1) demonstrates how U.S. monetary policy can very well be described using the interest rate rule for the period of 1987 until 1992. That is, the actual Federal Funds Rate resembled the recommended short-term nominal interest rate of the rule quite well. 
In it’s most basic form, Taylor (1993, p. 202) assumed the following monetary policy rule

(1)
rtT = rr* + πt  + α(πt - πT) + β(y - y*)t 

or, equivalently
(2)
rtT = (rr* - απT) + (1 + α)πt + β(y - y*)t 

where rtT  is the central bank’s instrument short-term nominal interest rate, rr* is the equilibrium real interest rate, πt is the annual inflation rate, πT is the central bank’s target level of annual inflation and the final component, (y - y*), represents the deviation of real output from it’s potential level of real output. According to the Taylor rule, a central bank should conduct it’s monetary policy in such a way, that it raises it’s instrument nominal interest rate if either current real output is above it’s potential level and/or current inflation is above it’s targeted level. If, on the other hand, current real output and/or current inflation, respectively, are/is below their/it’s potential level or targeted level, the instrument interest rate should be lowered.

Originally, Taylor (1993), proposed a coefficient value of 0.5 for both α and β and assumed rr* and πt to be constant at 2%. As a basic principle for the conduct of monetary policy to result in an equilibrium level of real output and inflation to be at it’s targeted level, the conditions (1 + α) > 1 and β > 0 should be satisfied (see, e.g., Murray et al. (2009, p. 6)). The first condition (i.e. the Taylor principle) states that, if the current level of inflation is above it’s target level, the central bank should raise it’s instrument nominal interest rate by more than the difference of current inflation with it’s targeted level. Assuming 
the validity of the Fisher hypothesis (see equation 11), this will lead to an increase in the real interest rate.

With time, however, different coefficient values, as well as different ways to measure the variables and different forms of the Taylor rule, using different policy instruments or policy targets, emerged and led to various Taylor-type rules. Williams (1999), for example, proposes to use a coefficient value of 1.0, instead of 0.5, for β. Monetary policy would, thus, react more intensely to changes in deviations of the real level of output from it’s potential level. In another article, Clarida et al. (1998, p. 1051, Figure 2) show evidence that monetary policy, conducted by the central banks of Germany, Japan and the U.S. in the period between 1979 and 1994, could very well be described using a more forward looking interest rate rule. Clarida et al. (1998) suggest that central banks set their short-term nominal instrument interest rate in response to deviations of the expected rate of inflation and/or expected level of output from their, respectively, targeted level and/or potential level. While the original Taylor rule uses only current information about inflation and output and can, hence, be characterised as backward looking, Clarida et al. (1998) argue that, in reality, monetary policy is conducted using all available information, including forecasts of price developments and the level of output. More specifically, Clarida et al. (1998, p. 1038) note that “Second, by having the central bank respond to forecasts of inflation and output we incorporate a very realistic feature of policy-making, namely that central banks consider a broad array of information”. Furthermore, their analysis demonstrates that adding a variable, consisting of lagged information about inflation, to the interest rate rules does not lead to a significant coefficient for this variable. Taking this into consideration, Clarida et al (1998, p. 1049) conclude that “Thus, as with the other central banks (i.e. the central banks of Germany and Japan), we cannot reject that the Fed has been forward looking”. Finally, Levin et al. (1998) examine, inter alia, the use of the nominal instrument interest rate measured in first-differences. This methodology differs from the methodology used by Taylor (1993) for the construction of the original Taylor rule in which the nominal instrument interest rate is measured in levels. In their article they show that, analysing four different structural macro-econometric models using data from the U.S. of the period 1966 - 1996, if the nominal instrument interest rate is taken in first-differences this will lead to a better performance of the interest rate rules (i.e. the variability of both inflation and the level of output from their, respectively, targeted and potential level are minimized most if the nominal interest rate is used in first-differences). Levin et al. (1998, p. 26) also conclude that, if the original Taylor rule is expanded with additional variables, adding a term that represents the assumed tendency of central banks to smoothly change their short-term nominal instrument interest rate, provides the largest gains with respect to the monetary policy objectives. One of the reasons cited for this is that, if a change in the key short-term nominal interest rate is expected to last for a longer period of time, this will have a longer-lasting impact on long-term interest rates, which, in turn, leads to a better control of both inflation and aggregate demand (see Levin et al. (1998, p. 20)). Other frequently mentioned arguments for a central bank’s preference to change it’s instrument interest rate in a smooth manner are: gradually adjusting monetary policy leads to more consensus and credibility and the chance that capital markets will be surprised by gradual changes in a central bank’s monetary policy stance will be diminished, thereby reducing the likelihood of financial turmoil (see, e.g., Clarida et al (1998)).
2.2 Monetary policy according to Taylor (-type) rules for the Euro area

As the Taylor rule shows the dependency of the central bank’s short-term nominal instrument interest rate on both inflation and the output gap, monetary policy goals, such as price and output stability, are taken into account in this interest rate rule. These monetary policy goals coincide with the objectives of many current central banks’ monetary policies, including those of the ECB. Whereas monetary policy regimes, e.g. the Federal Reserve for the U.S., have frequently been described by Taylor(-type) rules (see, among others, Judd and Rudebusch (1998)), the difference between these kinds of analyses and the analyses performed for the Euro area, is the relatively short time horizon the ECB has been responsible for the conduct of monetary policy for the area as a whole.
However, using aggregated data from various European countries, several empirical researches have been performed to investigate European monetary policy according to Taylor-type rules in different time periods before the initiation of the single Euro area monetary policy conduct in 1999. Peersman and Smets (1999), e.g., use data from five Euro area member countries
 from the period of 1975 until the fourth quarter of 1997, and use the daily German real interest rate as the instrument interest rate. In their article, Peersman and Smets (1999) make a comparison between an unrestricted optimal feedback rule and several restricted instrument rules. That is, in an unrestricted optimal feedback rule a central bank’s instrument interest rate decisions will be based on various different types of information, whereas in the restricted instrument rules, a central bank’s instrument interest rate will be taken based on information from a restricted number and type of variables. Peersman and Smets (1999, p. 86) argue that one of the disadvantages of the Taylor rule is that “…, it is too restrictive, as the number of variables in the feedback list is very limited. In general, there is no reason why central banks in the pursuit of price stability would not want to respond to other information, such as the exchange rate, other asset prices, money and credit aggregates, and so on.” For example, the first restricted instrument rule Peersman and Smets (1999) consider is the original Taylor rule. It appears that the original Taylor rule, in which the instrument interest rate only changes due to responses to movements in current inflation and the current output gap, the coefficients for, respectively, inflation and the output gap are 1.53 and 1.58 (see Peersman and Smets (1999, p. 96)). The unrestricted feedback rule, which also includes lagged terms for inflation, the output gap as well as the instrument interest rate, obtains a value of 1.17 for the output gap. Additionally, Peersman and Smets (1999) conclude that, based on evidence from an estimated loss function, in which it is a central bank’s objective to minimize the variability of the output gap, the inflation gap and changes in the short-term interest rate, a larger coefficient for the output gap reduces the losses with a considerable amount. These outcomes, hence, suggest central banks should consider to use a larger weight for the output gap in their interest rate decisions, instead of the original coefficient value of 0.5 as proposed by Taylor (1993). In another article, Gerlach and Schnabel (2000, p. 168, Graph 2), using data from the EMU countries for the period of 1990 - 1998, demonstrate that the instrument interest rate of the original Taylor rule gives a good description of the behaviour of a Gross Domestic Product (GDP henceforth)-weighted three-month interest rate of the EMU area
. The coefficients Gerlach and Schnabel (2000) obtain for inflation and the output gap are, respectively, equal to 1.58 and 0.45 and do not differ significantly from the values Taylor (1993) originally proposed (i.e. 1.5 and 0.5). Furthermore, Gerlach and Schnabel (2000) test whether adding other variables, such as the growth rate of M3 or the real Euro/US Dollar exchange rate, affects the outcomes. It is demonstrated that the Federal Funds Rate is the only additional variable which enters the equation with a significant (negative) coefficient and that the coefficients for both (future) inflation and the output gap remain significant. Hence, Gerlach and Schnabel (2000, p. 169) conclude that “All in all, these results suggest that the benchmark specification (i.e. the original Taylor rule, modified by expanding it with a lagged interest rate component and replacing current inflation with a term for future inflation) … does a good job of capturing the evolution over time of the EMU-11 interest rate”.
Using data from the Euro area, both from before and after the start of the single European monetary policy, Gerlach-Kristen (2003) questions the use of the original Taylor rule. More specifically, Gerlach-Kristen (2003) argues that the dependency of the central bank’s short-term nominal instrument interest rate on it’s lagged terms as well as on the level of inflation and the output gap does not take the non-stationarity of these variables into consideration. An analysis of the original Taylor rule for the Euro area, with data of the period of 1988 until mid-2002, leads to coefficients of, respectively, 1.44 and 2.73 for the output gap and level of inflation (see Gerlach-Kristen (2003, p. 12, Table 2). These outcomes are, however, influenced by instability of the Taylor rule because of non-stationarity in the data. Instead, the author recommends the use of a cointegration approach, which leads both to a more stable Taylor rule and better forecasts with the interest rate rule. Using the cointegration approach, coefficients of respectively 0.36 and 1.73 are found for the output gap and the inflation-component. Another outcome from the article of Gerlach-Kristen (2003), is that the instrument interest rate reacts to long-term interest rates. Since long-term interest rates are shown to be approximations of long-term inflation expectations, it is, therefore, concluded that monetary policy in the Euro area is conducted in a more forward looking manner, rather than backward looking which is the usual way a central bank’s monetary policy is described according to the original Taylor rule. In another article, Gerdesmeyer and Roffia (2003), as well, use data from both before and after the start of the single European monetary policy. Estimating the original Taylor rule for the Euro area, using ex-post data from the period of 1985 until 2002, coefficient values of, respectively, 0.28 and 1.93 are obtained for the output gap and the inflation-component (see Gerdesmeyer and Roffia (2003, p. 23, Table 1)). A Wald test can not reject the hypothesis that these coefficients differ significantly from the original values as proposed by Taylor (1993) (i.e. 0.5 and 1.5). Gerdesmeyer and Roffia (2003, p. 27)), however, do conclude that the estimated results are heavily influenced by whether there is a term for interest rate smoothing included in the model by noting that “… irrespectively of the estimation method employed … the explanatory power of the equation decreases substantially when the lagged interest rate is omitted”. Another conclusion in the article is that, after testing several other variables for their influence on the interest rate setting process, a deviation of the growth rate of the broad money aggregate M3 from it’s reference value turns out to be the only variable that has a significant (positive) influence on the instrument interest rate. Excess money growth, thus, played a role in decisions to increase the instrument interest rate (see Gerdesmeyer and Roffia (2003, p. 24)).
Using data only from the era after the start of the single European monetary policy, Carstensen and Colavecchio (2005) study reaction functions of the ECB while using survey data and quasi-real time data. Survey data represent approximations for expectations of inflation and the output gap. Including these variables into the Taylor rule makes the interest rate rule more forward looking. Taking either the overnight money market interest rate or the three-month money market interest rate as the ECB’s policy instrument interest rate, Taylor (-type) rules are estimated for the period of 1999 until the beginning of 2004. First, using quasi-real time data as well as the overnight money market interest rate as the instrument interest rate, coefficient values of, respectively, 0.96, 1.70 and 1.89 are obtained for the lagged interest rate component and the long-run weights for both the output gap and level of inflation (see Carstensen and Colavecchio (2005, pp. 17-18)). When the three-month money market interest rate is used as the ECB’s instrument interest rate instead, these coefficients change to, respectively, 0.95, 1.36 and 1.10. Both types of result suggest that the ECB conducts it’s monetary policy in accordance with the Taylor principle (i.e. a coefficient larger than one in response to inflation) during the sample period. Secondly, using only survey data and taking the overnight money market interest rate as the instrument interest rate again (similar results appear when, instead, the three-month interest rate is used), coefficient values of, respectively, 0.88, 0.71 and 2.94 are obtained (see Carstensen and Colavecchio (2005, p. 31, Table 1)). Carstensen and Colavecchio (2005, p. 19), therefore, conclude that “…, the results indicate that the ECB places a much larger weight on inflation than on output, once we use variables which are known at the time of an interest rate decision”. Furthermore, Carstensen and Colavecchio (2005) test whether adding other variables, representing money growth and the nominal effective exchange rate, to the reaction functions changes the outcomes. Whereas it is observed that money growth does not seem to have a significant influence on the instrument interest rate, the nominal effective exchange rate does have a significant, albeit small, impact on the ECB’s key instrument interest rate (i.e. a decrease in the instrument interest rate results from an increase in the exchange rate). 

In another article, Gerlach (2007), instead of using macroeconomic variables, focuses more on the use of indicator variables and their influence on the ECB’s assessment of developments for future inflation, real economic activity and money growth. Gerlach (2007) argues that the use of reaction functions with macroeconomic variables does not take policymakers’ changing assessments of these variables into consideration. More specifically, Gerlach (2007, p. 16) notes that “Indeed, the rationale for using the indicators is that macroeconomic data are not fully informative about the Governing Council’s
 view of the economy”. When, for example, variables, which represent the output gap, consist of data from consumer and business confidence measures as well as data from surveys on expected output growth, these variables are found to play a more important role in the ECB’s decision-making process, than if the output gap were to be measured based on aggregated data about industrial production. Estimating reaction functions for the ECB, using data from the period of 1999 until mid-2006 while using changes in the repo rate as the ECB’s policy instrument interest rate, Gerlach (2007) observes that, whereas the traditional output gap measure is found to be insignificant, two indicator variables representing economic activity (i.e. expected real output growth and economic sentiment) appear to have a significant influence on the ECB’s instrument interest rate setting process. Secondly, the measures of inflation and money growth are found to be, respectively, insignificant and positively significant in the ECB’s monetary policy decision-making process. Thirdly, changes in the nominal effective exchange rate and lagged changes in the instrument interest rate both have a significant negative impact on the ECB’s instrument interest rate decisions. This last finding implies that an increase in the exchange rate is most likely followed by a decrease in the ECB’s instrument interest rate, because of decreasing fears for inflationary pressures, and that, if a change in the instrument interest rate has occurred (i.e. an increase or decrease) and all economic conditions remain the same, the ECB is less likely to change the instrument interest rate in the near future again in the same direction (i.e., respectively, an increase or decrease). In determining, in turn, which variables have a significant influence on the indicator variables, Gerlach (2007, p. 20, Table 3) conducts several regression analyses. The following conclusions were drawn from these analyses. First, core or headline inflation does not play a significant role in the ECB’s outlook for inflation, since changes in these variables have an influence on short-term price movements and do not have an impact on long-term price developments. Secondly, measures of expected economic growth have a significant influence on both the inflation and economic output indicator variables. This finding suggests that these variables play an important role in the ECB’s instrument interest rate decisions. Thirdly, money growth appears to influence the ECB’s monetary policy decisions, as it is observed to have a positive significant impact on the inflation indicator variable. This influence, however, depends on the economic conditions at that time. About this last finding, Gerlach (2007, p. 28) states that “… under “normal” economic conditions, when a change in monetary policy in any case is unlikely, money growth has little impact on the probability of a policy change. When economic conditions are weaker or stronger, however, the role of money growth in interest rate setting is much greater”.
Finally, Gorter et al. (2008) argue that changes in a central bank’s instrument interest rate affect real output and the level of inflation with a delay and, hence, assume Taylor rules should be forward looking instead of backward looking. In their article, Gorter et al. (2008) make a comparison between Taylor rules based on expectations, using real-time data from forecasts of the level of inflation and output growth, and Taylor rules based on ex-post data regarding inflation and the output gap. Using data from the beginning of 1997 until the end of 2006, while considering the Euro three-month money market nominal interest rate as the ECB’s policy instrument interest rate, several differences were observed between the outcomes of both type of estimated Taylor rules. First, Taylor rules based on expectations imply the ECB conducts a stabilizing monetary policy. This means that an increase of the central bank’s instrument interest rate in response to a rise in the level of inflation, is sufficiently large to lead to increasing real interest rates. Taylor rules using ex-post data, on the other hand, show the ECB follows a destabilizing monetary policy. Secondly, in accordance with findings of Gerlach (2007), Gorter et al. (2008) observe that expectations of output growth have a significant effect on the ECB’s instrument interest rate setting process, whereas this result is not found in the Taylor rules using ex-post data on the output gap. Finally, adding other variables, such as money growth, a risk premium or the Euro/Dollar exchange rate to the estimations, does not result in significant coefficients for these variables in the ECB’s instrument interest rate setting.

2.3 Monetary analysis at the ECB

Every three months, the ECB reports it’s monetary analysis in The Quarterly Monetary Assessment
 (QMA henceforth). Although the QMA is published with a lower frequency than the ECB’s Monthly Bulletin, it’s results are, however, often referred to in the Monthly Bulletins. The ultimate objective of the QMA is to analyse the possible risks to price stability for the medium to long-term in the Euro area and examine how these risks might have an influence on the ECB’s monetary policy decisions. Outcomes of the QMA are a mixture of results derived from money demand equations, judgemental analysis and money-based inflation forecasts. It is in this way that the two-pillar approach exploits the relationship between money growth and inflation in the long run. Eventually, the results of the QMA are cross-checked with the results stemming from the economic analysis, which examines price developments for the short to medium-term.

The difficulty of monetary analysis is how to extract that particular information from real-time monetary data, which is assumed to have an influence on inflation in the long run (i.e. separating cyclical short-term disturbances from long-term trend signals)
. Therefore, not only the broad monetary aggregate M3 is thoroughly examined, other monetary indicators, such as (the more narrow) M1 and the amount of loans of Monetary Financial Institutions (MFI’s henceforth) to the private sector, are analysed as well. All these monetary aggregates are screened on their components and counterparts as well as their distribution of sectoral money holdings. Analysing multiple monetary variables at the same time is part of the “Full information approach” of the ECB. This approach is constructed by the ECB to not miss any relevant information in the conduct of it’s monetary policy. Nowadays, the analyses are not restricted to using Euro area data only. Because of increasing financial globalisation, global liquidity and international asset prices also seem to have an influence on domestic inflation. Therefore, monetary analysis at the ECB includes data from areas other than Euro area as well
.

Based on the Quantity equation or Fisher equation
 which states that the quantity of money times it’s velocity is equal to the price level times economic activity, i.e., written in algebraic terms
(3)
M x V = P x Y  

or, rewritten in natural logarithms and taking first-differences,

(4)
Δm + Δv = Δp + Δy

and assuming the parameter values for Δv, Δp and Δy as defined in section 1, the ECB maintains a reference value for the growth rate of the broad monetary aggregate M3 of 4.5% per year. By stating that this value is a reference value rather than a target value, the ECB could allow actual money growth to deviate from it’s reference value, though realising that, in the long run, there is an almost one-on-one relationship between inflation and money growth and not any other (real) economic variable.
An example that clearly demonstrates the influence of the ECB’s monetary analysis on it’s monetary policy decisions, is when one compares the ECB’s monetary policy reaction for that of the period between 2001 until 2003 with that of the period after the first half of 2004
. Both periods were characterised by a strong increase in the growth rate of M3. Monetary analysis, after thoroughly examining the underlying processes, revealed, however, different causes were behind these growth rates, each with it’s own implications for inflation in the medium to long-term. More specifically, three major differences were observed in the growth rates of several components and counterparts of M3 during both periods. First, whereas the growth of M3 between 2001 and 2003 was mainly driven by a strong demand for relatively liquid and safe market instruments, such as money market funds, because of high market uncertainty, an increase in the M1 component of M3 was the most important cause of this growth in the period after the midst of 2004. This meant that the growth of M3 in the second period came from components assumed to be more liquid than the components driving the growth of M3 in the first period. Secondly, after analysing the distribution of sectoral money holdings, it was concluded that, because of  financial market uncertainty in the period between 2001 and 2003, private households increased their money holdings in this period. The period after the second half of 2004 saw an increase in these money holdings as well, albeit that this increase was more slowly and pointed to trend-like developments. Finally, looking at the amount of loans to the private sector, which is frequently used as a signal for consumer confidence, the period between 2001 and 2003 knew a decrease in this variable, despite the growth of M3. In the period after mid-2004, M3 grew alongside a general increase in the amount of loans to the private sector. Altogether, the ECB’s monetary analysis concluded that, in line with the outcomes of the economic analysis, money growth in the period between 2001 and 2003 did not contain risks to price stability for the medium-term. For the period after the second half of 2004, the monetary analysis did, however, foresee risks to price stability for the medium-term. This, in contrast to the results of the economic analysis which did not observe these risks. In response to these outcomes, the ECB did not change it’s monetary stance (i.e. did not change it’s nominal instrument interest rate) in the former period, whereas it did start to tighten monetary conditions (i.e. increase it’s nominal instrument interest rate) in the latter period.

In 2003, after four years of practical experience and critically evaluating it’s monetary policy framework, the ECB announced it would continue to use both the economic and monetary pillar in the conduct of it’s monetary policy (see Issing (2003)).

2.4 The use of monetary aggregates in monetary policy

When Milton Friedman (1963) stated that “inflation is always and everywhere a monetary phenomenon”, a new vision in the conduct of central banks’ monetary policy started to emerge. Gradually, from then on, central banks started to change their monetary policies towards putting more emphasis on the control of the supply of money (or monetary base) in order to maintain price stability. However, when inflation rates started to stabilise in the early 1990’s and the amount of (broad) money could not be controlled anymore, the relationship between inflation and money growth became unstable (i.e. at least in the short run). Instead, central banks started to target nominal interest rates in order to maintain price stability.
Current debates in literature about central banks’ monetary policy are centred around the use of monetary aggregates in the conduct of monetary policy
. Broadly speaking, two general views are often referred to. These views are “the Monetarist view” and “the New-Keynesian view”. Although both views do agree that, in the long run, inflation is only correlated with money growth and not any other (real) economic variable, only Monetarists assume that money is an important factor in the transmission channels of a central bank’s monetary policy. New-Keynesians, on the other hand, do not share the idea of a prominent role for money, but, instead, focus more on interest rates as important factors in the transmission mechanism of monetary policy.
To analyse the differences between the two views further, a theoretical framework, which describes the general working of an economy as well as the influence of money in that economy, will be used. The following model, explained in greater detail in King (2002), is often used for economic analyses and consists of four basic equations
(5)
YD = f1 (M, i, E(π))

(6)
YS = f2 (π-E (π))

(7)
MD = f3 (YD, i)

(8)
MS = f4 (YD, i, π)

The first equation represents total demand. This equation relates the total amount of demand or expenditures in an economy to the nominal interest rate or the amount of money as well as the expected rate of inflation. The second equation stands for the total supply of output and states that this is primarily determined by the discrepancy between the actual and expected rate of inflation. Taken together, equations 5 and 6 represent the real economy. Equation 7 is the aggregate demand for (broad) money. In this equation, the demand for money depends on both the nominal interest rate and the amount of output. Finally, equation 8 is a representation of a central bank’s monetary policy reaction function. It measures the total amount of (broad) money which is supplied in response to monetary policy actions by that central bank (i.e. equation 8 measures the amount of money commercial banks supply through the money multiplier). Jointly, equations 7 and 8 represent the money market.

“the Monetarist view”
The view of the Monetarists can be described using the Quantity equation rewritten in natural logarithms and taking first-differences, that is

(9)
Δp = Δm + Δv - Δy
With the assumption that there exists a long-run positive constant growth for aggregate output (i.e. Δy ≥ 0) as well as a constant velocity function, the only cause for inflation would come from money growth. Alternatively, this means that, if the demand for money function (see equation (7)) is written in logarithms, that is
(10)
m - p = α0 + α1y - α2i , where i represents the nominal interest rate,

and, in accordance with the Fisher hypothesis, assuming a constant real interest rate in the long run, that is
(11)
i = rr + π

where i is the nominal interest rate again, rr the real interest rate and π the rate of inflation, the only source for inflation in the long-term is money growth according to Monetarists. It is, therefore, central in “the Monetarist view”, that monetary policy should be conducted through the supply of money since this is the only variable related to inflation in the long run and under control of the monetary authorities.
In “the Monetarist view”, a central bank’s monetary transmission mechanism starts with an unexpected increase in the supply of money. This increase is, then, followed by a decrease in nominal interest rates. Because the expectations of inflation typically adjust more slowly to changes in monetary policy than nominal interest rates do (i.e. because of expectational rigidities
), decreasing real interest rates are a consequence. This, in turn, will eventually result in more money spent on investments and consumer durables, which, combined with the slow adjustment of wages and prices to short run aggregate demand changes (i.e. because of nominal rigidities), demands firms to produce more in the short-term. As a shortage of labour force arises, both prices and wages will increase in the long run.

A lot of empirical research has been performed to investigate the long run relationship between inflation and monetary aggregates. Batini (2006), for example, shows that, using data from the Euro area from the beginning of 1970 until the second quarter of 2002, the correlation between four-quarter M3-growth and inflation (i.e. changes in the HICP) peaks when money growth is taken 7-quarters ahead of inflation. This correlation, then, measures 0.868 and differs significantly from 0
. Assenmacher-Wesche and Gerlach (2008), using data from the Euro area for the period of the second quarter of 1970 until the end of 2004, conclude that money growth (i.e. M3-growth) forecasts variations in inflation (i.e. changes in the HICP) better, the longer the time horizon that is observed. They report a coefficient value of 0.96, which does not significantly differ from 1.0 at the 1%-significance level, of money growth explaining variations in inflation as data fluctuations of eight or more years are used.
Crucial in “the Monetarist view”, as well, is the assumption of a stable demand for money function. Various empirical examinations prove this is true for the Euro area in the period before 2001
. Fagan and Henry (1998), e.g., show evidence for the existence of stable long run relationships, both at a country-specific level and an area-wide level, between monetary aggregates and income and interest rates variables for 14 countries in the Euro area while using Vector AutoRegression (VAR henceforth) analyses with data from the period 1981 - 1994. Brand and Cassola (2000), as well, using VAR methodology with data from the Euro zone from the first quarter of 1980 until the third quarter of 1999, find evidence for a stable long run money demand function. Finally, Brüggemann and Lütkepohl (2006), using a Vector Error Correction Model (VECM henceforth) with data from Germany from 1975 until 1998 and data from the Euro-currency countries after 1998 until the end of 2002, also demonstrate the existence of a stable long run money demand function. Therefore, before 2001, based on the assumption of a stable long run money demand function and evidence of a significant relationship between monetary aggregates and inflation in the long run, a monetary policy targeting growth rates of monetary aggregates could, according to Monetarists, be assumed a central bank’s optimal monetary policy in it’s achievement of price stability for the medium to long-term.

After 2001, however, empirical research showed that the traditional money demand functions became unstable (see, e.g., Dreger and Wolters (2009)). One of the reasons mentioned, is that wealth effects are not completely taken into consideration in the traditional models. If, for example, equity forms a substantial part of a household’s wealth, the demand for money will fluctuate together with movements in equity prices. Rising equity prices, e.g., could result in increases of the amount of wealth, which, in turn, could induce a rise in the demand for money (or, equivalently, a decrease in the velocity of money). Or, to the opposite, a rise in bond and stock prices could result in an increase in the demand for these assets relative to less attractive money holdings.

“the New-Keynesian view”

Evidence of unstable money demand functions, as well as the evidence that price stability could be maintained in spite of monetary aggregates growing at very high annual rates, led to the criticism that questioned the reliance central banks should put on monetary targeting. The most prominent view of this criticism, that of the New-Keynesians, assumes that monetary aggregates are not under the direct control of the monetary authorities, as well as that there is no evidence of a stable relationship between money growth and inflation in the long run. New-Keynesians thus argue monetary targeting is not the most optimal form for conducting monetary policy. Instead, New-Keynesians suggest inflation targeting, according to interest rate rules such as the Taylor rule, to be a more efficient manner of conducting monetary policy. In their view, it is argued that, as short-term nominal interest rates are assumed to be under the control of the central banks, these interest rates should be set in response to changes in output and inflation. Following the same theoretical model described above, “the New-Keynesian view” does not contain a money demand equation (i.e. equation 7) and replaces the money supply equation (i.e. equation 8) with an interest rate rule. In the long run, inflation will, therefore, be determined by an inflation target which is included in the interest rate rule. Hence, money will not be used in the optimal New-Keynesian monetary policy model
.
One example, inter alia, of empirical research which confirms the New-Keynesian view, is the article by De Grauwe and Polan (2001). In this article no evidence is found for a long-term relationship between money growth and inflation for low-inflation countries (i.e. countries with an average inflation rate of less than 10% on a yearly basis). Using data from the period of 1969 until 1999 from, respectively, 165 and 159 countries for the growth rates of M1 and M2, as well as using changes in the consumer price indices as measures of inflation, OLS regression analyses conclude that the overall long-term relationship between money and inflation is primarily driven by outcomes of the high-inflation countries. Removing these countries from the sample, does lead to the outcome of money growth becoming less important for the determination of inflation as well as becoming even insignificant. In the authors’ opinion, the ECB should not give money an important role in it’s monetary policy, since most member countries of the Euro area have a history of low inflation rates, so that money does not contain any informative value for future price developments in the majority of these countries. In another article, that of Gerlach and Svensson (2003), the predictive content of three variables for future inflation are examined using data from the Euro area of the period 1980 - 2001, using OLS, Generalized Least Square (GLS henceforth) and Seemingly Unrelated Regression (SUR henceforth) methodologies. These three variables are money growth, the output gap and the real money gap, the latter defined as the actual real money stock minus the long-run equilibrium money stock. Gerlach and Svensson (2003) question the role of money growth in the monetary pillar of the ECB’s monetary policy. They argue that money growth should not be given an important role in the conduct of the ECB’s monetary policy since it does not contain any predictive value regarding future price developments. The output gap and real money gap, on the other hand, are observed to be good predictors of future inflation. Gerlach and Svensson (2003) suggest to use these variables in the conduct of monetary policy, as they appear to be good determinants of two-year-ahead price developments. Finally, Woodford (2007) disputes the finding that different factors explain variations in inflation at different time horizons (see, e.g., Assenmacher-Wesche, K. and S. Gerlach, 2008). More specifically, Woodford (2007, p. 2) notes that “At the same time, all changes in the general level of prices, both in the short run and in the long run, are explained as resulting from the optimizing decisions of price-setters, who respond at all times to the same sorts of perceived changes in production costs and demand conditions. Hence there is no fundamental difference in the framework required to understand inflation determination over different time scales”. Woodford (2007) recommends the use of a typical New-Keynesian model, which consists of an aggregate expenditure equation, an aggregate supply equation and a monetary reaction function (i.e. a Taylor-type interest rate rule). If this model is in equilibrium, inflation will be determined by both the inflation target of the central bank and the difference between the natural rate of interest and the intercept adjustment in the central bank’s monetary policy reaction function (see Woodford (2007, p. 9)). Adding a typical money demand function (equation 10, for example) to this New-Keynesian model, does not change the obtained equilibrium values for the level of output, the nominal interest rates or the level of inflation. In this model, when money demand is equal to money supply, thereby using the obtained equilibrium values of the variables, this does show the relationship between money growth and inflation, which is an important relationship in “the Monetarist view”. Woodford (2007, p. 10), however, stresses that “Results of these kinds are perfectly consistent with the kind of model described above – in which there is assumed to exist a stable money-demand relation, but money does not play any causal role in inflation determination”. Additionally, Woodford (2007) shows evidence that in predicting future inflation, it matters most which variables explain short run variations in inflation rather than the trend-movement of inflation. Therefore, variables, such as the output gap, are preferred in their use for predicting future price developments relative to monetary aggregates. Instead, Woodford (2007, p. 22) recommends the use of variables which are available on a timely basis, measured with precision and have the most informative value regarding the future and current evolution of the interest rate gap (i.e. the difference between the natural rate of interest and the equilibrium rate of interest).
3. Empirical approach
In this section, I will outline the empirical framework. In addition, I will describe several practical difficulties, encountered if a central bank’s monetary policy is analysed according to instrument rules such as Taylor (-type) interest rate rules. In this section, I will also mention differences between prior research and the analyses performed in this article.
3.1 The empirical framework
To examine whether money growth (i.e. a representation of the ECB’s monetary pillar) plays a significant role in the ECB’s monetary policy conduct, I assume a central bank’s monetary policy is best represented by the level of short-term money market interest rates. In reality, neither interest rates nor the supply of money are a central bank’s true monetary policy instruments. Usually, these variables are treated as intermediate or operating targets. Actual current monetary policy at the ECB, for example, is mainly conducted through a combination of open market operations, standing facilities and reserve requirements. Frequently, however, the level of short-term money market interest rates is regarded to give a good representation of a central bank’s monetary policy decisions.

The original Taylor rule (see equation 1) forms the basic framework for the empirical part of this article. The Taylor rule will be expanded with a component which forms an important part within the ECB’s current monetary analysis, that is
(12)
rtT = rr* + πt  + α(πt - πT) + β(y - y*)t + γ(Δmt - ΔmRef)

where all terms are defined as in equation 1 and the last part, (Δmt - ΔmRef), stands for the deviation of current money growth (i.e. Δmt) from it’s reference value (i.e. ΔmRef), which is used by the ECB as a benchmark. Building on a combination of the articles of Taylor (1993), Clarida et al. (1998), Gerdesmeier and Roffia (2003), Gerlach (2007) and Gorter et al. (2008), I will estimate the following Taylor-type rule, assuming it gives a good representation of the ECB’s monetary policy decisions,
(13)
rt = c1 + c2(πt-2) + c3(πt-1E) + c4(yt-1E) + c5(Δmt-3) + c6(Δexchratet-1) + c7(rt-1)

where the dependent variable, rt, represents the ECB’s nominal instrument interest rate, c0 is a constant, πt-2 is a 2-month lagged inflation variable based on past information, πt-1E is a one-month lagged variable which represents the expected rate of inflation, yt-1E is a one-month lagged measure of the expected level of real output, Δmt-3 is a three-month lagged variable representing money growth, Δexchratet-1 is a one-month lagged measure of the change in the nominal exchange rate and the last part, (rt-1), represents a one-month lagged variable consisting of past levels of the ECB’s instrument interest rate. Using data from the period of January 1999 until November 2009, I will estimate the coefficient values of c1, c2, c3, c4, c5, c6 and c7 and observe whether the estimated coefficient value for money growth (i.e. c5) differs significantly from 0.
Although the methodology used in this article builds on the methodologies used in the articles of Taylor (1993), Clarida et al. (1998), Gerdesmeier and Roffia (2003), Gerlach (2007) and Gorter et al. (2008), it should be noted that caution is urged for when one compares the findings observed in those articles with the outcomes of the empirical part of this article. First, the objective of this article is to examine whether money growth has a significant influence on the ECB’s instrument interest rate decisions. It is not the objective of this article to examine the magnitude of the coefficients for either the output or inflation variables. Second, contrary to the original Taylor rule in which an output gap based on quarterly GDP data is used, the empirical part of this article will use a variable representing economic conditions based on survey measures, i.e., a variable based on monthly expectations data considering the expected level of output (i.e., yt-1E in equation 13). Hence, the unit of measurement of the various variables, the data sources, the frequency of the data as well as the sample period differ between the methodology used to estimate the original Taylor rule and the methodology which is used to estimate the Taylor-type rules in this article. Furthermore, I will examine whether the outcomes change if the variable measuring the expected level of output is replaced by a variable measuring expected output growth (i.e, in equation 13, yt-1E is replaced by Δyt-1E). Despite the differences between the methodologies, I will, however, define the estimated reaction functions in this article as Taylor-type rules. Finally, the original Taylor rule specifies that the data used for the construction of both the output gap (i.e., the component (y - y*)t in equation 1) and the inflation gap (i.e., the component (πt - πT) in equation 1) are measured at the same time (i.e. measured without a lag) the central bank takes it’s instrument interest rate decisions (i.e., represented by the variable rtT in equation 1). In this article, I will use monthly averages of the interest rate which is used to represent the ECB’s instrument interest rate. Data from the beginning of each month as well as from the end of each month is used from this interest rate variable to construct the ECB’s instrument interest rate measure. With the assumption that the values of the remaining variables (i.e., the variables representing, respectively, the (expected) rate of inflation, the expected level of output (growth), the growth of money and the exchange rate) are not known at the beginning of each month, I assume the ECB’s instrument interest rate decisions are based on information regarding these variables which is dated at least one month before the ECB took it’s instrument interest rate decisions. Hence, I will measure the data for these variables taking a lag of at least one month into account (i.e., in equation 13, the variables will be measured as πt-2, πt-1E, (Δ)yt-1E, Δmt-3, Δexchratet-1 and rt-1)
.
3.2 Methodology issues

Several practical and theoretical difficulties exist when regression analyses are performed to describe a central bank’s monetary policy according to Taylor (-type) rules. Inter alia, Gerdesmeier and Roffia (2003, p. 11) review some of these problems. Next, I will describe these difficulties and explain how they are dealt with in this article.

First, it is stated that the estimated coefficient values are dependent on the estimation methodology. As I will try to use the variables in such a way that, at the time the ECB takes it’s interest rate decisions, their values are known to the ECB
, I will perform regression analyses according to OLS methodology and correct for possible violations of the OLS underlying assumptions. A different methodology to estimate central banks’ reaction functions is the Generalized Method of Moments (GMM henceforth). Inter alia, Carstensen and Colavecchio (2004) estimate reaction functions for the ECB using GMM. Carstensen and Colavecchio (2004) use GMM because their reaction functions are based on ex-post realized data. More specifically, Carstensen and Colavecchio (2004, p. 5) argue that “The GMM approach … and is necessary because at the time of an interest rate decision, the ECB cannot observe the ex post realized contemporaneous right-hand side variables …” Gerdesmeier and Roffia (2003, p. 20) also use GMM as their estimation methodology by stating that in the case of ex-post realized data, the independent variables might not all be exogenous which would result in inconsistent and biased OLS coefficient estimates. Finally, Gerlach (2007) applies ordered-probit models in estimating reaction functions for the ECB. Because Gerlach (2007, p. 5) uses the repo rate as the ECB’s policy instrument interest rate and this interest rate changes only by discrete amounts (i.e. the repo rate is not measured on a continuous scale), estimating reaction functions with OLS methodology would be inappropriate. However, as I will use real-time data as well as the European OverNight Index Average (EONIA henceforth), which is an interest rate measured on a continuous scale, to represent the ECB’s instrument interest rate, OLS methodology will be applied in this article.

Second, Gerdesmeier and Roffia (2003) stress that the estimated coefficient values are dependent on the sample period. Regime shifts, for example, could lead to different coefficient values for the same variable if data from different sample periods are used. Additionally, central banks could give different weights to target and or indicator variables in their monetary policy conduct or changes could appear in the economic models used by the central banks’ policymakers. In their article, Carstensen and Colavecchio (2004), examine the effects of the ECB’s strategy revision of May 2003 by estimating Taylor-type rules and conducting structural stability tests
. Carstensen and Colavecchio (2004, pp. 16-17), using data from the period of January 1999 until February 2004, conclude that “Overall, … at the moment there is not enough evidence to reject the hypothesis of structural stability of the ECB policy reaction function, even though some minor doubts remain”. Taking the finding of Carstensen and Colavecchio (2004) into account, I will calculate equation 13 for the period of January 1999 until November 2009 as a whole, as I do not expect the estimated coefficients to have changed significantly throughout the sample period because of changes in the ECB’s monetary policy conduct. I will, however, examine whether the recent period of financial turmoil has an influence on the overall results.

Third, it should be noted that reaction functions can be heavily influenced in the presence of so-called non-linearities. This means that central banks’ policymakers do not respond in the same way to identical positive and negative deviations from the target values (e.g. positive and negative deviations of actual money growth from the ECB’s reference value for money growth). Assuming that the ECB’s monetary policy reactions do not differ if equal positive and negative deviations from target values appear (i.e. assuming the ECB does not want an annual increase in the HICP of below or equally above 2% over the medium-term) and taking the conclusions from Carstensen and Colavecchio (2004), i.e. that the ECB’s reaction function did not change because of it’s May 2003 strategy revision, into consideration I do not expect the ECB’s estimated reaction function to suffer from non-linearities.
Finally, Gerdesmeier and Roffia (2003) note that central banks have a preference to gradually change their instrument interest rates. This means that a central bank’s actual nominal interest rate is assumed to be dependent on both it’s targeted and lagged level. Clarida et al. (1998, p. 1038) argue that central banks’ tendency to smoothly change their instrument interest rates can be represented by the following equation, that is

(14)
rt = (1 - ρ)rtT + ρrt-1 + υt
where rt is the central bank’s actual (or realized) nominal interest rate, ρ is the interest rate smoothing parameter, rtT  is the prescribed level of the central bank’s short-term nominal instrument interest rate, rt-1 is a lagged value of the actual nominal interest rate and υt is an exogenous random shock to the interest rate. Clarida et al (1998) assume υt to be independent and identically distributed. To take central banks’ tendency to smoothly change their instrument interest rates into account, the component c7(rt-1) is included in equation 13. I will assume that the coefficient c7 represents the interest rate smoothing parameter ρ of equation 14.
4. The results
In section 4.1, a description of the data will be presented. In section 4.2, I will describe several data-related issues which arise when central banks’ reaction functions are estimated using Taylor-type rules. Then, in section 4.3, the properties of the data will be analysed to examine whether the OLS underlying assumptions are satisfied. Finally, this section will also contain the results of the estimations of the various Taylor-type rules.
4.1 Data

As stressed in section 3.2, to simulate the ECB’s monetary policy decisions with the amount of information which was available for the ECB at the time it had to take it’s instrument interest rate decisions, the intention was to use real-time data as much as possible. Recently, the ECB announced the start of it’s Real-Time DataBase (RTDB henceforth)
. The majority of the data in this article comes from this statistical database. Data from the RTDB is equal to the data published in the ECB’s Monthly Bulletins and starts in January 2001. For some variables, however, data was reconstructed back for periods before 1999 or starting in 1999. Data from before the initiation of the single Euro area monetary policy conduct is constructed by using aggregated data from the different Euro area member countries. The latest available (real-time) data from the RTDB comes from November 2009. Next, I will briefly describe the variables used in this article.
Instrument interest rate

As the ECB’s actual short-term nominal instrument interest rate I will use EONIA. The data for this variable comes from the RTDB and is calculated as monthly averages expressed as an annual percentage
. This variable is available from the RTDB until November 2009. A different way to represent the ECB’s interest rate decisions, and equal to the methodology of Gerlach (2007),  would be using changes in the repo rate as opposed to using the level of EONIA. This is because the ECB does not completely control EONIA. In reality, EONIA fluctuates around the interest rate on Main Refinancing Operations (MRO henceforth) which the ECB does control. An option would, therefore, be to describe the ECB’s instrument interest rate decisions by taking changes in the MRO interest rate as the dependent variable in equation 13. However, taking into consideration that the level of short-term money market interest rates is frequently regarded to give a good representation of a central bank’s monetary policy decisions (see, e.g., the Federal Funds Rate for the U.S. in the article of Bernanke and Blinder (1992)), EONIA fluctuates closely around the interest rate on MRO and in line with the methodology of Gerdesmeier and Roffia (2003), I will use EONIA as the ECB’s policy instrument interest rate. Furthermore, in line with Bernanke and Blinder (1992), I will use the instrument interest rate in levels rather than first-differences, as short-term noise might distort the empirical results if the instrument interest rate is used in first-differences.
Inflation

As a measure for inflation and in accordance with the methodology of Gerlach (2007), the HICP based on all items but excluding energy and unprocessed food prices will be used. The data for this variable comes from the RTDB and is calculated as monthly averages expressed as an annual percentage change. Real-time data for the HICP is available from the RTDB until October 2009. Although Gerlach (2007) and Gorter et al. (2008) argue that central banks are forward looking in their monetary policy conduct and, hence, it is expected that a measure representing inflation based on past information does not have a significant influence on central banks’ instrument interest rate decisions, this variable is merely used as a control variable. Furthermore, Gerlach (2007, p. 8) argues to use the HICP which excludes energy prices instead of the HICP including energy prices, because recent oil-price shocks should be considered to have a temporary effect on inflation and should therefore not be regarded to have an influence on central banks’ medium to long-term inflation focus.

Inflation expectations
To take central banks’ forward looking monetary policy conduct into account, I will also consider a measure of inflation based on expectations data. Expectations data about the future rate of inflation are derived from survey measures from The Economist. Every month The Economist publishes “The Economist poll of forecasters” which contains averages from forecasts of financial institutions regarding future inflation and future real output growth for the current and following year. Future inflation is represented by the percentage increase in consumer prices. In accordance with Gorter et al. (2008), the variable representing the expected rate of inflation is constructed in such a way that the weight given to current year’s expectations is equal to 

(15)
(13 - m)/12

where m is the month of the year in which the expectation is made. The weight given to next year’s expectations is

(16)
(m - 1)/12

where m is equal to m as defined in equation 15. Data from the December edition of The Economist, for example, will receive a weight of 1/12 for current year’s expectations and a weight of 11/12 for next year’s expectations
. The Economist started publishing this data in November 1998. In this article, the most recent data used for this variable comes from The Economist’s October 2009 edition.

Expected real output

In this article, contrary to the original Taylor rule, where an output gap is used (i.e., the deviation from the actual level of output from the potential level of output, represented by the term (y - y*)t in equation 1), and in line with the assumptions of Gerlach (2007, p. 9) who argues that “Since output gaps consequently can only be constructed with long time lags and are highly uncertain, they are never discussed in the editorials and do not appear to play much of a role in the ECB’s interest rate setting … By contrast, … the editorials frequently comment on survey measures of economic conditions, which are typically available with very short lags and never updated.”, I will use data from survey measures to represent economic conditions. A variable measuring expectations regarding the future level of real output is derived from the Economic Sentiment Indicator (ESI henceforth) from the RTDB. The ESI is constructed as a weighted average of several confidence indicators from various sectors
. The ESI measure is seasonally adjusted. It’s long-term average is set equal to 100 and an ESI value of below/above 100 should be interpreted as a below/above average economic sentiment (see Giannone et al. (2010, p. 83)). Equal to the methodology of Gerlach (2007), the ESI measure will be constructed as the percentage deviation from it’s sample mean. This variable is available from the RTDB until November 2009.
Expected real output growth

Besides the variable which is based on expectations data regarding the future level of output, I will use a second measure representing economic conditions through expectations data. More specifically, this variable is based on expectations data about future real output growth. Equal to the data for the expected inflation variable and in line with the methodology of both Gerlach (2007) and Gorter et al. (2008), data regarding expected real output growth are also derived from survey measures from The Economist. The methodology and sample period for the expected real output growth variable are identical to those used for the expected inflation variable. As noted in section 3.1, the variables representing economic conditions based on expectations data regarding the expected level of real output (i.e. the variable yt-1E in equation 13) and expected real output growth (i.e., when the variable yt-1E is replaced by the variable Δyt-1E in equation 13) will be used in the ECB’s estimated reaction functions to examine whether there will be a difference in the outcomes if one of the variables is replaced by the other variable.
Nominal effective exchange rate

In line with the method of Gerlach (2007), a measure representing changes in the nominal effective exchange rate will also be examined on it’s significance in the ECB’s instrument interest rate decisions. The nominal effective exchange rate variable comes from the RTDB, where it is measured as an index, with the first quarter of 1999 as it’s base period. Furthermore, this measure is based on a weighted average of the euro currency against forty-one currencies of the Euro area’s main trading partners. In the RTDB, this variable is constructed in such a way that an increase means that the Euro currency becomes relatively more expensive. In this article, changes in the nominal effective exchange rate will be measured as annual percentage changes. The most recent available data for this variable from the RTDB comes from November 2009. Finally, to stay close to the methodology of Gerlach (2007) I will use the nominal effective exchange rate against a broad basket of different currencies and not the real effective exchange rate against a broad basket of different currencies.

Money growth

Finally, data representing money growth will also be taken from the RTDB. The RTDB contains seasonally adjusted measures of the broad money aggregate M3 in millions of Euros. Equal to the ECB’s monetary analysis and the methodology of Gerlach (2007), this variable will be constructed as a three-month moving average of it’s annual percentage change. Data for this variable is available from the RTDB until October 2009. Different options to examine the influence of money growth on the ECB’s instrument interest rate decisions would be by taking the total amount of (broad) money in Euros (i.e., in equation 13, replace Δmt-3 by mt-3) or subtracting the ECB’s reference value for money growth from it’s actual percentage of growth (i.e., in equation 13, replace Δmt-3 by the term (Δmt-3 - ΔmRef)). However, taking into consideration the notes of Gerlach (2007, p. 7) that “… the emphasis put on M3 growth in the ECB’s public statements suggests that it is the single most important indicator of monetary developments.”, as well as the statement by Gorter et al. (2008, p. 478) that “…, subtracting a fixed number from an explanatory variable (i.e., subtracting the ECB’s fixed reference value ΔmRef from the actual money growth variable, if the term (Δmt-3 - ΔmRef) is used to examine the influence of money growth on the ECB’s instrument interest rate decisions) only changes the point estimate of the constant.”, I will use annual percentage changes of the broad money aggregate M3 as a representation for money growth.
4.2 Data issues
In line with the methodological issues described in section 3.2, Gerdesmeier and Roffia (2003) also mention some data-related difficulties which arise when a central bank’s monetary policy is described using Taylor (-type) rules. Next, I will summarize these difficulties and explain how they are dealt with in this article.
First, it should be noted that all data is used on a monthly frequency and comes from the period of October 1998 until November 2009. The Taylor-type rules, however, will be estimated for the time period of January 1999 (i.e. the inception of the Euro area’s single monetary policy conduct by the ECB) until November 2009. The difference between the starting date of the sample period of the dataset and the starting date of the estimations of the Taylor-type rules, arises because some variables become publicly available with a lag. The largest lag being three months (i.e. for the money growth variable) estimating Taylor-type rules starting in January 1999 will mean that the oldest data are from October 1998.
Second, besides lags in the availability of the data, the uncertainty which arises because of revisions of the data, are another cause for concern. Orphinades (2001), for example, demonstrates that using ex post data, which might have been revised, instead of real-time data, could lead to different outcomes regarding central banks’ monetary policy descriptions. For the ECB, both Gerlach (2007) and Gorter et al. (2008), inter alia, observe that using expectations data for output growth has a significant effect on the ECB’s interest rate setting process, whereas such evidence is not found if Taylor rules are estimated using ex-post data. To circumvent the problems of timely data-availability and data revisions and in accordance with the methodologies of Gerlach (2007) and Gorter et al. (2008), the variables (i.e. the inflation and output variables) in equation 13 will be based on expectations data derived from survey measures. Data from these surveys are often available within a short period of time and are never revised. Equal to the method of Gerlach (2007, pp. 10-11), the Taylor-type rules in this article will also take the specific amount of time into account at which data for each type of variable becomes available for the ECB at the time it takes it’s instrument interest rate decisions. This means that, the past inflation variable will be used with a two-month lag, the expected inflation variable, the two measures representing expected output growth and changes in the nominal effective exchange rate will be all considered with a one-month lag and, finally, money growth will be used with a three-month lag.

Finally, Gerdesmeier and Roffia (2003) stress that the original Taylor rule does not take into account the forward looking behaviour of a central bank, i.e., only information about current developments of the rate of inflation and level of output has an impact on a central bank’s monetary policy decisions. In reality, as noted by Gerdesmeier and Roffia (2003, p. 12), interest rate decisions will be taken based on information regarding future developments of the variables, for example the rate of inflation and level of output, because of lags in the transmission mechanism of a central bank’s monetary policy. Therefore, in equation 13, as noted above and equal to the methods of Gerlach (2007) and Gorter et al. (2008), the variables (i.e. both inflation and the level of output) will be based on expectations data derived from survey measures. These measures are forward looking by their nature.
4.3 Estimation of the Taylor-type rules

This section will report the empirical results. Equation 13 forms the base case (BC henceforth) equation within this estimation. Several alternative Taylor-type rules
, however, will also be estimated in order to examine the effect of changes in the structure of the BC.
Before the BC Taylor-type rule equation 13 is estimated, tests will be performed to evaluate whether the data satisfies the OLS underlying assumptions. First, Table 1 reports the correlations between eight variables during the sample period. It should be noted that the variable realΔm should be interpreted as real money growth. This variable is constructed by subtracting the inflation variable (i.e. π in Table 1) from the money growth variable (i.e. Δm in Table 1). Furthermore, the variables ΔyE(gdp) and yE(esi) are the expected output growth measure and expected level of real output measure from, respectively, The Economist and the RTDB’s ESI. All remaining variables are as defined in equation 13.

----------------------------------------
INSERT TABLE 1 HERE

----------------------------------------

From Table 1, it becomes clear that there is a strong correlation between ΔyE(gdp) and yE(esi). Hence, to avoid multicollinearity problems, only one of the two survey based measures will be used in the estimation of each the reaction functions at the same time.
Unit root tests

Figure 1 shows the time series of the variables.

----------------------------------------
INSERT FIGURE 1 HERE

----------------------------------------
To test the variables formally on the presence of a unit root or whether they are stationary, Augmented Dickey-Fuller (ADF henceforth) tests and Kwiatkowski-Phillips-Schmidt-Shin (KPSS henceforth) tests were conducted. Table 2 shows the results of these tests.

----------------------------------------
INSERT TABLE 2 HERE

----------------------------------------
As becomes clear from Table 2, the ADF and KPSS tests show some contradictory outcomes. Taking, for example, the option of including an intercept but not a trend for the interest rate variable, the ADF does not reject the null hypothesis of the presence of a unit root, whereas the KPSS test does not reject the null hypothesis of the variable being stationary. If the option is examined of including an intercept but not a trend for both the past inflation and expected inflation variable, the ADF test and the KPSS test point in the same direction that both variables are stationary. Considering the option of including an intercept but not a trend, both the ADF and KPSS test reject their null hypotheses for both the expected output growth measure and the expected level of output measure. If the option of including both an intercept and a trend is used for the money growth variable, the ADF and KPSS test respectively indicate the presence of a unit root and the variable being stationary. However, considering this option for real money growth as well, both tests point to non-stationarity for this variable. Finally, the ADF and KPSS test contradict in their outcomes for the variable representing changes in the exchange rate. If an intercept is included but not a trend, the ADF test does not reject the presence of a unit root, whereas the KPSS test does not reject the null hypothesis of stationarity. A criticism to unit root tests, e.g. the ADF test, is that they have low power in finite samples, i.e., it will become more difficult to reject the null hypothesis of the presence of a unit root in the variable if the sample size is limited. Unit root tests also seem to be sensitive to regime shifts or trend breaks. Taking these criticisms into account as well as the assumption of Gorter et al. (2008, p. 480) that “…, from an economic point of view, the arguments for stationarity are very strong, as there has been a stable monetary regime in place with a fixed inflation objective.”, I will also use the variables assuming they are stationary.

----------------------------------------
INSERT TABLE 3 HERE

----------------------------------------

The reaction functions

Estimating BC equation 13 gives a value of 0.01 for the money growth variable in the ECB’s monetary policy reaction function (see Table 3, third column), which is significant at the 10%-significance level. However, apart from testing the variables on their properties (i.e. their mutual correlations and unit root or stationarity tests), the residuals of the estimated equations should also be examined in order to evaluate whether the OLS underlying assumptions based on the regression residuals are fulfilled.

----------------------------------------
INSERT FIGURE 2 HERE

----------------------------------------

Figure 2 gives a closer look at the regression residuals from the BC equation 13. From the tests to examine the extent of skewness
 (i.e. whether the variable’s distribution is symmetrical) and kurtosis
 (i.e. whether the variable’s distribution has specific weight in the tails of the probability density function) in the distribution of the regression residuals, as well as the Bera-Jarque test
, which has a null hypothesis that the variable (i.e. the regression residuals here) satisfies a normal distribution, it can be concluded that the regression residuals from the BC equation 13 satisfy the OLS assumption of normally distributed regression residuals.
If the focus is on the OLS assumption of no autocorrelation in the regression residuals, the Durbin-Watson test statistic value of 1.647 (see Table 3, third column at the bottom) suggests that there is no significant evidence for first order autocorrelation in the regression residuals. If, however, a Breusch-Godfrey Serial Correlation LM test, based on 12 lags, is conducted, the null hypothesis of no autocorrelation in the regression residuals is rejected at the 5%-significance level (see Table 3, third column at the bottom).

Furthermore, turning to the OLS assumption of a constant (i.e. homoskedastic) variance of the regression residuals, both the residual plot and the two White Heteroskedasticity tests (i.e. with and without cross terms), suggest a violation of this OLS assumption.

----------------------------------------
INSERT FIGURE 3 HERE

----------------------------------------
From the regression residual time plot in Figure 3, it can be observed that during the period of 2000 - 2001 as well as the period starting at the midst of 2008 until the midst of 2009, there appears to be evidence of heteroskedasticity in the regression residuals of BC equation 13. This could be explained by specification problems such as missing variables (i.e. omitted variables) which were relevant in only that part of the sample period. Another explanation could be the existence of certain crises or events during particular periods of the sample. Missing variables as well the existence of certain crises or events result in the addition of noise to the dataset.

To test the OLS assumption of no heteroskedasticity in the regression residuals formally, two White Heteroskedasticity tests were performed (see Table 3, third column at the bottom). The null hypothesis of a constant variance of the regression residuals is rejected at the 1%-significance level, for the two test options. This suggests the presence of heteroskedasticity in the BC equation 13 regression residuals. Hence, to deal with autocorrelation and heteroskedasticity in the regression residuals at the same time, the subsequent estimations of the BC equation 13 (i.e. the variant BC-HAC in Table 3) and it’s variants (i.e. the variants BC 3 until BC 9 in Table 3) will be based on the Newey-West heteroskedasticity and autocorrelation consistent methodology. Furthermore, it should be noted that to avoid multicollinearity problems as well as possible decreasing efficiency, the variables whose coefficient values did not appear to be significantly different from 0 in the BC-HAC, BC 3 and BC 4 equations were dropped in the estimation of the other reaction functions.
In what follows, the most striking results will be summarized. First and in accordance with the observation of Gerlach (2007)
, money growth appears to be significant in each of the Taylor-type rules
. BC 5, for example, where the two inflation variables and the exchange rate variable were dropped from the estimation, a t-statistic of 1.89 with a probability-value of 0.061, means that the estimated coefficient value for the money growth variable appears to be different from 0 at the 10%-significance level. This coefficient value should be interpreted as such that a one percent increase in money growth would lead to an increase in EONIA of one basispoint. The only exception where the coefficient for the money growth variable is not significantly different from 0 is BC 6, which is estimated with the expected output growth measure instead of the expected level of output measure (i.e., in equation 13, yt-1E is replaced by Δyt-1E). If, however, the money growth variable is replaced by the real money growth variable (see BC 8 and BC 9), the coefficient for the real money growth variable is significantly different from 0 irrespective of which survey based measure regarding expected economic conditions  is used.

Second, the ECB’s instrument interest rate decisions do not appear to taken based on information regarding either past inflation or expected inflation (see BC-HAC, BC 3 and BC 4)
. The general finding of insignificance for the inflation variables is in accordance with the conclusion of Gerlach (2007, p. 13), who states that “Second, irrespective of how it is measured, the inflation rate is insignificant, except in the case of expected inflation when the output gap is used, in which case the parameter is negative”. Furthermore, it could be noted that the observed insignificance of the coefficient value for the inflation variable which is based on past information is in agreement with the arguments of Gerdesmeier and Roffia (2003) that, because of lags in the transmission mechanism of a central bank’s monetary policy, information about future developments of these variables, not past information regarding these variables, has an impact on a central bank’s instrument interest rate decisions. Finally, there is some discrepancy between the finding of Gorter et al. (2008) that the ECB did respond to expected inflation and the insignificance found in this article for the expected inflation measure. As noted in section 3.1, this might be related to differences in factors such as estimation techniques, the sample period or the construction of the variables
.

Third, in line with the findings of both Gerlach (2007) and Gorter et al. (2008), the significant coefficient values for the two variables representing economic conditions suggest that the ECB, in it’s instrument interest rate decisions, takes expectations regarding future economic activity into account. Gorter et al (2008, p. 482) argue that this observation, in combination with their observed significance for the inflation variables based on expectations data, might imply that “So either the expected output growth contains information on future price developments or the ECB is not an “inflation nutter”, as sometimes suggested by it’s critics”.

Fourth, equal to the finding of insignificance for the exchange rate variable by Gorter et al. (2008), annual changes in the effective nominal exchange rate do not appear to be significant in the ECB’s instrument interest rate decisions (see BC-HAC, BC 3 and BC 4). If, however, the sample period of the BC-HAC equation is restricted to using data from the period of January 1999 until June 2006, the estimated negative coefficient value
, which is different from 0 at the 1%-significance level, is in accordance with the observed significant negative coefficient value found by Gerlach (2007). With respect to the significant negative coefficient value for the exchange rate variable, Gerlach (2007) states that “The negative sign indicates that the Governing Council is likely to reduce interest rates when the currency is appreciating, presumably because this is expected to reduce inflation pressures.”
Fifth, the lagged level of the ECB’s instrument interest rate variable is observed to have a coefficient value of around 0.91 throughout all estimated BC variant equations. This coefficient value differs from 0 at the 1%-significance level in all the BC variants. Additionally, if this variable is omitted from the BC equation (see BC 7), the percentage of the variance in the dependent variable explained by the independent variables drops from around 98.5% to 56.6%. This shows the importance of including lagged levels of the ECB’s instrument interest rate (i.e. the interest rate smoothing parameter) in the ECB’s policy reaction functions.

Finally, it could be noted that the estimated coefficients for the two inflation variables as well as the coefficients for the two survey based measures representing future economic conditions deviate a lot from the values as originally proposed by Taylor (1993), that is, a coefficient value of 0.5 for both α and β in equation 1, or, equivalently, a coefficient value of 1.5 for the current inflation variable and a coefficient value of 0.5 for the output gap variable (see equation 2). However, as noted above, differences in factors such as the unit of measurement of the variables, the data sources, the data frequency, the sample period as well as the objectives of the estimation between the methodology used for the estimation of the original Taylor rule and the methodology used to estimate the Taylor-type rules in this article, are related to the differences in outcomes.
5. Summary and conclusions
In this article, I examined whether money growth played a significant role in the ECB’s instrument interest rate decision process for the period of January 1999 until November 2009. One of the main assumptions in this article is that the ECB’s instrument interest rate decisions can be described using a Taylor-type rule based on real-time data.

In general, the ECB takes money growth into account in it’s instrument interest rate decisions. Considering the estimated reaction functions in Table 3, the coefficient value for the money growth variable, whether it be represented by nominal money growth or real money growth, is observed to be significantly different from 0 for almost all equations. Examining the influence of money growth on a central bank’s instrument interest rate according to Taylor-type rules, however, heavily depends on the construction of the Taylor-type rules. Differences in factors such as the unit of measurement of the variables, the data sources and the sample period could result in very different outcomes. In line with the methodology of Gerlach (2007), to examine what factors the ECB considers important for future inflation, including estimations of the relations between future inflation and variables that might possess indicative information regarding future inflation is left for further research. Examining the identification of exogenous monetary policy shocks could lead to a better description of what type of information, at what specific time, the ECB considers important in determining medium to long-term future price developments. Including this information in the ECB’s monetary policy reaction functions could result in better descriptions of the ECB’s actual instrument interest rate setting process. Moreover, the ECB’s actual monetary pillar consists of analysing many components and counterparts of multiple monetary aggregates. As the example in section 2.1 demonstrates, seemingly equal developments in different monetary aggregates can have different implications for price developments on the medium to long-term future. This means that the ECB’s monetary pillar depends on analyses of several monetary aggregates as well as analyses of their components and counterparts. Examining the influence of money growth on the ECB’s instrument interest rate by estimating monetary policy reaction functions using Taylor-type rules, expanded with several different monetary aggregates and their components and counterparts could lead to better descriptions of the ECB’s actual instrument interest rate decisions as well.
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(-) All variables are as defined in equation 13 or eslewhere in the text above this table

Table 2.

 

Unit root test/Stationarity tests; sample period 1999:01 2009:11

³ The test results of the option "No intercept, no trend" are not included for these variables since these variables are either thought of to have an intercept (i.e. the variable r) or 

because these variables are economic time series that are assumed to grow over time so a trend is assumed to be included (i.e. the variables Δm and realΔm)

² KPSS test has H0: Variable is stationary; with critical values from Kwiatkowski et al. (1992); lag length determined using standard default option in Eviews

¹ ADF test has H0: Variable has a unit root; with one-sided probability values in parentheses from MacKinnon (1996); lag length determined using Akaike Info Criterion

Augmented Dickey-Fuller test¹

Notes:

Kwiatkowski-Phillips-Schmidt-Shin test²

Critical values Critical values
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BC 9

0.12** 0.12 0.14 0.12 0.14** -0.06 1.49*** 0.11 -0.16***

(0.06) (0.10) (0.10) (0.08) (0.07) (0.09) (0.44) (0.08) (0.05)

[2.07] [1.17] [1.33] [1.38] [2.07] [-0.65] [3.42] [1.48] [-3.43]

0.04 0.04 0.03

(0.04) (0.05) (0.04)

[0.84] [0.79] [0.71]

-0.01 -0.01 0.00

(0.04) (0.07) (0.06)

[-0.29] [-0.19] [0.00]

0.13*** 0.11***

(0.04) (0.03)

[3.49] [3.64]

0.01*** 0.01*** 0.01*** 0.01*** 0.01*** 0.07*** 0.01***

(0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.00)

[8.80] [4.46] [4.53] [5.18] [6.01] [7.47] [4.73]

0.01* 0.01* 0.02** 0.01* 0.01* 0.01 0.20***

(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.05)

[1.70] [1.82] [2.24] [1.67] [1.89] [1.27] [3.83]

0.02* 0.05***

(0.01) (0.01)

[1.81] [4.86]

0.00* 0.00 0.00 0.00

(0.00) (0.00) (0.00) (0.00)

[-1.70] [-1.25] [-1.02] [-1.21]

0.91*** 0.91*** 0.91*** 0.91*** 0.91*** 0.91*** 0.92*** 0.91***

(0.02) (0.02) (0.02) (0.02) (0.02) (0.03) (0.02) (0.03)

[54.03] [52.38] [54.71] [45.55] [47.16] [32.79] [45.75] [36.00]

0.985 0.985 0.985 0.985 0.985 0.981 0.566

0.985 0.982

1.647 1.647 1.646 1.645 1.633 1.298 0.058 1.631

1.422

0.000 0.000 0.000 0.000 0.000 0.000 0.133

0.000 0.006

0.000 0.000 0.000 0.000 0.000 0.000 0.027

0.000 0.000

0.023 0.023 0.027 0.024 0.034 0.001 0.000 0.027 0.001

Table 3. 

Estimation Taylor-type rule (equation 13); sample period 1999:01 2009:11

Variable:

constant

π

t-2

c

1

c

2

Coefficient:

Variant Taylor-type rule:

¹ Test has H0: the variance of the regression residuals is constant (homoskedastic); the reported values are probability values

Adjusted R-Squared

Durbin-Watson test statistic

White Heteroskedasticity Test (no cross terms)¹

White Heteroskedasticity Test (with cross terms)¹

c

6

Breusch-Godfrey Serial Correlation LM Test²

y

t-1

E(esi)

Δm

t-3

c

4

c

4

Δy

t-1

E(gdp)

c

3

π

t-1

E

c

5

c

5

realΔm

t-3

(-) *, ** and *** imply significance at the 10%-, 5%- and 1%-level, respectively

(-) All variables are as defined in equation 13 or elsewhere in the text above this table

c

7

Δexchrate

t-1

r

t-1

(-) T-statistics between brackets

² Test has H0: the regression residuals are not autocorrelated; the reported values are probability values; based on 12 lags

(-) Standard errors in parentheses; starting from the heteroskedasticity and autocorrelation consistent variant of the base case equation (i.e. 

BC-HAC), all reported standard errors for the coefficients of all the remaining base case variants are Newey-West heteroskedasticity and 

autocorrelation consistent

Notes:
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Fig. 1. Time series of the variables.
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Series: Residuals

Sample 1999M01 2009M11

Observations 131

Mean       -2.10e-16

Median   -0.000250

Maximum   0.379343

Minimum  -0.367606

Std. Dev.    0.130295

Skewness   -0.071338

Kurtosis    3.799596

Jarque-Bera  3.600922

Probability  0.165223


Fig. 2. Properties of BC equation 13 residuals.
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Fig. 3. Residual plot BC equation 13.
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� The ESCB, i.e. the European System of Central Banks, includes the national central banks of each European Union member country as well as the ECB.


� For more details on the objective of the European Union, see Article 2 of The Treaty of the European Community from the 29th of July 1992.


� For further details on the ECB’s monetary policy strategy and it’s objectives, see: www.ecb.europa.eu/mopo/strategy


� For more detailed information about the start of the use of the reference value for money growth, as well as the determination of  the values for the other variables (i.e. price stability, potential output growth and the velocity of money), see the ECB’s press releases on the 13th of October 1998 and the 1st of December 1998.


� Since the outbreak of the recent global financial crisis, however, annual growth rates of M3 have declined substantially in the Euro area. The annual growth rate of M3 in December 2009, for example, measured -0.2% (see the ECB’s Monthly Bulletin of February 2010, p. 16).


� For a detailed overview of how the ECB communicates with it’s inhabitants regarding it’s monetary policy, see: www.ecb.europa.eu/mopo/strategy/comm/html/index.en.html


� Or, quoting Milton Friedman (1963), that “inflation is always and everywhere a monetary phenomenon”.


� The McCallum monetary base rule, is a monetary policy rule in which the (quarterly) growth rate of the monetary base is the central bank’s policy variable. For more information on the McCallum monetary base rule, see McCallum (1987).


� The five Euro area countries are Austria, Belgium, France, Germany and the Netherlands, see Peersman and Smets (1999, p. 89).


� The only exception was the period of 1992 - 1993, which was characterized by financial turmoil in the European foreign exchange markets (see Gerlach and Schnabel (2000, p. 167).


� The Governing Council is the ECB’s most important factor in it’s decision-making process. It conducts and formulates the ECB’s monetary policy. Besides all the Euro currency countries’ national central bank governors, each ECB’s Executive Board member has a seat in the Governing Council. For more details on the ECB’s organisational structure, see the following link: http://www.ecb.int/ecb/orga/escb/html/index.en.html 


� For an in-depth review of how monetary analysis is performed at the ECB, see, e.g., Fischer et al. (2006).


� See the ECB’s Monthly Bulletin of July 2007.


� For more detailed information on the effects of financial globalisation on inflation in the Euro area and how these effects are taken into account in the ECB’s monetary analysis, see the ECB’s Monthly Bulletin of August 2008.


� The Quantity equation or equation of exchange, originally described by Fisher (1911, p. 25), was of the form M x V = p x Q, with p and Q representing, respectively, the price and quantity sold of any particular good in a given year. This equation changed to it’s present form (i.e. replacing p and Q with, respectively, P and Y) as data about national incomes became better available.


� This example stems from the ECB’s Monthly Bulletin of August 2008. 


� For an in-depth discussion about the use of monetary aggregates in central banks’ monetary policy, see, e.g., Beyer, A. and L. Reichlin (2006).


� For a more detailed explanation of both expectational and nominal rigidities in the context of monetary policy transmission mechanisms, see King (2002, p. 168).  


� This time-horizon is equal to the medium-term focus of the ECB’s monetary policy. Also, as Chart A in the ECB’s Monthly Bulletin of July 2007, p. 54, demonstrates, it is shown that the predictability of M3-growth for inflation reaches it’s highest point between 4 and 10 quarters.  


� For an in-depth review of literature about long run money demand functions in 14 individual EU member countries in the period before 1996, see Browne et al. (1997).


� For a more detailed description of monetary policy according to interest rate rules, see King (2002).


� The specific amount of time at which data for each type of variable becomes available for the ECB is explained in more detail in section 4.2.


� Albeit that, as defined in equation 13, the variables other than the ECB’s instrument interest rate are all measured with a lag of at least one month. As noted in section 3.1, this is based on theoretical reasons. Here (i.e., in section 3.2), the term “known to the ECB” is used to mark the difference between using real-time data and ex-post data when a central bank’s monetary policy is described according to Taylor (-type) rules. The differences between the use of these types of data is explained in more detail in section 4.2.


� This revision included that the role of money changed from “prominent” into serving to cross-check the results from the economic analysis on price developments for short to medium-term. Another feature of the revision was that the ECB remained at it’s inflation target of an annual increase in the HICP close to 2%. Furthermore, to stress the long-term importance of money growth in the ECB’s assessment of monetary developments, the ECB announced it would no longer review money growth’s reference value on an annual basis.  For more details on the ECB’s monetary policy revision of May 2003, see the ECB’s press release on the 8th of May 2003 and Carstensen and Colavecchio (2004).


� See the ECB’s press release on the 19th of January 2010.


� For more detailed information about data from the RTDB, see Giannone et al. (2010). 


� The Economist “changes” next year’s expectations into current year’s expectations in it’s March editions. This means that next year’s expectations data in The Economist’s January and February editions will be given a full weight of 12/12.


� The different sectors (including the weight of the sector’s confidence indicator in the ESI) are: construction (5%), consumers (20%), industry (40%), retail trade (5%) and services (30%).


� As noted in section 3.1, I will define the estimated reaction functions as Taylor-type rules, although I am aware of the differences, e.g. in the construction of the variables and the objectives of the estimation, between the original Taylor rule and the Taylor-type rules estimated in this article.


� Symmetry in a normally distributed variable implies a skewness coefficient value of 0.


� A normally distributed variable implies a kurtosis coefficient value of 3. In Figure 2, the reported coefficient value of 3.800 shows evidence of small excess kurtosis in the regression residuals of BC equation 13. However, taking into account the outcome of the Bera-Jarque test, the extent of excess kurtosis does not appear to have such impact on the distribution of the regression residuals of BC equation 13 that the null hypothesis of a normal distribution is rejected.


� More specifically, the Bera-Jarque test is used to examine whether the coefficients for excess kurtosis and skewness are jointly zero (see Brooks (2008, p. 163)).


� As noted in section 3.1, comparing the results of other articles with the results observed in this article urges for caution because of differences in factors such as estimation methodology, sample period and the objectives of the estimations. For example, Gerlach (2007) makes use of ordered-probit models. Furthermore, Gerlach (2007) uses monthly changes in the ECB’s repo rate as the dependent variable, while the empirical research is based on data from a sample period that runs from February 1999 until June 2006.


� Additionally, it could be noted that the recent financial crisis did not have an influence on the coefficient for the money growth variable in the ECB’s instrument interest rate decisions. Looking at the BC equation 13’s residual plot in Figure 3, the period from July 2008 until July 2009 is characterized by a deviating pattern. If, however, a dummy variable, that takes the value of 1 for data from this part of the sample period and 0 otherwise, is added to the BC-HAC equation, no significant changes are observed for the coefficient value of the money growth variable. To save space, these results are not shown here but they are available upon request.


� The only exception is when the sample period is restricted to using data from the period of January 1999 until June 2006 for the BC-HAC equation, which is equal to the sample period used by Gerlach (2007). Using data from this sample period, the estimated coefficient value for the past inflation variable is different from 0 at the 10%-significance level. To save space, these results are not shown here but they are available upon request.


� Gorter et al. (2008) use non-linear least squares (NLS henceforth) and GMM estimation methodologies. Furthermore, their sample period includes data from January 1997 until December 2006.


� To save space, these results are not shown here but they are available upon request.
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