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Abstract

This research paper is about the predictability of the spark-spread. The purpose of the paper is to find indicators of the spark-spread in order to get more insight in the movement of the spark-spread. The spark-spread is first examined from a time-series perspective resulting that the spark-spread is not different from a random walk. Secondly, the spark-spread is being tested with a fundamental model to derive different factors that might influence the spark-spread. Various factors are tested for a possible influence on the spark-spread, but only the oil-price and the emission rights futures have a significant influence on the movement of the spark-spread.
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 Introduction

The electricity price and gas price are two commodities on which a greenhouse owner is dependent. The spark-spread covers this is in a rate which values the profitability of producing. The spark-spread is defined as the theoretical gross income of a gas-fired power plant from selling a unit of electricity, having bought the fuel required to produce this unit of electricity. Since it is possible to buy or sell forward contracts, it is very beneficial to know exactly when this rate is high or when it is low. The predictability of the spark-spread is, therefore, important.

In this paper I will investigate the spark-spread from a typical green house owner`s perspective, who is aiming for as much profit as possible. In other words, the green house owner benefits mostly from low gas prices and high electricity prices (the large spark-spread). Because the main focus of this paper is from a micro perspective to the spark-spread, it will simplify the analysis of the spark-spread. 

Considering the movement in the market on forward contracts when the spark-spread rises and when it goes down, it is plausible to assume that there is a convergence in the spark-spread. For example, when the spark-spread is at a high point, more owners of green houses will buy forward contracts. This would eventually make the spark-spread decline and visa versa. So, greenhouse owners have an idea when the spark-spread is high or when it is low. In this paper I am going to try to find some indicators for the predictability of the spark-spread. It might be too complicated to predict the spark-spread accurately, but my objective is to find at least some indicators of the spark-spread.
H0 There are no parameters that indicate the movement of the spark-spread
Ha The spark-spread has specific parameters that indicate the movement of the spark-spread
If the H0 hypothesis is rejected, it means that it is possible to say when the spark-spread is low or when it is high, but it is also possible to say which direction it is going to be when you can predict the different parameters. 
The structure of this paper is as follows. First of all, I explain what the spark-spread is exactly. The second chapter tries to find the answer to the first basic question in this research: What is written about predictability and what models are used to measure it? This chapter has a purpose to create a basic funding. Chapter three is about the statistical details of the spark-spread. In chapter four I compare the spark-spread with a random walk using time-series.  Chapter five looks from a more micro-economic perspective to the spark-spread and gives some directions for chapter six, which is about a factor analysis. It will provide results of the research and chapter seven contains a conclusion. 

Chapter 1. What is the spark-spread?

The spark-spread is defined as the difference between electricity prices and gas prices times a certain heat rate. This heat rate determines how much of the gas is used to produce electricity. In other words, the spark-spread says whether it is economically interesting to produce for electricity companies (when gas is the input factor). Sometimes the spark-spread can also be defined as a function of the coal price, but this is not so common anymore, since most electricity facilities use gas to produce electricity.

Nowadays the spark-spread is used not only as a theoretical function, but also in forward contracts in energy markets. It makes sense for electricity suppliers to fix their spark-spread and at the same time their profit margin. It is interesting to look at the predictability of these contracts, because it determines when it is beneficial to produce and when not. If it is possible to say whether the spark-spread is high or low, or which factors determine the price of the spark-spread forward contracts, it is possible to advise companies how to trade and hedge their risks. Not only electricity suppliers such as major electricity companies deal with the spark-spread forward prices. Also owners from greenhouses derive electricity with the same turbines used for warming up their greenhouses. 
An important factor is the heat-rate. It determines how much of the gas can be used to generate electricity. Of course this is different for every business, but often an average of all the players on the market is used to establish a common price. For gas-fired plants this efficiency rate lies around 50%. In the United Kingdom and Germany a standard efficiency is used of 49,13% for the conversion of gas into electricity, because it provides an easy conversion of (25 000 therms of gas = 15 MW of power), and I have chosento use the same rate in this research paper. 

The research has a structure: every chapter opens or closes another door to the solution of predicting the spark-spread. In the beginning I will research the characteristics of the spark-spread and will use time-series to compare the spark-spread to a random walk. Based on the outcome of this sub-question, I will elaborate more either on price-differences or on price-levels in the following chapter. 
Chapter 2. Literature

In this chapter I will search for some answers in the literature to get a starting point for my research. The first question I would like to investigate in the literature is: 

In which models are economic parameters estimated?

Durbin (1959) wrote about models of lagged variables of dependent variables. Furthermore, also models of instrumental variables in a similar method were used by Sargan (1960).

Godfrey (1978) examined the problem of testing general autoregressive and moving average error models (ARMA). Mickey and Greenland (1989) examined preliminary testing for confounding of control variables, resulting that most of the critics on this method are justified.
The second question that plays an important role in my research, especially in chapter 4, is:  How is it tested that a model predicts better than a random walk?

Allen (1971) wrote that mean squared errors are more meaningful than the residual sum of squares, which is commonly used to measure if a model predicts better than a random walk. Because of relatively high standard errors, it was  problematic to estimate mean squared errors accurately for small samples. Prasad and Rao (1990) used second order approximations to the mean squared error to overcome this problem. 
The third question, which is related to the statistical analysis and later to the factor analysis, is: What are the characteristics of the spark-spread? 

Lucia and Schwarz (2001) did a one and two-factor analysis to explain the behaviour of power derivatives. Important factors in this market are non-storability, the illiquidity and seasonal effects. 

Benth and Saltyte-Benth (2006) modelled the spark-spread by using a mean-reverting model with diffusion and jumps. The main advantage of this model is that the price can be analytically determined. 

I quote from the research of Carmona and Durrleman (2003):  ‘Maturity of commodities (gas,electricity) differ typically for the spark-spread.’ 

According to Hsu (Hsu 1998) there is a small positive correlation between gas and electricity markets, 0.3. 

Deng, Johnson and Sogomonian (2001) stated in the introduction of their paper about valuating spark-spread options that the electricity market has unique characteristics (referring to Deng, 1999), such as the non-storability and a strong mean reversion over short horizons, which would be inconsistent with an efficient market for a storable good. As the spark-spread represents a rate between a storable and non-storable good, it is a challenge to value it. 
Chapter 3. Statistical Analysis
The data of the spark spreak are determined by the following formula:

Spark-spread = Power Price– (Gas Price / Heat Rate) 
The Power Price consists of the prices of ENDEX future contracts per delivery quarter of the year 2010 (for example, for the 1st quarter of 2010, all the prices from 29th December 2008 till 26th October 2009 (end of my dataset) are used, for the 2nd quarter, all the prices from 30th March 2009 till 26th October 2009 are used etc.). The prices are base load prices, since the spark-spread is about the downside risk, not the upside of electricity prices.  The prices are stated in €/MWh.
The Gas Price consists of the prices of TTF future contracts per delivery quarter of the year 2010 just like the Power Price. Also these prices are end of day prices, since intra-day trading is very important only for the power, but not for other factors. Also these prices are in €/MWh
The Heat Rate is determined as a fixed number. In Germany and the UK market a value of 49,13% is used, because it provides an easy conversion between gas and power volumes (25 000 therms of gas = 15 MW of power). Therefore, in this analysis a heat rate of 49,13% (fuel efficiency) is used for the facility.
Graph 1 Spark-Spread Q1 
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Table 1
	Statistics Spark-spread
	Q1
	Q2
	Q3
	Q4

	
	
	
	
	

	Mean
	14,89386493
	10,54369
	15,53198
	15,60236

	Standard Error
	0,212189192
	0,176264
	0,166937
	0,160348

	Median
	15,04964177
	10,49127
	15,58189
	15,53675

	Standard Deviation
	3,06023605
	2,122497
	1,548109
	0,717098

	Sample Variance
	9,365044682
	4,504994
	2,396641
	0,514229

	Kurtosis
	-0,449444487
	-0,53324
	-0,68298
	-1,61137

	Skewness
	-0,036120825
	-0,31188
	0,163178
	0,049869

	Range
	14,86817627
	9,254975
	6,854598
	2,135522

	Minimum
	7,126254834
	5,503367
	12,12711
	14,55972

	Maximum
	21,9944311
	14,75834
	18,98171
	16,69524

	Sum
	3097,923906
	1528,835
	1335,75
	312,0471

	Count
	208
	145
	86
	20

	Confidence Level(95,0%)
	0,418328944
	0,348399
	0,331915
	0,335612


Chapter 4. Spark-spread versus Random walk

In the Statistical Analysis I have shown some characteristics of the spark-spread. In this chapter I will focus on autocorrelation in order to estimate the parameters of an ARMA-model. In a later phase I can test whether the spark-spread has a unit root or not, and in that way I can conclude if the spark-spread is similar to a random walk.

Estimation Parameters ARMA-model

It is important to first look to the graphs of autocorrelation and partial autocorrelation of the spark-spread. As you can see, especially for the partial autocorrelation, there are similar patterns for all quarters. Based on these results, I can estimate the parameters of a first order ARMA model now. 

Table 2 Autocorrelation and Partial Autocorrelation Spark-Spread Q1, Q2, Q3 and Q4
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The ARMA model has the following form: 

[image: image6.png]s(t)=a+es(t—1)+e(t)




 S(t) represents the spark-spread, defined as the electricity price minus the gas price times a constant heat rate. Since the autocorrelation data showed a typically high first lag autocorrelation, I have only included the first order component s (t - 1). The following results show the estimations of the parameters α and φ:

Table 3 ARMA parameters α and φ
	α
	coefficient     
	std. error
	t-ratio 
	p-value

	Q1
	15,7739
	1,62119
	9,730
	2,25e-022

	Q2
	10,5145
	1,45023
	7,250
	4,16e-013

	Q3
	14,9851
	1,18895
	12,60
	2,02e-036

	Q4
	15,8408       
	0,477205    
	33,19     
	1,27e-241

	φ
	coefficient     
	std. error
	t-ratio 
	p-value

	Q1
	0,972585
	0,0150544
	64,60
	0,0000

	Q2
	0,973850
	0,0192372
	50,62
	0,0000

	Q3
	0,967370
	0,0263071
	36,77
	5,14e-296

	Q4
	0,864179
	0,100894
	8,565
	1,08e-017


The coefficients of φ point to the possible existence of one unit root. In the following section the spark-spread is tested for having one unit root.

Augmented Dicky Fuller Test

In order to test whether the spark-spread has one unit root, the Augmented Dicky Fuller Test is used, given by the following formula: 
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Note that when not rejecting the null hypothesis, there is no evidence of not having the unit root. I have performed this test for all 4 quarters and have found following results:

Table 4 Results ADF Test

	ADF
	1st-order autoc. coeff. for e    
	estimated value of (a - 1):
	test statistic
	asymptotic p-value

	Q1
	-0,004
	-0,0320516
	-1,93208
	0,3177

	Q2
	-0,002
	-0,0385059
	-1,70122
	0,4307

	Q3
	-0,003
	-0,0664997
	-2,03793
	0,2706

	Q4
	0,005
	-0,20904
	-1,57911
	0,4933


At a 95% confidence interval I cannot reject the null hypothesis of the Augmented Dicky Fuller Test for all quarters, since the p-value is more than 0,05. For all quarters I have found insufficient evidence to reject the null hypothesis of having the unit root, which is consistent with earlier estimations. Considering that there is the unit root, I can conclude that the spark-spread is a non-stationary process, and therefore, equal to a random walk.  

Since I have shown that the one day spark-spread depends largely on the value of the previous day (it is depended on the component t in the ARMA model), I will elaborate further on price differences in the next chapter.
Chapter 5. Fundamental Model of the Spark-spread

If  the physical mechanism of the shape of the spark-spread were completely understood, it would be theoretically possible to write down a mathematical expression that described it exactly. In this case, it is clearly not possible to do this, and we must resort to a more empirical model because we have already seen extreme values in the statistical analysis and we can intuitively understand that this is not possible. In particular, I will use (incomplete) theoretical knowledge to indicate which model seems the most suitable for the behaviour of the spark-spread, and in the next chapter to estimate the different parameters.

Since I have not found any evidence for predictability from a time-series perspective, I continue my search for predicting more on the fundamental field. As suggested by Vazquez and Barquin (2009), a mixed approach (both fundamental and stochastic) might solve problems in explaining electricity prices. Even though the spark-spread is not only based on the electricity price, their method might be useful, especially their fundamental approach. Micro-economics and game-theory might help to understand when it is good to buy or sell spark-spread futures. 

In this perspective, I will model a greenhouse owner, who maximizes his profit, taking into account that his action influences the prices of spark-spread futures. His options are to sell, wait or buy the spark-spread futures.  I will use a similar method as the stylized form of Vazquez and Barquin. They assume a non-cooperative game and inelastic demand, based on an oligopoly market, where the players decide their output in order to maximize their profit. It is important to know why a greenhouse owner has an incentive to buy the spark-spread future. The spark-spread future provides a fixed input and output price for a certain period. So when compared to an electricity future, it is a little bit more complicated, since only the output is not enough. For simplicity, I assume that it is not possible to store input or output. So the gas that is bought must be used directly to produce electricity. Because of this assumption I can conclude that my output factor cannot change due to some other reason than my input factor. Also the heat-rate will be covered in the same factor which does not influence the model. Therefore, the model of the greenhouse owner has the following form:
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If we take into account that competitors can influence the price of the spark-spread and the only thing that the greenhouse owner can contol the factor [image: image12.png]


, the formula gets the following restriction:
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where [image: image15.png]


 is the price of the spark-spread future at time t,  [image: image17.png]


 is the quantity of the input (gas) to produce a corresponding output (electricity), and [image: image19.png]c:(F)



 are the extra costs for producing with respect to the input factor gas. At some point there should be a maximum of the quantity produced by the company and this is represented with [image: image21.png]


.

So what if we assume that these extra costs are close to zero and the spark-spread represents the profitability of a power producer. The optimal level of production is equal to: 
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And the complementarity condition:
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So in a market that is perfectly competitive, the price of the spark-spread will be equal to 0, since [image: image25.png]o
F;



 is equal to 0 as well. This could seem like the equilibrium in the long-run, assuming that the heat-rate of the spark-spread is exactly the same as the efficiency rate of producing the electricity from gas. Hence, if the company is producing (so [image: image27.png]


 is a positive number), it will automatically result in a negative price. So technically, none of the companys should produce at all. 

Now I can state that the model has to be adjusted, because it is not in line with my data. Apparently, the factor [image: image29.png]c:(F)



 cannot be equal to 0, since there is something that makes prices of spark-spread futures higher than they should be with any costs. 

So when I derive the optimal profitability function again, this time taking into account cost for generating, I get the following formula:
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To solve this set of equations, I need to make a definition of the market price, and the market clearing process. Assuming inelastic demand, I get the following market clearing condition:
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 is defined as the system demand of the spark-spread at time t. Vazquez and Barguin have written that the most essential part for the electricity market is the strategic interaction factor, which is the first derivation of the price with respect to the output of electricity. I consider this to be no different in the oligopolistic market of the spark-spread, and in my model it is defined as [image: image35.png]ot pi
=44



. This part is the strategic part of the formula and determines when the players place their bids in oligopolistic markets. In addition, it also raises the marginal costs ([image: image37.png]


.  A big company which has a larger maximum profit margin than a smaller company has a bigger incentive to raise the price than a small one, because its possibilities to produce below the margin are larger. Because bigger companies have relatively a larger maximum profit margin, their bid price might be lower than the one of smaller companies, since bigger companies have a bigger incentive to influence the market price. So the merit order of the strategic interaction game is not known a priori, but through the solution of the game, which is in line with findings about the electricity market. The bid price is not just only determined by the profit margin of one company, but it is determined by the profit margin of all the companies in the market. 

Chapter 6 Factor Analysis of the Spark-spread
As we have seen in chapter 4, no direct predictability of the spark-spread is possible from a time-series perspective. In the next chapter I have explained from a micro-economic point of view which factors have to determine the spark-spread. The conclusions were mainly stated on the capacity and the capacity of alternatives. In this chapter I will determine which exact factors have an influence on the spark-spread and might be wise to look at, when considering to buy a spark-spread future.

The spark-spread has a lot of factors that can logically influence the price of spark-spread futures. In the Netherlands there are just a few big energy companies which trade in Endex futures. Since it is such a small market for electricity, a capacity expansion would have a major impact on the spark-spread.  The energy companies are very careful with providing information about their exact production levels, because it gives advantages over to other energy companies. Although this is a factor that cannot be distinguished, it is of a less importance since the data are not easily accessible neither for new entrants in the market nor for a greenhouse owner or energy company. Capacity expansion can cause major sustainable jumps in the spark-spread futures price, but it does not occur so often. For the data I have used, there was no expansion of energy companies` capacity. This capacity could increase a demand of the spark-spread futures and drive the price up. In the next sections I compare the price of spark-spread Q1 2010 futures to different factors.
Direct factors
Emissions Rights

Every energy company needs to buy CO2-emission rights in order to produce electricity from gas in Europe. In Europe it is possible to buy European Union Emission Allowances (EUA) both on forward and spot markets. This is a major cost factor for energy companies. If they wanted to produce more, more CO2-emission rights have to be bought. Therefore, energy companies also use the ‘clean spark-spread’ in which the cost of emission rights is also taken into account. A greenhouse owner does not have to buy emission rights in order to produce electricity, because its capacity of producing electricity is substantially smaller. Hence, if all greenhouse owners produce electricity at the same time in the Netherlands, they produce as much electricity as two major energy companies. 
Nevertheless it is interesting to research whether the price of CO2 emission rights futures has any influence on the price of the spark-spread futures. In GRAPH 2 the price of CO2 EU emission Allowances futures for 2010 is compared to the price of spark-spread futures in absolute and relative terms (when 2nd January is taken as 100%). Intuitively, I expect that the price of EU emission Allowances futures would have a negative effect on the spark-spread as it increases the costs of production. The futures of gas will be less attractive to buy and their price will decrease. Therefore, a spark-spread future would increase in price, so in total there should be a positive relation between the price of EUA futures and the spark-spread futures.
Graph 2
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Graph 3
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I have established an OLS regression formula to investigate a linear relationship between the price of EUA futures and the spark-spread futures:

[image: image40.png]Sq1= by + b,EUA




I have used for the EUA component the absolute values of futures contract Early Dec. 2010 in €/t CO2. The SQ1 stands for the price of the spark-spread future with delivery in the first quarter of 2010. It is the most representative one since I have the data from the 1st of January 2009 till the 26th of October 2009, in total 206 observations.
Table 5
[image: image41.wmf]SUMMARY OUTPUT

Regression Statistics

Multiple R

0,628137714

R Square

0,394556987

Adjusted R Square

0,391589129

Standard Error

2,386527555

Observations

206

ANOVA

df

SS

MS

F

Significance F

Regression

1

757,180709

757,1807

132,9434

5,20996E-24

Residual

204

1161,884809

5,695514

Total

205

1919,065518

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

-0,501563388

1,342963741

-0,37348

0,709183

-3,149432409

2,146305633

EEX Future EUA 2010

1,118061636

0,096968891

11,53011

5,21E-24

0,926871871

1,309251401


As I have stated before, I would expect a positive influence and the results prove a significant positive influence. But also this positive influence can work the other way around. When gas futures get more expensive, EU emission Allowances futures are less attractive to buy. Although EU emission Allowances futures are not only dependent on the price of gas, there might be a circular relation. Note that only a small amount of the spark-spread is explained (39%) and the intercept is not significant.
Oil price
Oil is one of the main drivers of the gas price, so it is logical to assume it also has an influence on the gas futures, and therefore, on the spark-spread, too. Unlike the oil price futures, the oil price itself is extremely volatile and also its price is stated in dollars. So when researching whether there is any influence of the oil price, it is better to use the relative performance data rather than the absolute performance to rule out a currency influence. In the GRAPH 4 the absolute values of the oil price in € and the prices of Q1 2010 spark-spread future can be seen. All oil prices are end-of-day prices and prices of the spark-spread future as well. 
Graph 4
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In the GRAPH 4 I have shown the relative value of both components with oil prices noted in US dollar and in euro according to the same principle of the last section (the 2nd of January 2009 = 100%). The influence of currency fluctuations seems to have a minor effect on the shape of the oil price in the test period, so I can easily use the oil price in euro to analyse further. 
Graph 5
[image: image43.png]~——Qil Price in €

OilPrice in $
0 T T T T T T T T T
Q@ °9® ,Q% 9‘5 r 9@ %QQ QS)% ‘5»9
@ & N o¥ D
A R AN AR ARV T





Just as I have done with the emission rights, I want to measure the relationship between the oil price and the spark-spread. Therefore, I have established an OLS regression formula to investigate a possible linear relationship:
[image: image44.png]Se1= by + b,0




in which O stands for the oil prices noted in euro and SQ1 just as in the previous section stands for the price of the spark-spread future in Q1 2010. The results (Table 6) indicate a significant influence of the oil price, but the model explains 20,9% of the spark-spread, which is less than the emission rights. The oil price is an important factor and I will use it further for my combined analysis just as the emission rights.
Table 6
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Regression Statistics

Multiple R

0,45733957

R Square

0,20915948

Adjusted R Square

0,20516534

Standard Error

2,74177541

Observations

200

ANOVA

df

SS

MS

F

Significance F

Regression

1

393,6566446

393,6566

52,36653

9,90295E-12

Residual

198

1488,431813

7,517332

Total

199

1882,088457

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

6,88336318

1,117132663

6,161635

3,95E-09

4,680358098

9,08636827

Oil Price in €

0,18766307

0,025932949

7,236473

9,9E-12

0,136522846

0,238803301


Seasons

Seasonal influence is considered as a major influence on electricity prices. But does it really matter in which season to buy the spark-spread future? In the statistical analysis we have already seen that prices of different quarters of spark-spread futures differ throughout the year. So logically I assume that the seasonal effect is already captured in the different quartiles, and that it does not matter in which season the spark-spread future with delivery in Q1 of 2010 is bought. If there is a seasonal effect, summer should have a positive influence on the spark-spread and winter should have a negative one. 
I have tested this proposition using the following formula:

[image: image46.png]Se1= by + b6,




G stands for the different seasons (s can be winter, spring etc.). The seasons are defined by astronomical borders, so winter ends on the 21st of March, spring on the 21st of June etc. I have used this formula to calculate the results for 4 seasons. All these variables are dummy variables. 
I have found for winter, summer and autumn a significant influence on the spark-spread, but not for spring. For winter I have found a negative coefficient and both for summer and autumn a positive one, so it does matter, which conforms to my expectations.  Surprisingly, autumn yields a stronger positive effect on the spark-spread than summer. This is not what I have expected and I cannot find a logical explanation for this. Later on I will investigate summer and winter further in my combined analysis to see whether these seasons have the same influence. 
Table 7
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Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

15,76866661

0,218975491

72,0111

5,2E-147

15,33692121

16,20041201

winter

-3,328595482

0,419986282

-7,92549

1,46E-13

-4,156665989

-2,500524975

R Square

0,235420513

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

15,07144377

0,25150854

59,92418

1,8E-131

14,57555423

15,56733332

spring

-0,7249736

0,4699594

-1,54263

0,12447

-1,651574148

0,201626947

R Square

0,011530727

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

14,36555468

0,253931904

56,57247

1,2E-126

13,86488709

14,86622227

summer

1,509407515

0,441973696

3,415152

0,000769

0,637985285

2,380829744

R Square

0,05408091

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

14,33105548

0,197343034

72,62002

1E-147

13,94196195

14,72014901

autumn

4,771588968

0,59059735

8,079259

5,63E-14

3,6071313

5,936046636

R Square

0,242408562


Indirect factors  

Coal
The spark-spread is surely depended not only on its drivers. There are many other ways to make electricity. In the Netherlands there are a few big coal energy plants next to gas energy plants. Together coal and gas are the most important resources for producing electricity. If gas prices are relatively high compared to coal prices, an energy company might consider using the so called ‘dark-spread’ and start producing electricity from coal. The ‘dark-spread’ is defined as the price of electricity minus the price of coal. 
There are two big markets for coal: the RB and the DES ARA index. DES ARA is the European market and RB is the South African variant. It is possible for Dutch energy companies to buy future contracts on coal on the DES ARA market. To compare it with the spark-spread data, I have used the same quarterly future for coal.

Graph 6
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I have done the same as in previous sections to also show a relative performance graph so that I could see how the spark-spread is related to the coal future. The fluctuations seem to be a lot smaller for the coal future than for the spark-spread future. 
Graph 7
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Therefore, I assume that the coal future is a substitute for the gas future, and therefore, for the spark-spread as well. So if the price of the coal future goes down, it should have a negative effect on the spark-spread. Accordingly the price of the spark-spread should go up, since the gas futures price should go down because of a smaller demand for gas futures.

To test this assumption, I use the same regression formula as in the previous sections, but now with C as the DES ARA coal future in Q1. 


[image: image51.png]


 

The results indicate a non-significant influence of the coal future on the spark-spread future. This is not in line with my expectations. Maybe there is a combined influence with another factor, but for now I will not use the coal futures for my combined factor analysis.
Table 8
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Regression Statistics

Multiple R

0,0479755

R Square

0,0023016

Adjusted R Square

-0,002589

Standard Error

3,0635815

Observations

206

ANOVA

df

SS

MS

F

Significance F

Regression

1

4,417014303

4,417014

0,470619

0,493481228

Residual

204

1914,648504

9,385532

Total

205

1919,065518

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

17,225372

3,449041635

4,994249

1,27E-06

10,42503161

24,0257123

coal Q1 - DES ARA

-0,030337

0,044222482

-0,68602

0,493481

-0,117529117

0,05685436



Other spark-spreads
Of course there are more spark-spreads than the spark-spread of quarter 1 of 2010 future. An energy company can choose between many delivery times. But what is more interesting is whether there are more alternatives when a company wants to hedge just for the first quarter of 2010.
Apart from buying gas in the Netherlands, it is also possible to do this in Germany, for example. There are direct gas pipes to Germany, so an energy company can also look at the German spark-spread. In Germany there is the NCG market which is prohibited for foreign companies. Next to this market there is the GASPOOL market, and this market is more open. So I have created another spark-spread with gas futures from the GASPOOL market instead of TTF. In this way we can see if it is beneficial and how the Endex-TTF spark-spread is related to the alternatives. Of course it is also important whether the electricity is sold in the Netherlands or abroad. I have also analysed if it is beneficial to sell electricity in Germany, and have created another spark-spread. In this way we can see if it is beneficial and how the Endex-TTF spark-spread is related to the alternatives.
Graph 8
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Since in the GRAPH 8 blue and green lines do not differ so much from each other, we can say that the GASPOOL and TTF future prices do not really differ from one another. However, it does make a difference to sell electricity at the EEX, but it is not as beneficial as selling on the Endex. 
Obviously these two alternatives can theoretically be substitutes for the Endex-TTF spark-spread, but I have not taken into account possible extra costs this transaction may involve. Also for this quarter the alternatives are clearly too low to be beneficial. Nevertheless I would like to test whether there is any influence of one spark-spread on the other. It seems comparable to European stock markets which are highly correlated. For instance, information about German companies has an indirect effect on Dutch stocks. I also assume this connection with the spark-spreads. 
Because of consistency reasons, I want to investigate this connection in the same way as I have done in previous sections. So the formula for my analysis will be:
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SA is defined as the alternative spark-spread, which consists of the prices of the EEX futures and the GASPOOL futures with the same heat-rate. An alternative spark-spread can work as a substitute for SQ1. I have not taken extra (transportation) costs in consideration when using the alternative spark-spread.  I expect a strong relation between those two spark-spreads because they should have similar explanatory variables. After seeing the graph, I think that the substitution effect is not so strong for this spark-spread variable.
Table 9
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Regression Statistics

Multiple R

0,961978831

R Square

0,925403271

Adjusted R Square

0,925037601

Standard Error

0,837702304

Observations

206

ANOVA

df

SS

MS

F

Significance F

Regression

1

1775,909508

1775,90951

2530,704353

6,035E-117

Residual

204

143,1560107

0,70174515

Total

205

1919,065518

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

3,900630629

0,22560965

17,2892899

7,71909E-42

3,455804917

4,345456341

Spark-spread GASPOOL - EEX

0,821374468

0,01632753

50,3061065

6,035E-117

0,789182116

0,85356682


The results show that the most of the spark-spread is explained by the alternative spark-spread, which is not very surprising. Since these spark-spreads are so closely related, the substitution effect is minimal. 
Therefore it is not necessary to use this variable for my combined analysis, and it is clearly not an explanatory variable, which can explain the shape of the spark-spread.
Wind energy
Wind energy is an alternative source of electricity, which already plays a significant role in Europe. In the Netherlands its capacity compared to other sources of electricity is limited, but in the near future it should increase. Inevitably this will affect the spark-spread. At this moment there are no sufficient ways to measure the increasing capacity of wind energy. Also the period of the tested timeframe is too narrow to test if wind energy has any effect on the spark-spread. I will not take this source of energy into consideration, just as solar energy, which does not play a significant role at this moment. 
Cross sectional analysis
From previous sections I have selected four variables (EEX Future EUA, Oil price, Winter-dummy and Summer-dummy) to use for my cross sectional analysis. All these values proved to have a significant influence on the spark-spread. In this section, I will test which values are the best predictors of the spark-spread. Note that because of American holidays, 5 values of the oil price are dropped out. I will use the following OLS formula:
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Table 10
Model 1: OLS, using observations 1-206 (n = 201)

Missing or incomplete observations dropped: 5

Dependent variable: Spark-spread Q1

	
	Coefficient
	Std. Error
	t-ratio
	p-value
	

	Intercept
	-0,820492
	2,11727
	-0,3875
	0,69879
	

	EEX Future EUA
	0,918805
	0,133934
	6,8601
	<0,00001
	***

	Oil price
	0,0551887
	0,0237016
	2,3285
	0,02091
	**

	Winter-dummy
	-0,111988
	0,647457
	-0,1730
	0,86286
	

	Summer-dummy
	-0,583677
	0,414355
	-1,4086
	0,16053
	


	Mean dependent var
	 14,84543
	
	S.D. dependent var
	 3,067658

	Sum squared resid
	 1082,905
	
	S.E. of regression
	 2,350537

	R-squared
	 0,424631
	
	Adjusted R-squared
	 0,412889

	F(4, 196)
	 36,16273
	
	P-value(F)
	 1,27e-22

	Log-likelihood
	-454,4584
	
	Akaike criterion
	 918,9169

	Schwarz criterion
	 935,4334
	
	Hannan-Quinn
	 925,6002


The results indicate that the dummy variables for seasons do not have any influence on the spark-spread, because the p-value is too large. Also, just 42% of the spark-spread is explained. I have removed the dummy variables and adjusted the formula:
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TablE 11
Model 2: OLS, using observations 1-206 (n = 201)

Missing or incomplete observations dropped: 5

Dependent variable: Spark-spread Q1

	 
	Coefficient
	Std. Error
	t-ratio
	p-value
	

	Intercept
	-0,517881
	1,37257
	-0,3773
	0,70635
	

	EEX Future EUA
	0,913285
	0,128415
	7,1120
	<0,00001
	***

	Oil price
	0,0475679
	0,0169644
	2,8040
	0,00555
	***

	Mean dependent var
	 14,84543
	
	S.D. dependent var
	 3,067658

	Sum squared resid
	 1094,041
	
	S.E. of regression
	 2,350630

	R-squared
	 0,418714
	
	Adjusted R-squared
	 0,412842

	F(2, 198)
	 71,31200
	
	P-value(F)
	 4,73e-24

	Log-likelihood
	-455,4867
	
	Akaike criterion
	 916,9734

	Schwarz criterion
	 926,8833
	
	Hannan-Quinn
	 920,9834


The results of model 2 indicate significant influence of both factors, but the intercept is not significant. Most important is that these two factors are both very significant and prove to be a major explanation for the spark-spread. 
When I leave out the intercept in the model (model 3), I find highly significant results again. Just the R-squared value and also the standard errors are biased and cannot be taken seriously. 
TablE 12
Model 3: OLS, using observations 1-206 (n = 201)

Missing or incomplete observations dropped: 5

Dependent variable: Spark-spread Q1
	
	Coefficient
	Std. Error
	t-ratio
	p-value
	

	EEX Future EUA
	0,873511
	0,0731761
	11,9371
	<0,00001
	***

	Oil price
	0,0481944
	0,0168466
	2,8608
	0,00468
	***


	Mean dependent var
	 14,84543
	
	S.D. dependent var
	 3,067658

	Sum squared resid
	 1094,828
	
	S.E. of regression
	 2,345559

	R-squared
	 0,976292
	
	Adjusted R-squared
	 0,976173

	F(2, 199)
	 4097,410
	
	P-value(F)
	 2,0e-162

	Log-likelihood
	-455,5589
	
	Akaike criterion
	 915,1178

	Schwarz criterion
	 921,7245
	
	Hannan-Quinn
	 917,7912


I think that the results of Model 2 are most valuable. Both the oil price and the EUA future have a significant influence on the spark-spread. When looking to these factors, you can get a good indication of the direction of the spark-spread. 

As an illustration I have made a forecast based on this model and the spark-spread future for half a year (180 days). 
Graph 9
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The static model fits quite well with the actual spark-spread. The deviations of the spark-spread (green area) are not more than €10. Some jumps of the spark-spread are not covered in the model, for example, the one from 100 till 120. But it is possible to say that the forecast predicts that eventually the spark-spread is going to come down. Hence it might not be a good time to buy the spark-spread now.
In line with Durbin (1959) and Godfrey (1978) it might be good to use lagged variables and instrumental variables to get stronger relations and predictions. 
Chapter 7. Conclusion
The spark-spread futures are hard to forecast and to analyse and this research has not changed this. However, it has given some hints about what the spark-spread does, how it is influenced and in what way it can be analysed in order to say whether it is expensive or not to buy the spark-spread. 

In this inquiry I have started to analyse the spark-spread from a time-series perspective. I have found that the spark-spread has a unit root, and therefore, is a non-stationary process. So I have concentrated more on price differences in the following chapters. From a micro-economic point of view I have concluded that the spark-spread is mainly depended on capacity. However, the problem there is that the market is not transparent, so we cannot derive direct factors. I have derived different indirect factors and eventually I have come to the conclusion that by looking to the emission rights futures and to the oil price I get the best static forecast model of the spark-spread. I can reject the null hypothesis that there are no indicators at all for the spark-spread. It is possible to indicate the directions of the spark-spread by forecasting the oil-price and the emission rights futures, however, this is not an easy to use method.  

I suggest that future research should focus on predicting the spark-spread more closely. I have estimated indicators of the spark-spread, and I have shown that from a time-series perspective the spark-spread is a non-stationary process. Vazguez and Barguin suggested using a mixed-approach for electricity prices, and this might be a good start-up point for forecasting models of the spark-spread. Since the market of the spark-spread can rapidly change when alternative sources of energy are developed, I strongly recommend investigating these energy prices. Also, it might be useful to test my conclusions for different spark-spread in countries besides the Netherlands, because there are dissimilarities between energy markets of different countries.
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