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Abstract.

Recent studies have shown that there is a strong seasonal effect in stock markets. Jacobsen and Visaltanachoti (2005) showed that sectors in the US stock market perform significantly better during the winter period than during the summer period. In this thesis I study the presence of the seasonal effect in different sectors in the European Monetary Union (EMU). My results show that only 3 sectors of the 10 sectors perform better during the winter than during the summer. These higher returns during the winter period are not significant and cannot be explained by higher risk or by the ‘January effect’. I conclude that ‘the Sell in May effect’ is not present in the EMU sectors.
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1. Introduction.

There have been many studies that showed that there is a strong seasonal effect in stock markets. Recent evidence showed that the stock market returns are lower during the summer months (this is the period from May through October) than during the winter months (this is the period from November through April). This anomaly is called the ‘Sell in May effect’ because investors who believe in this strategy sell their stocks at the start of May and then invest in bonds or in a deposit account and in the month September investors choose to sell their bonds and invest in stocks. 

A recent study of Jacobsen and Visaltanachoti (2005) showed that the ‘Sell in May effect’ is present in the US stock market. They found that all the sectors in the US stock market perform better during the winter period than during the summer period. Jacobsen and Visaltanachoti found also that the differences between the summer and the winter returns are statistically significant. 

In my research, I focus on the sectors in the European Monetary Union (EMU). I will take a look at the different sectors and examine in which sectors the ‘Sell in May effect’ is present. My hypothesis is that the Sell in May effect is related to different sectors in Europe. 

2. Theory.

2.1. EMH.

The market where the efficient market hypothesis (EMH) applies is the ideal market for optimizing capital allocation (see Eugene F. Fama, 1970). Followers of the EMH believe that security markets are efficient in providing information about the individual stocks and about the market as a whole. The security prices in an efficient market always reflect the information that is available. That means that there must be an immediately adjustment on price formation if new information is released.      

There are three different forms of the EMH. These forms are weak, semi-strong and strong. Weak EMH is the form where the prices of the traded assets already contain all the past publically information. The semi-strong EMH is the form where the prices of the traded assets already contain publically information and where the prices immediately change if new public information is released. Strong EMH is the form where the prices reflect even hidden information.

The efficient market hypotheses is increasingly criticized (see Malkiel, 2003) at the beginning of the twenty-first century. There are many financial economist and statisticians who argue that the security markets are not fully efficient and that the stock prices are at least partially predictable. Psychological factors, behavioral factors and stock price patterns in the past are used to predict the stock prices.    

2.2. Sell in May effect.
Investors who believe in the ‘Sell in May effect’ sell their stocks at the start of May and then invest in bonds or in a deposit account and in the month September investors choose to sell their bonds and invest in stocks (see Bouman and Jacobsen, 2001). Investors follow this strategy because ‘the Sell in May effect’ indicates that there are lower average returns during the period May through October. 

Bouman and Jacobsen have analysed the ‘Sell in May effect’ and they find that the effect has occurred in 36 of 37 countries examined. They find systematically negative returns during the period May through October. 
2.3 Explanations.

There are several possible explanations for the ‘Sell in May effect’. In this section I am going to discuss briefly the following explanations; risk, the ‘January effect’, the ‘SAD effect’ and data mining.
There is a trade-off between risk and expected return when money is invested. The expected return is the weighted average of the possible returns. Risk is the difference between the actual return and the expected return (see Werner P.M. de Bondt, 1993). I will discuss two ways for determining the level of risk. 
The standard deviation is a measure that is often used for quantifying risk. The standard deviation measures the variability. It shows how much variation there is from the expected value. A high standard deviation indicates that the data is spread out over a large range of values.   

The beta (β) is also a way to measure risk. The beta of a stock is a number that is describing the relation of the stock returns with the returns of the financial market as a whole. To calculate the beta the covariance of the return of an effect and the portfolio is divided by the variance of the portfolio. When a stock is not at all correlated with the market it has a beta of zero. A positive beta means that the stock is moving in the same direction as the market. A negative beta shows that a stock is inversely following the market as whole. 
The capital asset pricing model (CAPM)  (see William Sharpe, 1964) is the oldest model of asset pricing. The CAPM measures the beta of an asset. This is the systematic risk that is measured by the covariance of the asset’s return with the market return. The return on a diversified portfolio of common stocks is in most empirical studies used as the market return (see John Y. Campbell, 1996). The non-systematic risk is unrelated to the return from the market portfolio and is almost completely diversified away in a large portfolio.      

The ‘January effect’ is an anomaly in the financial market. The ‘January effect’ was first detected in 1980 by Donald Keim. According to this anomaly the prices of financial securities increase in the month of January. Investors who want to benefit from the ‘January effect’ are buying securities, before the end of the year, for a lower price and selling the securities in January to generate profit from the price differences. 
The ‘SAD effect’ (Seasonal Affective Disorder) is an extensively documented medical condition. The ‘SAD-effect’ is the effect that the investors are more depressed during the fall. This is caused by the decreasing hours of daylight during the fall. Kamstra, Kramer and Levi (2003) have investigated the relationship between the ‘SAD effect’ and the seasonal time variation of the stock market returns. They conclude that there is a significant relation between the ‘SAD effect’ and the lower stock returns during the summer. 

Data mining is exploring large data bases in the hope of finding a useful pattern. Suppose we have a large dataset that contains the stock returns in the US for the past 30 years. This large dataset contains patterns that we could use for business decisions. However, random fluctuations could cause a lot of these patterns. In this situation we are dealing with data mining (see David J. Hand, 1998). When we are analysing financial data our goal is not to model random patterns but to model the underlying structures. These underlying structures may lead to repeatable patterns. 
3. Literature overview.

In this chapter I will discuss a well known market saying; ‘‘Sell in May and go away, but remember, come back in September’’. Investors who believe in this strategy sell their stocks at the start of May and then invest in bonds or in a deposit account and in the month September investors choose to sell their bonds and invest in stocks. Investors who follow this strategy believe that they are better off because the stock returns are lower during the period May through October. 
          3.1 The Halloween indicator.
Sven Bouman and Ben Jacobsen (2001) have analysed the ‘Sell in May effect’. They have researched whether the stock market returns are significantly lower during the period May through October than the stock market returns during the rest of the year. They found that the ‘Sell in May effect’ is especially strong and also highly significant in the European countries. Their sample showed evidence that the ‘Sell in May effect’ has been perceptible for a very long time in a number of countries. They didn’t find evidence that the Sell in May effect can be explained by risk, cross correlation between markets or the January effect.

First, Bouman and Jacobsen started their research by taking the monthly stock returns of the capitalization weighted market indices from 19 countries. These countries are Australia, Austria, Belgium, Canada, Denmark, France, Germany, Hong Kong, Ireland, Italy, Japan, The Netherlands, Norway, Singapore, South Africa, Spain, Switzerland, the United Kingdom and the United States. The series that they used are MSCI reinvestment indices over the period January 1970 until August 1998. The MSCI calculates dividend reinvestment at the end of each month as 1/12th the indicated annual dividend. Only the index for South Africa is taken from DataStream. These series consist of 288 observations over the period January 1973 until August 1998 and include dividends. Beside these series they also used series from emerging markets. They used market returns of Argentina, Brazil, Chile, Finland, Greece, Indonesia, Ireland, Jordan, Korea, Malaysia, Mexico, New Zealand, the Philippines, Portugal, Russia, Taiwan, Thailand and Turkey. These series are MSCI reinvestment indices over the period January 1988 until August 1998. Bouman and Jacobsen used the series of the emerging markets also as an out-of-sample test to check for the robustness of the Sell in May strategy. Hereby Bouman and Jacobsen refer to Claessens (1995) who researched whether seasonal effects are present in emerging markets. Claessens thinks that emerging markets are different from developed countries in the sense that they have a higher degree of segmentation and that is the reason why they provide an out-of-sample test. The argument why emerging markets are integrated is that there are restrictions on capital mobility. 

Jacobsen and Bouman used a regression model to test for the existence of a Sell in May effect. They use a seasonal dummy variable in the Rt regression;

     (1)    Rt = µ + α1 St + εt   
In regression (1) µ is a constant and εt is the error term. The dummy variable in this model takes the value 1 if month t is in the period November through April and the dummy variable takes the value 0 if month t is in the period May through October. Jacobsen and Bouman tested whether the coefficient of St is significantly different from zero. The regression is in fact a simple mean test because they compare the mean returns in the period November-April with the mean returns in the period May-October. They look if the mean returns are significantly higher in the period November-April to test for the Sell in May effect.

From the period, May through October, and the period, November through April, Bouman and Jacobsen reported the average returns for all the 37 countries in Table 1 on the next page. In the period from May through October the average returns are close to zero in many countries. In the other period we see a big difference. The average returns in this period November through April exceed in many countries the 8 percent.      

          3.2 Explanations for the Sell in May effect.

There are a lot possible explanations for the differences in the returns between the two periods. Bouman and Jacobsen consider in their paper some possible explanations like the January effect, risk and other explanations like data mining and vacations. 

3.2.1. The January effect.

There is the possibility that the higher returns during the period November through April are caused by the January effect since the January effect generates high returns. Bouman and Jacobsen have tested this possibility with an additional regression. They included a January dummy;

     (2)    Rt = µ + α1 St + α2 JANt + εt   

JANt is the January dummy which takes the value 1 if the returns are generated in January and zero if not. They have reported the t-values for the parameters for this additional regression in Table 1. Bouman and Jacobsen found in many countries that the Sell in May effect cannot be a January effect only.
Table 1: Summary results on value weighted MSCI re-investment indices for several countries.

[image: image3.png]Adjomed Sl -Valucs of Jamuary

Valesofsall sy Dummy with
Onrvaions_Meun_Doviaion o, (Mo Jumary Eiicets_lumary Efoss__n Mey Doy
2 TR o 0 s
W oe sw o L zn 250 08
R S S 1 i oo v
Beigiam s [RERE R 1) el ey et
oy Bwn ase e i i i
Denk ko T 4 ol e st 1o
Fiiand it [ETO T i 035 ped
Frime i In o osm 2 e i b
Goraaay a1 0% s 1 24 2 T
Greees 28 22 ww i 5 )
Hong Keng. a0 0 10w ok 072 013 b
Indonesis iz o e [ 080 s
ncling SR 2 176 am
Taly on T 35 50 ke
Epan ] 26 ety bt
Sovsan 0% dw G5 i o3 T
Korea ol s G o6 i 1
Nasia 13 05w 2% e 57 o
Netvtands a R 2ot e
Rew st i3 0% G -0us Ey 0%
oty s on 7% 1: B ¥
Philipines i 0w o0 zed 15t I
Pzl 128 0B am  Les 1 s
Rusia w 0% 2w 20 0353 050
Singipore rr 0o W 1w ) 250
Suci africa 00 13 730 o7 123 o
Span 3 ros oo Las B 2%
Sueden s %G oan o o
Sviuerting S om  Seo ros T b
T i o a5 i =
Thaiiand 12 Sor aim  2m o0 L0
Turkey 12 sis o im oor ]
Unied Kiogéom 334 e i, e 2
Unied Stves ;.. [ [ il





Notes: Table as in Bouman and Jacobsen (2001). The a1 refers to the parameter of equation (1), the sixth column contains results of the regression with only the Sell in May dummy. In columns seven and eight t-values of a regression with an adjusted Sell in May dummy and a January dummy combined are reported. 

3.2.2. Risk.

Risk could also be a possible explanation for the difference in the returns between the two periods. A way to compare risk in both periods is to compare the standard deviation. Bouman and Jacobsen compare the annualized risk and returns in the two sub periods in Table 2. Risk tends to be higher during the period May through October, while the returns are lower. They conclude that that the higher returns in the period November through April are not caused by a higher risk. 

Table 2: Risk and return in the period November-April and in the period May-October measured by annualized standard deviation and mean respectively.
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Notes: Table as in Bouman and Jacobsen (2001). The risk and return are reported for two different periods. Risk is measured by the annualized standard deviation in percent. Mean is measured by the annualized mean in percent. The periods are May through October and November through April.  

3.2.3. Other explanations. 

A cause of calendar anomalies, like for example the Monday effect, could be data mining because there was not any theory before the Monday effect that made investors believe that the Monday effect is special. The possible theory for the Monday effect came after that this anomaly was introduced. The Sell in May effect also lacks a formal theory. 

However, Bouman and Jacobsen reject data mining as a possible reason for the Sell in May effect. Their way to reject data mining was to consider out-of-sample results. They found that the results are robust in the countries and that the results hold over long period of time.

The relationship between vacations and the Sell in May effect has also been researched by Bouman and Jacobsen. The length of vacations in the different countries has been approximated by number of public holidays and also by paid annual leave. They found that the length and the timing of vacations is significantly related to the sell in May effect. They give a theoretical explanation for the significant relationship. The explanation is that the investor has less incentive to invest after their vacation because of their spending during their holiday. A lot of spending during their holiday will cause that investors’ demand for liquidity premium is higher in the winter.


Hong and Yu (2009) have also studied the relation between vacations and the stock market behaviour during the summer. They used the same approach as Bouman and Jacobsen. But Hong and Yu checked this effect for the months July, August and for September. Despite the use of other data they also conclude that there is a significant relation between vacations and the stock market returns. 
Kamstra, Kramer and Levi (2003) have investigated the relationship between the ‘SAD effect’ (Seasonal Affective Disorder) and the seasonal time variation of the stock market returns. The ‘SAD effect’ is an extensively documented medical condition. The ‘SAD-effect’ is the effect that the investors are more depressed during the fall, caused by the decreasing hours of daylight during the fall. They conclude that there is a significant relation between the ‘SAD effect’ and the lower stock returns during the summer. 

Cao en Wei (2005) have investigated the relationship between the ‘temperature changes’ during the year and the seasonal time variation of the stock returns. They refer to literature that shows that human behaviour is effected by the impact of temperatures Hanley (1999). Cao en Wei found that lower temperatures can cause aggression and that high temperatures also cause aggression but can also cause apathy. The hypothesis of Cao en Wei is that lower temperatures cause higher stock market returns which are caused by aggressive risk taking and that lower temperatures cause higher or lower stock market returns. This is affected by the mood of the investor. If a higher temperature leads to an aggressive investor, then risk taking will cause higher stock market prices. If a higher temperature leads to apathy by the investor, then risk avoidance will have a negative effect on the stock market returns. Cao en Wei tested for the relationship between temperature and stock market returns. They first analysed for eight countries the stock market returns. Then they checked for the robustness of their results on 21 international stock markets. They found that the stock market returns are significantly negatively related to temperature. 

Besides the SAD variable and the temperature variable, Jacobsen and Marquering have researched the effect of ‘ice cream production in the United States’ and the effect of ‘air travel data for the UK’ on the Sell in May effect. They found that these variables also explain the same pattern in the stock market returns. Jacobsen and Marquering show that many variables tend to be correlated with the Sell in May effect. They say that it’s hard to differentiate between these variables when trying to link a potential explanation to the seasonal time variation of the stock market returns.  


Jacobsen en Marquering conclude that we should be careful in assuming the existence of the relationship between weather variables and stock returns. They think that it is premature to conclude that the Sell in May effect is caused by weather induced mood changes of the investors.

          3.3 Halloween effect and US sectors.
Jacobsen, Mamun, Visaltanachoti (2005) have studied the relationship between the Sell in May effect and the US markets in portfolios formed on Size, Dividend Yield, Book to Market ratios, Earnings to Price ratios and Cash Flow to Price ratios. They found that the Sell in May effect is present in all the US market portfolios.

         The US market portfolios all showed higher average winter returns than summer returns. They found that in most portfolios the difference is statistically and economically significant. Jacobsen, Mamun and Visaltanachoti find that controlling for the January effect and using value weighted portfolio returns will reduce the Earnings to Price, Cash Flow to Price and Dividend Yield effects. They confirm that the January effect is an important explanation for the Book to Market ratio anomaly. 

Jacobsen and Visaltanachoti (2006) have studied the Sell in May effect in the US sectors. They have analysed the different sector portfolios in the US market and they checked whether there are significant differences in the Sell in May effect.  They used the monthly sector data that is made available by Fama and French on their website. The data set that they used for the different sector portfolios contains data over the period July 1926 through December 2006. 

          Jacobsen and Visaltanachoti found that the annualized return for the general market over the period is 9.67%. For the sector ‘consumer durables’ they found the lowest average annualized return of 7.5%. For the sector ‘consumer’ (this include drugs, soap, tabacco and perfumes’) they found the highest average annualized return of 11.05%. They found that the average annualized returns are substantially higher than the short term interest rate, which was 3.66% in the same period. They confirm the earlier results of Bouman and Jaccobsen (2002) that the average returns are higher during the winter months than the average returns during the summer months. They found that the probability that the average return in the summer period is the same as the average return in the winter periods is equal to 3.60%. They reported the results in Table 3. 

Table 3: Basic characteristics of returns and the Halloween effect.
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Notes: Table as in Jacobsen and Visaltanachoti (2006). The first four columns contain basic characteristics for different sectors. Summer returns are average returns during the summer. Winter returns are average returns during the winter. The seventh column reports probability that summer and winter returns are indifferent. The probability values are based on Newey West heteroskedasticity and autocorrelation adjusted standard errors.  
Jacobsen and Visaltanachoti found an average of 9.67% for the period July 1926 through December 2006; an average of 6.80% is coming from the winter period and an average of 2.87% is coming from the summer period. The lowest average return during May through October is 2.87%. This return is still higher than the average interest rate of 1.85%. For the period July 1926 through December 2006 a buy-an-hold strategy in the US is better because of the lower average interest. A buy-an-hold strategy is not better over the period 1996 through 2006. The summer returns during this period have been negative and thus much lower than the average interest rate. 

The differences between the US sectors were studied by Jacobsen and Visaltanachoti. They found a remarkable pattern. For the defensive consumer oriented sectors like food, consumer and utilities they found that these sectors have no strong Sell in May effect. For the raw material and for the production sectors like construction, steel and machines they found that these sectors have a strong Sell in May effect.   

Jacobsen and Visaltanachoti then study the results of sector performance relative to the general market. They use the following regression:

     (3)    RSt - RFt = µ + α1 Halt + α2 Jant + β (RMt – RFt)+ εt    

Halt is a Halloween dummy and takes the value 1 during the period from November through April. Jant is a January dummy. And the last term that they use corrects for the general market movements. They report their result in Table 4 on the next page.

Jacobsen and Visaltanachoti show that the food, consumer and the utility sectors are outperforming the market during the summer period. The sectors durables, chemicals, construction, fabricated products and machines are outperforming during the winter period.    

Table 4: Halloween Effects in US sectors relative to the market.
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Notes: Table as in Jacobsen and Visaltanachoti (2006). The table reports results from regression (3). The table contains information for the different sectors. The columns with the t-values reports the probability that the summer returns, the additional winter returns and the additional January returns are indifferent from zero. The probability values are based on Newey West heteroskedasticity and autocorrelation adjusted standard errors.       

Also remarkable is that the consumer oriented sectors food, consumer and utilities are outperforming during the summer but are underperforming during the winter. Jacobsen and Visaltanachoti conclude that there are remarkable differences in the performance between the different sectors. They think that switching sectors during the year would be a strategy that can be worthwhile. 

          The differences between the different US sectors for the Sell in May effect have been studied by Jacobsen and Visaltanachoti. In my research I want to focus on the differences between the European sectors. In the next chapter I will look at the different sectors in the EMU and examine ‘the Sell in May effect’. I will search for the sector that is outperforming during the winter. My hypothesis is that the Sell in May effect is related to different sectors in the EMU. 

4. Data and Methodology



In this chapter I am going to analyse risk and returns in different sectors in the European Monetary Union (EMU) and test whether there are significant differences in the size of the ‘Sell in May effect’. I will also look at possible causes for the ‘Sell in May effect’ like risk and the ‘January effect’.

        4.1 Risk and returns in EMU sectors.

The sectors in the EMU are energy, materials, industrials, consumer durables, consumer staples, Eq & Sup, financials, it, Tcm Svs and utilities. I use data for these sectors for the period January 1995 through September 2009 that I have obtained from the databank Thomson One banker.        

I have for each sector series with monthly data. These are absolute values that indicates the level of the index. I need  to calculate for each sector the yearly average return and standard deviation. The first step is to transform the series. I will calculate the monthly returns with the next formula;

     (4) Monthly Return(t) = (Value M(t) – Value M(t-1))/ Value M(t-1).    

Value M is the absolute value of the index. Then I will use all the monthly returns to calculate the average monthly return with the next formula;

     (5)  Average Monthly Return(t) = ∑ Monthly Return(t) /n.

The yearly average return = (1 + average monthly return)^(12). To calculate the standard deviation (square root of variation) I use the next formula;

     (6)  S = √(s^2) = √( ∑(MR^2) – (∑MR)^2)/n ) / ( n-1) )

MR in formula 6 stands for Monthly Returns.
I have reported all the yearly average returns and standard deviations in table 5. 

Table 5: Yearly average returns and standard deviations for EMU sectors

	 
	Average return
	Standard Dev.
	Average winter return
	Average summer return

	EMU ENERGY 
	10.44
	18,57
	5.07
	5.37

	EMU MATERIALS 
	9.77
	19,15
	4.81
	4.96

	EMU INDUSTRIALS
	10.21
	22,50
	5.04
	5.17

	EMU CONS DISCR
	5.66
	23,00
	2.74
	2.92

	EMU CONS STPLES
	9.25
	17,31
	4.68
	4.57

	EMU H/C EQ & SUP
	14.16
	19,52
	7.05
	7.11

	EMU FINANCIALS
	8.53
	26,22
	4.06
	4.47

	EMU IT
	9.8
	44,87
	5.21
	4.59

	EMU T/CM SVS
	8.62
	35,81
	4.48
	4.14

	EMU UTILITIES
	11.67
	18,79
	6.02
	5.65


Notes: Table 5 contains basic characteristics for different sectors in the EMU. Risk is measured by the annualized standard deviation in percent. Mean is measured by the annualized mean in percent. The summer period is the period from May through October and the winter period is the period from  November through April.  

The sector ‘EMU H/C EQ & SUP’ has an average annual return of 14,16% and is the best performing sector. The sector ‘EMU CONS DISCR’ has the lowest average return of 5,66%.Very remarkable is that the IT sector has the highest standard deviation of 44,87%. A possible reason is the IT bubble in 2000.

The second step is to calculate the average summer returns and the average winter returns. The winter period includes six months and is the period from November through April. The summer period also includes six months and is the period from May through October. I have for each sector series with monthly data. I need for each sector the yearly average returns during the summer and during the winter. Therefore I will first transform the data. 

To calculate the yearly average summer returns (the returns in the period May through October) I will use a dummy variable to filter out the data from the winter period (the returns in the period from November through April).  Then I will calculate the average monthly return by using formula 5 (Average Monthly Return(t) = ∑ Monthly Return(t) /n). The yearly return = (1 + average monthly return)^(12). 
From Table 5 we can see that the average returns of almost all the sectors are higher during the summer than during the winter. The average summer returns are lower then the average winter returns for the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UTILITIES’. 
To test for the probability that the winter returns are equal to the summer returns I use a t-test for equal means. I find (T-value, Probability) for ‘EMU CONS STAPLES’ (-0.478, 0.6333), ‘EMU T/CM SVS’ (-0.315, 0.7525) and the ‘EMU UTILITIES’ (-0.102, 0.9184). 

The results from the t-test show that the probability for each sector is more than the significance level of 0.05. There is a significant indication that the average winter returns are not different from the average summer returns. 
The results in Table 5 are contrary to my expectations that there are systematically lower returns during the summer period. Investors that used the ‘Sell in May strategy’ for the past fifteen years for different sectors in the European Monetary Union have not benefitted from this strategy. 

I find that there are lower average summer returns then average winter returns only for  the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. However, the summer returns are still higher then the short term interest rate. So investors would have not benefited from selling their stocks in May and putting their money on a deposit. We could conclude that ‘The Sell in May effect’ is not present in the EMU sectors for the past 15 years.
 4.2 The January effect.

There may be many different causes for the higher returns during the winter than during the summer for the sectors  ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. One possible cause is a change in risk or the ‘January effect’ (because the returns in January are on average substantially higher). In this section I examine whether the higher returns during the winter are caused by the January effect.  

I have already calculated the yearly average winter returns in section 4.1 (See Table 5). To calculate the yearly average winter returns without returns in January I use a dummy variable to filter out the returns in January. Then I will calculate the average monthly return by using formula 5 (Average Monthly Return(t) = ∑ Monthly Return(t) /n). The yearly return = (1 + average monthly return)^(12). The results are reported in Table 6.

Table 6: Average winter returns inc. and ex. January returns for sectors in the EMU.
	 
	Winter return inc Jan
	Winter return ex Jan
	Probability

	EMU UTILITIES
	6.02
	5.41
	0.6666

	EMU T/CM SVS
	4.48
	4.03
	0.8343

	EMU CONS STAPLES
	4.68
	4.21
	0.5253


Notes: Table 6 contains the winter return inclusive and exclusive the January returns for the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and ‘EMU UILITIES’. Return is measured by the annualized mean in percent. The winter period is the period from November through April. The column probability reports the probability that the winter returns are indifferent from zero. 

From the result in table 6 we can see that the average winter returns for all the sectors are lower without the returns in January. 

I used a t-test for equal means to test for the probability that the average winter returns are equal to the average winter returns without the January returns. We can see in Table 6 that the probability for each sector is more than the significance level of 0.05. That means that there is a significant indication that average winter returns are equal to the average winter returns without the returns in January . 

4.3 A different beta.
             4.3.1 Regression analyse.

Except for the ‘January effect’ there are other possible causes for the higher returns during the winter than during the summer for the sectors  ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. A possible cause is a higher beta during the winter period. 

In section 4.1 I have already calculated the yearly average summer and winter returns for EMU sectors. I am going to use these returns to calculate the beta for the different periods. I will use the CAPM model and I will estimate the following regression;

    (4)    E(R) = Rf + β * (E(Rm) − Rf) 

The dependent variables are the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and ‘EMU UILITIES’. I use the average summer returns and the average winter returns for the different sectors from the period January 1995 until May 2008 that I have obtained from Thomson One Banker.

To determine the risk free rate I have chosen for German government bonds, with zero percent coupon rate and a maturity of one year. These bonds are a good representation of the risk free rate because these bonds are rated by Standard and Poor’s with a AAA status. I use returns from the period from January 1995 until May 2008 that I have obtained from DataStream.    

The independent variable that I am going to use is the S&P 350 Europe. I use this index because it is a broad stock index of European stocks. This variable is a good representation of the European Market because it contains at least 70% of European market capitalization. From this index I will use monthly returns from January 1995 until May 2008 that I have obtained from DataStream. 
It is important that we take the assumptions into account when we are performing a regression analyse. The first assumption that I will examine is normality of the data. I will do this by performing the Jarque Bera test. The next assumption that I will examine is serial correlation. 

I will test for serial correlation with the Breusch-Godfrey Serial Correlation LM test. The last assumption that I will examine is homoscedasticity. I will test for serial correlation with the Breusch-Pegan-Godfrey test.     

Table 7: Regression results for the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and ‘EMU UILITIES’. 
	 
	EMU UTILITIES
	EMU T/CM SVS
	EMU CON_STAPLES

	Mean
	11.67
	8.62
	9.25

	Std. Deviation 
	18.79
	35.81
	17.31

	Beta 
	0.989
	1.004
	0.993

	R-Squared
	0.981
	0.932
	0.978

	Probability
	0
	0
	0

	Jarque-Bera
	11.231
	6.459
	1.758

	Probability
	0.003
	0.039
	0.412

	F-statistic*
	367.147
	609.1621
	436.8111

	Prob. F(2,146)
	0
	0
	0

	F-statistic**
	2.215
	32.263
	5.693078

	Prob. F(1,147)
	0.138
	0
	0.0183


Notes: Table 7 contains basic characteristics  for the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and ‘EMU UILITIES’. Return is measured by the annualized mean in percent. Risk is measured by the annualized standard deviation in percent. F-statistic* is derived from the Breusch-Godfrey Serial Correlation LM Test and F-statistic** is derived from the Breusch-Pagan-Godfrey Heteroskedasticity Test. 
The results in Table 7 show that there is a significant indication for the presence of serial correlation for all the sectors. There is also a significant indication for the presence of heteroskedasticity for the sectors EMU CONS STAPLES’ and ‘EMU T/CM SVS’. I will use the Newey West estimator because I have to correct for serial correlation and heteroskedasticity. 
          4.3.2 Comparison winter and summer beta.
In this section I will calculate the beta for the average summer returns and the beta for the average winter returns. The winter period is the period from November through April and the summer period is the period from May through October. I will examine whether the higher returns during the winter are caused by a higher beta during the winter. I have reported the calculated beta’s in Table 8.

Table 8: Beta for winter and summer returns for sectors in the EMU.
	 
	Beta
	Beta winter  returns
	Beta summer returns
	F-statistic
	Prob.

	EMU UTILITIES
	0.989
	1.0056
	1.0063
	0.00037
	0.9847

	EMU T/CM SVS
	1.004
	1.0128
	1.0185
	0.00094
	0.9923

	EMU CONS STAPLES
	0.993
	1.0075
	1.0081
	0.00044
	0.9832


Notes: Table8 contains basic characteristics  for the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and ‘EMU UILITIES’. The beta for total returns, winter returns and summer returns are reported. The F-statistic is derived from the Wald test.  

From this table we can see that there is a significant indication that the beta’s for the summer period and the beta’s for the winter period are not equal. Although the differences are very small, we see that for each sector the beta for the summer returns is higher than the beta for the winter returns. 
The higher beta’s in the summer are not in line with the lower returns in the summer. I researched whether there is  a significant indication for higher beta’s during the summer period for  the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. Therefore I have tested the null-hypotheses Ho: β(summer) =  β(winter) against the alternative hypothesis Ha: β(summer) > β(winter). I have conducted a Wald test and I find for all the sectors that there is a significant indication that the beta in the summer are equal to the beta in the winter.            
In this chapter I have analysed risk and returns in different sectors in the European Monetary Union (EMU). I find that there are lower average summer returns only for  the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. I have looked at possible causes for the ‘Sell in May effect’ like risk and the January effect. 
I conclude that the January effect is not a cause for the higher returns during the winter because I find that there is a significant indication that average winter returns are equal to the average winter returns without the returns in January. 
I also conclude that a higher beta is also not a cause for the higher returns during the winter period because I find a significant indication that the beta in the summer is equal to the beta in the winter.            

5. Conclusion.
Recent evidence showed that the stock market returns are lower during the summer months than during the winter months. Jacobsen and Visaltanachoti (2005) have studied the ‘Sell in May effect’. They found that the differences between the summer and winter returns are statistically significant. 
In my research, I have studied the differences between the EMU sectors. I looked at the different sectors and looked in which sectors the Sell in May effect is the strongest present. My hypothesis is that the Sell in May effect is related to different sectors in Europe.      
I find that the average returns of almost all the sectors are higher during the summer than during the winter. The average summer returns are lower then the average winter returns only for the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UTILITIES’. 

To test for the probability that the winter returns are equal to the summer returns I used a t-test for equal means. I find (T-value, Probability) for ‘EMU CONS STAPLES’ (-0.478, 0.6333), ‘EMU T/CM SVS’ (-0.315, 0.7525) and the ‘EMU UTILITIES’ (-0.102, 0.9184). 
These results from the t-tests show that the probability for each sector is more than the significance level of 0.05. There is a significant indication that the average winter returns are equal to the average summer returns. 
There may be many different causes for the higher returns during the winter than during the summer for the sectors  ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. Possible causes for the ‘Sell in May effect’ are for example risk and the ‘January effect’. 

I used a t-test for equal means to test for the probability that the average winter returns are equal to the average winter returns without the January returns. I find (T-value, Probability) for ‘EMU CONS STAPLES’ (-0.431, 0.6666), ‘EMU T/CM SVS’ (-0.209, 0.8343) and the ‘EMU UTILITIES’ (-0.636, 0.5253). That means that there is a significant indication that average winter returns are equal to the average winter returns without the returns in January.

Besides the ‘January effect’ I have also checked if a higher beta is the cause for the lower summer returns for  the sectors ‘EMU CONS STAPLES’, ‘EMU T/CM SVS’ and the ‘EMU UILITIES’. However, I find a significant indication that the beta in the summer is equal to the beta in the winter.         
I finally conclude that investors in EMU sectors have not benefited if they have followed the Sell in May effect for the past 15 years. The returns during the summer are almost for all sectors higher during the summer. My results show that the seasonal effect in stock markets may be very different from country to country.
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