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Abstract

This paper is devoted to research the well known phenomena “The weekend effect”. In this research  the existence of the weekend effect in the stock market during the current financial crisis, will be studied. The Dutch stock market, containing the AEX and AMX, does not appear to have a weekend effect. However there appears to be another significant effect on Friday and Monday. The correction, normally presenting itself on Monday, has shifted to either Tuesday or Wednesday. Different company sizes each have their own weekend effect. These results stipulate that for each cluster of company sizes a different approach is necessary.
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1. Introduction

The stock market has always been a great interest for both companies as well as individuals. This interest is based on the potential to achieve great profits. There are many possibilities to earn money in the stock market if one has the right information. The great hurdle in the stock market is knowledge. When someone possesses the right information, it must be implemented, and fast!

It is always assumed that the stock market is efficient. This means that when an arbitrage possibility occurs it won’t be there for long, since brokers and individuals will use it. Since the foundation of the Dow Jones in 1882 there have been several arbitrary opportunities. In this research a particular arbitrage occurrence will be investigated that has been situated in the stock market for many years: “The weekend effect”. This effect can be summarised as the situation when there are abnormally high stock market returns on Friday followed by negative returns on the following Monday without a specific cause (like an emission). Already in 1980 French discovered the existence of the weekend effect. Many other researchers (a.o. Jaffe and Westerfield, 1985; Brusa et al., 2000; Hui, 2004)  have also looked into this anomaly and tried to find explanations. Jaffe and Westerfield (1985) discovered that not only the Dow Jones index is being affected by this disturbance, but many other stock markets as well. However, interestingly, in 30 years the effect still remains and until today no final explanation has been presented.  

Brokers and investors always want the best possible strategy for arbitrage possibilities as the weekend effect. During the current crisis several influences from the past have different impacts on the stock markets. With this in mind I will investigate the existence and effect of the weekend effect in the current financial crisis. If the effect does exist, I will try to discover a suitable strategy to cope with this effect.

The structure of this paper is the following. Chapter 2 contains the literature review. Chapter 3 describes the data en methodology. Chapter 4 contains the empirical results and in chapter 5 the final conclusions will be presented.
2. Literature Review

As discussed in the introduction there are several anomalies in the stock market. This  research attempts to clarify a specific anomaly: “The weekend effect” also known as the   “day-of-the-week-effect”. 
One of the first researchers to investigate the weekend effect was French (1980). French (1980) conducted his research on the Standard and Poor ´s index from 1953-1977. He tried to explain how the difference in returns, that developed over the weekend, arises. Two hypotheses were developed: Calendar time Hypothesis and the Trading time Hypothesis. The Calendar time hypothesis suggest that stock returns are a continue process. The expected return on Monday will be three times the expected returns for any other days because it includes the weekend. The Trading time hypothesis suggest that the return on the stock market is the same for every day. So the weekend should not have any effect on the returns for Monday. 
In addition, French wanted to know more about the nature of the negative return on Monday. He investigated if it truly was a weekend effect or if these negative returns occurred after any day that the market was closed. French concluded that it indeed was a “Weekend Effect”.

French also tried to develop a trading strategy. Through the inefficiency of the market one could simply buy on Monday and sell on Friday. Holding cash and profits over the weekend seems profitable, however transaction costs cannot be neglected. French final recommendation was that with the knowledge of the weekend effect, investors should alter the timing of their trades to increase their profits.

After French many more explanations for the weekend effect followed. Lakonishok and Levi (1982) researched the influence of settlement and clearing delays. Using the Standard and Poor’s index between 1962 and 1976 they looked at the influence of interest. In their research they used French’s assumption of the Calendar time hypothesis. The interest was a continuous process, meaning that not only trading days generated returns but also non-trading days (like weekend days). Lakonishok and Levi discovered that when stocks were purchased on either Monday, Tuesday, Wednesday or Thursday it took eight calendar days before the transaction was completed. This consisted of five business days for settlement, two weekend days and a check clearing day. However, when stock was bought on Friday there were ten calendar days because of the double weekend. 

Having these settlement and clearing delay procedures in mind Lakonishok and Levi stated that: “buyers should be prepared to pay more on a Friday than on other days by the amount of two days interest. Sellers should also require a higher price because of the two days extra delay before being paid”. They hypothesised that, because of the two days of interest that are calculated within the price, the expected return on Friday should be higher and the expected return on the following Monday should be lower. When Friday was followed by a holiday, the expected higher return occurred on the preceding Thursday.
They tested this theory, while adjusting the data for the effects of interest and holidays, and found that the two days of difference settlement and clearing delay procedures only explained a small part of the weekend effect. 
Keim and Stambaugh (1984) investigated stock returns in the Standard & Poor’s index between 1928 and 1982. In this time period the stock market would occasionally trade on Saturday. They investigated if the size of the weekend (one or two days) influenced the returns on Fridays and Mondays. Keim and Stambaugh found that Fridays followed by one day weekends (thus a  trading Saturday) achieved a significantly lower return than Fridays followed by two day weekends. However, Mondays did not show a significant difference in returns after a one or a two day weekend. 

Keim and Stambaugh also linked the weekend effect to the size of a firm. They discovered that Monday returns are negative in all firm sizes. In addition, they found that during the week returns for each firm size increase, Friday giving the highest return. Finally, and most importantly, they discovered that the smaller the firm, the stronger the weekend effect.
Observing this earlier research conducted on the Standard & Poor’s index, Jaffe and Westerfield (1985) wanted to investigate stock market returns in Japan, the U.K., Canada and  Australia between 1950 and 1983. In each of these countries they found a significant Weekend Effect. Furthermore, they discovered a negative Tuesday effect in Japan and Australia. They figured that this phenomena possibly could be explained by a time zone difference between these countries along with correlation between markets. If this would be the case, one could speak of a “World-Wide Weekend Effect” instead of unique cases. In their further investigation to this effect they concluded that even though markets are highly correlated, each market does have its own Weekend Effect. Thus, the hypothesis of the existence of a World-Wide Weekend Effect was rejected. In addition, Jaffe and Westerfield also reject the hypothesis that the differences in returns would be caused by settlement procedures or by changes in exchange rates.
Hui (2004) researched the stock markets in Asia between 1998 and 2001 to discover if the weekend effect was also present after the financial crisis of 1997. The weekend effect was found in every market, except in Japan. More importantly, Hui found that the more mature U.S. market and stock markets in Asia each have their individual Weekend Effect, which is in line with the findings of Jaffe and Westerfield (1985).
In 1996 John Bogle, chairman of Vanguard Group’s stated in Wall Street Journal: “If the academics have indeed spotted a market-beating opportunity, it will soon disappear as investors move to take advantage.” Following Bogles reasoning, the advantage of the knowledge of the weekend effect, that was already discovered in the 80’s, should have disappeared short after. Intrigued by Bogles statement, Brusa, Liu and Schulman (2000) investigated if the weekend effect still exists in the NYSE, DJIA, CRSP and the S&P between 1990 and 1994. Remarkably they found a so called ‘Reverse’ Weekend Effect. This stipulates that stock market returns for Monday are positive and significantly higher than returns in the rest of the week.

With the help of Keim and Stambaugh (1984) they linked the (Reverse) Weekend Effect to the firm size. They found that the weekend effect existed in portfolios with small firms, however in portfolios with large firms there was a Reverse Weekend Effect. Finally they discovered that portfolios with medium size firms show a strong auto correlation between Monday and Friday.
Brusa, Liu and Schulman (2000) state that: “The lack of unanimity in the conclusions of various studies using different sample periods may be attributed to the instability of the effects”. 
Chen and Singal (2003) thought that the explanation of the weekend effect lies in the introduction of the option market. Short sellers do not want to hold their options in non-trading periods. In the first place this is due to the volatility of stocks during non-trading periods such as weekends. Secondly firms have a possibility of receiving relatively high amount of short interest. With this and transaction costs in mind they will cover their positions on Friday and reopen them on Monday. According to Chen and Singal (2003) this will cause the weekend effect. Logically they say that the more volatile a stock is, the stronger the weekend effect.

Balios and Stavraki (2007) researched the development of the weekend effect, in six European stock markets: FTSE 100, GDAX 30, CAC 40, Madrid General, Mibtel and ASE general between 2001 and 2007. This period was characterised by an increasingly more efficient stock market, due to technological changes and easier accessibility, and by the occurrence of terroristic attacks. Balios and Stavraki (2007) found that the weekend effect appeared to be weaker because of different behaviour of investors. They develop two different trends:  up- and downward. There is no Weekend Effect in a downward trend because investors are hesitant and ‘scared’ for economic and also political/terrorism news. This trend is characterized by a waiting attitude from investors. In an upward trend investors feel more sure about the economy and their optimism boosts prices. Because of this, a Weekend Effect arises. Balios and Stavraki stated that: ”Investors are more mature, well educated, with more professional attitude, characteristics that help the stock market to become more efficient.”
3. Data & Methodology

This chapter holds the description of the data and the methodology used in the empirical analysis of this thesis. The methods used in this thesis are respectively: testing the Calendar time and Trading time hypothesis, the relation of the weekend effect towards firm size and finally the GARCH model. 

3.1 Data

In our research we will use the Dutch stock market price indices (PI) AEX and AMX. The data has been collected through the data stream navigator at the Erasmus University Rotterdam. The advantage of using the index of stock markets over single stocks is that the  index of stock markets is not influenced by portfolio formation. The days in which the stock market was closed were deleted from the sample, to achieve the most accurate return. These non-trading days were deleted, so that the daily average return were not biased by the significant amount of non-trading days over a period of thirty years.

In order to research the weekend effect during the financial crisis two sample periods were selected, the first between 1983 and 2007 and the second between 2007-2010. These samples will achieve the best possible comparison between the weekend effect before and after the crisis. In the sample 2007-2010 the following two companies AMG and Delta Lloyd Group were deleted, due to the fact that these were not yet active at the beginning of the financial crisis. It is to mention that a period of three years, over which the research is conducted, is a relatively short time period. For future research it would be strongly recommended to expand the sample with future years.
To start the research the data is converted in order to obtain daily returns. This has been done according to the following formula:


Rt = (PIt – PIt-1)/PIt-1
Rt = the return for day t as a percentage of the day before

PIt = the index on day t
PIt-1 = the index one day before day t
3.1.1 Quick Analyses

A first impression of the daily returns in the AEX is shown below in Figure 1: a histogram and their descriptive statistics. 
Figure 1: Histogram & Descriptive statistics daily returns AEX
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A first exploration shows that the mean is 0.0386% with a standard deviation of 1.387%. The normality of the sample, tested by the Jarque-Beta test, stipulates that the H0 hypotheses is strongly rejected (J-B prob. 0.0000). The kurtosis of the sample is relatively high with a value of 11.253, which could explain the non-normality. There is an obvious, clear peak present in the dataset.
Subsequently, the descriptive statistics of daily returns in the AEX (Table 1, page 11) were analysed. The average return in the entire sample is always positive. It is striking to notice that the average return on Monday is clearly positive. A downward momentum with the daily returns exists with an exception on Thursday. When looking at the values for the T Test, with a rejection value of 1.645 at 5% significance, it can be concluded that the daily returns for Monday, Tuesday and Thursday significantly deviate from zero. Further in this thesis the daily returns will be investigated more extensively through different samples. Again the normality of the daily return is measured by the J-B test which shows that none of the week days have a normally distributed sample. The trading days have a kurtosis ranging from 8.01 till 13.11 and therefore a peak form is formed in their related graphs (Figure 2,3,4,5 and 6, appendix). Considering the values given for the skewness, ranging from -0.488 till 0.396, the daily returns do not have many outliers.

Table 1: Descriptive statistics daily returns AEX
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3.2 Methodology
3.2.1 Trading time hypothesis
One of the first explanations was formed by French (1980) where two hypotheses were developed: Calendar time Hypothesis and the Trading time Hypothesis. The question was: ”whether the process operates continuously or only during active trading days” (French, 1980). 
The following regression was developed by French to test the Trading time hypothesis:


Rt = α + γ2 d2t + γ3 d3t + γ4 d4t + γ5 d5t + εt
In this regression Rt is the return of the index. The dummy variable d2, d3, d4, d5 will be ‘1’ on the day the return is measured. If the return is measured on another day the dummy variable will give ‘0’. For example for Tuesday d2 will be ‘1’ and d3, d4, d5 will be ‘0’. α (alpha) shows the expected return on Monday. The variables γ2,γ3, γ4, γ5 measure “ the difference between the expected return for Monday and the expected return for each of the other days of the week” (French, 1980). The Trading time hypothesis stipulates that γ2 = γ3 = γ4 = γ5 = 0. As a result the daily return of indices will be the same for each day.
3.2.2 Calendar time hypothesis

For the Calendar time hypothesis the regression is adjusted marginally:


Rt = α(1 + 2d1t) + γ2 d2t + γ3 d3t + γ4 d4t + γ5 d5t + εt
The dummy variable d1t is ‘1’ when the return is measured on a Monday. Also α only measures one third of the expected return on Monday. The other variables are the same as in the Trading time hypothesis. The hypothesis tested is again γ2 = γ3 = γ4 = γ5 = 0. The calendar time hypothesis suggests that stock returns are a continuous process (French, 1980). The expected return on Monday should be three times the daily return on any other day, since returns were missed during two non-trading days in the weekend.
In our regression it is investigated whether in the market analysed the efficient market hypothesis holds. This hypothesis is characterized by the fact that arbitrage possibilities (like information advantages) do exist but are not permanent. With the help of the Sum of Squared Residual (SSR) this possible occurrence is analysed.
3.2.3 Firm size & the (reverse) Weekend Effect

“The smaller the firm the greater is the tendency for average returns to be high on Friday” (Keim and Stambaugh, 1984). Looking at the past years, the financial crisis have affected both many ‘smaller’ firms (which have gone bankrupt) as well as the ‘big’ companies (diminishing or even negative returns). It is quite obvious that the financial crisis has had a great impact. Hui (2004) already found that the weekend effect was present after a financial crisis. In this research it will be investigated whether the weekend effect is also present during a financial crisis, and if so, if there is a difference within different segments of the economy. 
Researchers also discovered a possible reverse weekend effect which stipulates that Friday returns are negative and Monday returns are positive. “Friday returns exhibit an interesting pattern, almost the mirror image of the pattern for Monday returns” (Brusa, Liu, Schulman 2000). To research this relation we will use the following indexes of the Dutch stock market: AEX, AMX. The sample period of our data is 2007-2010. We will divide the companies, according to their market value (billions), in five segments. In each of these segments there will be nine or ten companies, the market value is calculated according to the last price in our date set (28 July 2010) and multiplied by the amount of outstanding shares on 31 December 2009. To examine the transition or transformation of the weekend effect we will calculate the daily returns and test their significance. If there is a reverse weekend effect the returns on Monday should be significantly higher.
The different segment are (in billion €):
Segment 1
smaller than 0.8
Segment 2
0.8 till 1.5
Segment 3
1.5 till 3.5
Segment 4
3.5 till 12
Segment 5
greater than 12
The hypothesis will be tested with the T-test, F-test and the Likelihood-ratio test with according rejection values T5% = 1.645, F4,927,5% = 2.3808 and χ4,5%= 9.488. When taking a lower though sufficient significance of 10% the rejection values become T10% = 1.282, F4,927,10% =  1.9505 and χ4,10%= 7.779. 
The following formulas were used:

    µ - µ0
T =    ----------------

 S / sqrt(n)

µ = the mean of population
µ0 = the value with which one compares the µ
S = the standard deviation of the population
sqrt(n) = the square root number of values in population
 (e’rer -  e’e)/g

F =    ----------------------


    
    e’e/(n - k)

e’rer =  the sum of squared residuals of the restricted model
e’e = the sum of squared residuals of the unrestricted model
g = the number of restrictions
n = the number of observations
k = the number of parameters

LR = 2 * (log(H1)-Log(H0))
log(H1) = the log likelihood of the unrestricted model
log(H0) = the log likelihood of the restricted model

3.2.4 GARCH Modelling
It is common argued that stock market daily returns are influenced by their previous trading days. An explanation could be that  stock markets have a delayed effect from information. When testing for relations between stocks and indexes one could make the assumption of using a conditional variance for the long term. Therefore, in this sample, the generalized ARCH (GARCH) model was used to examine the relation of the variance between days over time. This model examines the influence of returns in the past towards present returns. More specifically, the model examines the influence of the variance and errors from previous periods towards the daily return and its volatility. 

The formula for the conditional variance in a GARCH (1,1) is:

σt2 = α0 + β1 * ε2t-1 + β2 * σ2 t-1
This can be expanded towards a GARCH (2,1) of GARCH(2,2) etc.:
GARCH (2,1)    σt2 = α0 + β1 * ε2t-1 + β2 * ε2t-2 + β3 * σ2 t-1

GARCH (1,2)    σt2 = α0 + β1 * ε2t-1 + β2 * σ2 t-1 + β3 * σ2t-2
The GARCH model is restricted by two assumptions that must hold:

1) α0 + β1 + β2 = 1

2) β1 + β2 < 1
4. Results

4.1 Trading time hypothesis
The regression analyses of the hypothesis starts with the trading time hypothesis. The first sample dating from 1983 till 2007 (Table 2, appendix) gives the following:

Rt = 0,00053 + 0,000083 * d2t - 0,000072 * d3t + 0,00029 * d4t - 0,00057 * dt5 + ɛt
        (0,154)      (0,872)              (0,888)                (0,578)             (0,273)

According to this regression the H0 hypothesis that γ2 through γ5 equals zero cannot be rejected. Next, the F statistic of the regression, which tests the significance of the explanatory variables, has a value of 0.757 (0.553). Again, with the F statistic in mind, we cannot reject the H0. The positive return on Monday is remarkable and more importantly the return on Friday is lower than on Monday. The insignificance of these variables could possibly have been caused by the fact that over the years a reverse weekend effect has arisen. Possible explanations of this effect could be the technological improvements and faster trade markets. The final chapter will divulge more about this.

It can be seen that the market is efficient when observing the fundamentals of the F Statistic, which is calculated through the sum Squared Residuals (SSR), in more detail. In graph 1 (appendix) we can see that whenever the market peaks (achieves a positive return) there is a negative peak of the same size following relatively soon. This follows from the efficient market hypothesis with arbitrage possibilities.

The Trading time hypothesis in the second sample dating from 2007-2010 (Table 3, appendix) gives the following:

Rt = 0,00014 - 0,00033 * d2t - 0,00152 * d3t - 0,00043 * d4t + 0,00031 * dt5 + ɛt
         (0,917)     (0,867)             (0,436)             (0,827)            (0,876)

With these values we come to the same conclusion as before,  which is that the H0 γ2 through γ5 equals zero cannot be rejected. When we look at the F statistic of this regression we find 0.251 (0.909), this also yields the same conclusion as before. It is extraordinary to see that the return on Monday is positive and during the week all the returns are lower than on Monday except for Friday. This could be explained with the weekend effect since traders do not want to hold stocks on non-trading days. 

Looking at graph 2 (appendix) it can be seen that an efficient market exists with brief arbitrage possibilities. Conclusively, the market has become much more unstable during the financial crisis. Comparing graph 1 to graph 2, graph 2 is much more volatile, which is to be expected in a period of crisis.
4.2 Calendar time hypothesis
Next, the calendar time hypothesis was tested using a regression. Table 4 (appendix) gives for the sample 1983 till 2007 the following:
Rt = 0,00018 * (1 + 2*d1t)  + 0,00043 * d2t + 0,00027 * d3t + 0,00064 * d4t - 0,00022 * dt5 + ɛt
        (0,154)                        (0,257)            (0,467)            (0,097)          (0,571)

Also for the calendar regression we cannot reject the H0 hypothesis. It is remarkable that also in this approach the Monday return is positive and the Friday returns are lower than Monday. The daily returns on Thursday are significantly higher than on Monday, which could be related to assumptions in the market towards the distribution of information.
Looking at the SSR (Graph 3, appendix) of this regression it can be seen that the market has arbitrage possibilities, however the efficient market hypothesis still holds.

For the second sample 2007 till 2010 (Table 5, appendix) the following regression was formed:
Rt = 0,000048 * (1 + 2*d1t)  - 0,00023 * d2t - 0,00142
 * d3t - 0,00033 * d4t + 0,0004 * dt5 + ɛt
        (0,917)                           (0,874)         (0,326)               (0,821)          (0,785)
According to the probabilities above we cannot reject H0: γ2 through γ5 equals zero, not for any significance level. It is surprising to see that during the crisis years the return on Monday has become lower and Friday much higher. This can be interpreted as the fact that traders do not want to hold stock over non-trading days and buy stock on Mondays to obtain their positions for the week. It would be logical that the return on Monday is lower since the stock prices have gone down the Friday before due to the selling on Monday. Further along in this thesis this subject will be discussed more detailed. During these crisis years all the daily returns are not even close to each other and they each have their independent returns.
To finalise, the SSR the calendar time hypothesis during crisis years (Graph 4, appendix) was analysed. The efficient market hypothesis holds but the market has become much more volatile, which is normal in years where the market can be greatly influenced by relatively meaningless observations.
4.3 Firm size & the weekend effect 
Through several regressions table 6 was computed. The first T-test in each cluster tests if the daily mean return significantly deviates from zero. ‘Dev Monday’ measures the amount the mean return deviates from the mean return on Monday (for that cluster). The second T-test tests if ‘Dev Monday’ significantly differs from zero.  
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Table 6: Days of the week portfolio divided for firm size
The average return follows a interesting pattern across clusters. In all the clusters, except cluster 3, there is a negative average return. This could disclose a promising short selling strategy, when the expectation of the market is negative. The hypotheses that the explanatory variables are not significant is only rejected in cluster 5 (through the F and LR statistic). This stipulates that only in ‘big’ firms each day has its own return. Having this in mind one could make an individual strategy for each day, contrary to viewing the week as a whole. Viewing the T statistics more closely, with a rejection value at 10% significance, Tuesday (cluster 3), Wednesday and  Friday (cluster 4)  significantly differ from zero. 
Next to the individual influence of the returns each day, the mutual ratio between days is also enclosed. Wednesdays and Thursdays are almost always higher than the Monday return earlier in the week. With the conclusions made in past research it is most peculiar that every Friday return is lower than Monday. Specifically in cluster 4 where it is significantly lower at 10%. In the whole sample Tuesday (cluster 3), Friday (Cluster 4) and Wednesday (Cluster 5) are all significantly lower or higher than the return on Monday in their own cluster.

To summarize the firm size hypothesis towards the weekend effect, one could argue that only in larger firms daily returns tend to differ significantly from Monday returns. It can also be stated that each day has its own significant individual return. In contrast with smaller firms where none of the returns are significant, which might be a possible hint that smaller firms are much influenced by speculations in the market. 
Conclusively, a division between small and large companies can be made: each day in a large firm has its own ‘possibilities’ for traders contrary to smaller firms where these are characterized by less predicting and unstable daily returns.

Some interesting strategies, which can be obtained through these results, will be shared further along in this thesis.

4.4 GARCH Modelling
Previous chapters have discussed the causality of this model. During the financial crises there is much speculation in stock markets. Due to the loss of confidence, traders will act more aggressively. With the rising speculation around and between traders, the stock market tends to be extremely volatile. This will produce an unstable market and thus strongly influence the course of an index. But, how strong is this influence? And, how long does this influence last?
All together it has been researched, using a GARCH model, how far ahead one individual dayly return is positively or negatively correlated with the following days. Next to this the  relation of the volatility between days is studied.
In the first GARCH(1,1) model we obtain the following formula for the conditional variance:
σt2 = 0.00000356 + 0.12833 * ε2t-1 + 0.86603 * σ2 t-1


(0.0017)      (0.0000)
            (0.0000)

First the assumptions of the GARCH(1,1) model, described previously, were tested. Assumption one: α0 + β1 + β2 = 1 gives 0.99 so taking the standard error in mind this holds. Assumption two β1 + β2 < 1 gives in our case 0.994 which is in the vicinity of one and in line with our assumption.

All our coefficients are extremely significant up to 99%. In the first place the β1 coefficient of ε2t-1 implies that trading is influenced by trading in the past. More specifically a daily return on trading day t is significantly influenced by the return on trading day t-1. Secondly the β2 coefficient of σ2 t-1 curtails the idea that the volatility on trading day t is significantly influenced by the volatility on trading day t-1. In short, during the financial crisis from 2007 to 2010 the stock market was significantly influenced by returns and speculations of the previous day.

Expanding the GARCH model it was analyzed how many days before trading day t, a day would still have a significant influence. First, GARCH(2,1) and GARCH(1,2) will be estimated.
GARCH(2,1):
σt2 = 0.00000413 + 0.09703 * ε2t-1 + 0.04607 * ε2t-2 + 0.85028 * σ2 t-1


(0.0021)      (0.0013)
            (0.2616)
    (0.0000)
GARCH(1,2) :
σt2 = 0.00000275 + 0.09538 * ε2t-1 + 0.12165 * σ2 t-1 - 0.31617 * σ2 t-2


(0.0114)      (0.0009)             (0.0000)
     (0.1599)
With p values like 0.2616 and 0.1599 in each formula of the conditional variance, it shows that two days before trading day t the influences are insignificant. Thus, it is not needed to research for any more days since this would not give significant results. To summarize the GARCH model daily returns are influenced by speculations and reactions on the day before, however these influences do not go beyond the previous day. When trying to develop a possible trading strategy one must only take the sentiment and atmosphere of the previous day into account.  
5. Conclusions & Interpretations

This thesis researches the impact of the financial crisis on the weekend effect. Analyzing data streams of the AEX index showed that over the years the weekend effect has disappeared, since Monday returns appeared to be significantly positive.
The 1983-2010 data showed an interesting phenomena: each day has a positive return, of which Monday, Tuesday and Thursday are even significant. Contrarily, the data specifically focusing on the financial crisis (2007-2010) showed a negative return on Mondays. In addition, also on Fridays a negative return was observed. This insinuates that traders were extremely hesitant to hold positions over non-trading days during the financial crisis. The stock market was strongly influenced by speculations: positions are even sold at a loss, in order to avoid possible greater losses in returns.
French (1980) developed the trading and calendar hypothesis. Despite the insignificance of the variables, Mondays showed positive returns during the financial crises. Monday returns were positive, nevertheless Friday returns remained higher than Monday returns. 
Even though the financial crisis only accounts for three years of data, it still has 
quite a strong influence in the regression analyses. This could be an explanation for the lack of significance. Future research could find out whether a greater data set of the stock market during the financial crisis shows more significant results. However, the author enjoys trading himself and therefore does not wish the crisis to continue for much longer.

Instinctively traders act the same as in the past, they do not hold positions over non-trading days and sell on Friday. Still it is remarkably that the return on Monday is positive as well. It seems that the negative adjustment is further ahead in the week, since Tuesday, Wednesday and Thursday returns are all lower than Monday returns. This is very interesting when creating a profitable strategy. During crisis years the ‘correction’ in the market will not be on Monday and so traders would be smart to go short late on Monday and to invest  (long) the accumulated capital late on Thursday. A final remark must be made that one should reckon that this is a general approach and each week has its own developments which must be considered.

“Previous findings suggest that the magnitude of the weekend effect varies cross-sectionally with firm size”  (Keim & Stambaugh, 1984). Regarding the weekend effect in relation with firm size different segments were developed in the AEX and AMX. It appeared that the ‘bigger’ firms are less dependable of previous days. Daily returns have a more individual character and thus can be interpreted and treated as such. Smaller firms (Market value below €3.5 mld.) tend to be more volatile, as a result they become unstable and more importantly unpredictable. Taking this into account traders should either have solid information or have an affection for risk taking. The ‘bigger ‘ firms prove to be a sounder and more logical investment.
Trying to disclose the persistence of a daily return in future return several regressions were tested using the GARCH model. With a significant influence from previous days in daily returns, traders should always consider  and evaluate the sentiment of the previous day. Forecasting possible outliers and discovering their causality can, to some measure, be done  by observing the volatility of the day before. Our results show a insignificant influence when testing for a second degree of power (2 day lag). Conclusively it is wise for traders in the Dutch stock market (AEX) to take notice that returns of the former day have an impact on current returns, positive or negative depending on the symbol of the return, when developing their current strategy.
In conclusion, this thesis showed that the weekend effect during the financial crisis (of 2007-2010) in the Dutch stock markets AEX and AMX has taken a less prominent role. The days impacted by the weekend effect changed as well. Daily returns are not anymore negative on Monday but on Tuesday, Wednesday or Thursday. For further discussions researchers can argue about the causality of the changing or diminished weekend effect. Viewing the instability of the market it is arguable that through the lack of confidence and trust in the market speculations have a stronger impact, considering the former leads to a more volatile market. With  the higher volatility the unpredictability increases rapidly. For a risk seeking trader the current situation is attractive in contrast with the private investors which prefers a more stable market.
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6. Appendix

Figure 2: Histogram daily returns Monday (%)
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Figure 3: Histogram daily returns Tuesday (%)
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Figure 5: Histogram daily returns Thursday (%)
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Figure 6: Histogram daily returns Friday (%)
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Table 2: Trading time hypothesis sample 1983-2007

	Dependent Variable: RENDEMENT_AEX
	

	Method: Least Squares
	
	

	Date: 08/08/10   Time: 12:58
	
	

	Sample (adjusted): 1/03/1983 12/28/2007
	

	Included observations: 6255
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	0.00053
	0.000368
	1.425
	0.154

	TUD
	8.3E-05
	0.000516
	0.161
	0.872

	WD
	-7.2E-05
	0.000516
	-0.140
	0.888

	THD
	0.00029
	0.000518
	0.556
	0.578

	FD
	-0.00057
	0.000519
	-1.095
	0.273

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.00048
	    Mean dependent var
	0.00047

	Adjusted R-squared
	-0.00016
	    S.D. dependent var
	0.0129

	S.E. of regression
	0.0128
	    Akaike info criterion
	-5.865

	Sum squared resid
	1.0369
	    Schwarz criterion
	-5.860

	Log likelihood
	18349.01
	    Hannan-Quinn criter.
	-5.863

	F-statistic
	0.757
	    Durbin-Watson stat
	2.000

	Prob(F-statistic)
	0.553
	
	
	

	
	
	
	
	

	
	
	
	
	


	Dependent Variable: RENDEMENT_AEX
	

	Method: Least Squares
	
	

	Date: 08/08/10   Time: 12:59
	
	

	Sample (adjusted): 1/01/2007 7/27/2010
	

	Included observations: 912
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	0.00014
	0.00138
	0.1039
	0.917

	TUD
	-0.00033
	0.00195
	-0.1672
	0.867

	WD
	-0.00152
	0.00194
	-0.7796
	0.436

	THD
	-0.00043
	0.00195
	-0.2180
	0.827

	FD
	0.00031
	0.00197
	0.1566
	0.876

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.0011
	    Mean dependent var
	-0.00026

	Adjusted R-squared
	-0.00329
	    S.D. dependent var
	0.0186

	S.E. of regression
	0.0187
	    Akaike info criterion
	-5.1204

	Sum squared resid
	0.3155
	    Schwarz criterion
	-5.0940

	Log likelihood
	2339.93
	    Hannan-Quinn criter.
	-5.1104

	F-statistic
	0.251
	    Durbin-Watson stat
	2.0753

	Prob(F-statistic)
	0.909
	
	
	

	
	
	
	
	

	
	
	
	
	



Table 3: Trading time hypothesis sample 2007-2010
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Graph 1: SSR Trading time hypothesis 1983-2007

Graph 2: SSR Trading time hypothesis 2007-2010
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Table 4: Calendar time hypothesis sample 1983-2007

	Dependent Variable: RENDEMENT_AEX
	

	Method: Least Squares
	
	

	Date: 08/08/10   Time: 12:59
	
	

	Sample (adjusted): 1/03/1983 12/28/2007
	

	Included observations: 6255
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	MDCAL
	0.00018
	0.00012
	1.4250
	0.154

	TUD
	0.00043
	0.00038
	1.1331
	0.257

	WD
	0.00028
	0.00038
	0.7275
	0.467

	THD
	0.00064
	0.00038
	1.6593
	0.097

	FD
	-0.00022
	0.00039
	-0.5668
	0.571

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.00048
	    Mean dependent var
	0.00047

	Adjusted R-squared
	-0.00016
	    S.D. dependent var
	0.0129

	S.E. of regression
	0.0129
	    Akaike info criterion
	-5.8654

	Sum squared resid
	1.0369
	    Schwarz criterion
	-5.8600

	Log likelihood
	18349.01
	    Hannan-Quinn criter.
	-5.8635

	Durbin-Watson stat
	2.001
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 5: Calendar time hypothesis sample 2007-2010
	Dependent Variable: RENDEMENT_AEX
	

	Method: Least Squares
	
	

	Date: 08/08/10   Time: 13:00
	
	

	Sample (adjusted): 1/01/2007 7/27/2010
	

	Included observations: 912
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	MDCAL
	4.78E-05
	0.00046
	0.1039
	0.917

	TUD
	-0.00023
	0.00145
	-0.1588
	0.874

	WD
	-0.00142
	0.00145
	-0.9823
	0.326

	THD
	-0.00033
	0.00145
	-0.2268
	0.821

	FD
	0.00040
	0.00148
	0.2735
	0.785

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.00111
	    Mean dependent var
	-0.000256

	Adjusted R-squared
	-0.00329
	    S.D. dependent var
	0.0186

	S.E. of regression
	0.0187
	    Akaike info criterion
	-5.1205

	Sum squared resid
	0.3155
	    Schwarz criterion
	-5.0940

	Log likelihood
	2339.93
	    Hannan-Quinn criter.
	-5.1104

	Durbin-Watson stat
	2.0753
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Graph 3: SSR Calendar time hypothesis 1983-2007

Graph 4: SSR Calendar time hypothesis 2007-2010
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Table 6: Cluster 1 Firm size
	Dependent Variable: AVERAGE
	
	

	Method: Least Squares
	
	

	Date: 08/10/10   Time: 11:47
	
	

	Sample (adjusted): 1/02/2007 7/14/2010
	

	Included observations: 858
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	-0.00071
	0.00139
	-0.5064
	0.6127

	DTU
	-0.00042
	0.00199
	-0.2088
	0.8346

	DW
	-0.00106
	0.00196
	-0.5382
	0.5906

	DTH
	0.00107
	0.00197
	0.5416
	0.5882

	DF
	-0.00058
	0.00198
	-0.2902
	0.7718

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.0016
	    Mean dependent var
	-0.0009

	Adjusted R-squared
	-0.00314
	    S.D. dependent var
	0.0183

	S.E. of regression
	0.0184
	    Akaike info criterion
	-5.1524

	Sum squared resid
	0.2873
	    Schwarz criterion
	-5.1247

	Log likelihood
	2215.39
	    Hannan-Quinn criter.
	-5.1418

	F-statistic
	0.3305
	    Durbin-Watson stat
	1.7099

	Prob(F-statistic)
	0.8576
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 7: Cluster 2 Firm size
	Dependent Variable: AVERAGE
	
	

	Method: Least Squares
	
	

	Date: 08/10/10   Time: 11:45
	
	

	Sample: 1/02/2007 7/28/2010
	
	

	Included observations: 868
	
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	-0.00019
	0.00129
	-0.1455
	0.8843

	DTU
	-0.00091
	0.00186
	-0.4897
	0.6244

	DW
	0.00044
	0.00183
	0.2425
	0.8084

	DTH
	0.00125
	0.00184
	0.6801
	0.4966

	DF
	-1.25E-05
	0.00185
	-0.0068
	0.9946

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.0016
	    Mean dependent var
	-2.43E-05

	Adjusted R-squared
	-0.0029
	    S.D. dependent var
	0.0172

	S.E. of regression
	0.0172
	    Akaike info criterion
	-5.2805

	Sum squared resid
	0.2557
	    Schwarz criterion
	-5.2531

	Log likelihood
	2296.75
	    Hannan-Quinn criter.
	-5.2700

	F-statistic
	0.3576
	    Durbin-Watson stat
	1.8928

	Prob(F-statistic)
	0.8388
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 8: Cluster 3 Firm size
	Dependent Variable: AVERAGE
	
	

	Method: Least Squares
	
	

	Date: 08/10/10   Time: 11:51
	
	

	Sample: 1/02/2007 7/28/2010
	
	

	Included observations: 868
	
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	0.00055
	0.00114
	0.4822
	0.6298

	DTU
	-0.00217
	0.00163
	-1.3363
	0.1818

	DW
	0.00033
	0.00160
	0.2067
	0.8363

	DTH
	0.00092
	0.00161
	0.5734
	0.5665

	DF
	-0.00178
	0.00162
	-1.0997
	0.2718

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.0064
	    Mean dependent var
	3.06E-05

	Adjusted R-squared
	0.0018
	    S.D. dependent var
	0.0151

	S.E. of regression
	0.0151
	    Akaike info criterion
	-5.5475

	Sum squared resid
	0.1958
	    Schwarz criterion
	-5.5201

	Log likelihood
	2412.62
	    Hannan-Quinn criter.
	-5.5369

	F-statistic
	1.3986
	    Durbin-Watson stat
	1.8359

	Prob(F-statistic)
	0.2326
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 9: Cluster 4 Firm size

	Dependent Variable: AVERAGE
	
	

	Method: Least Squares
	
	

	Date: 08/10/10   Time: 11:55
	
	

	Sample: 1/02/2007 7/28/2010
	
	

	Included observations: 868
	
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	0.00073
	0.00132
	0.5509
	0.582

	DTU
	-0.00222
	0.00189
	-1.1737
	0.241

	DW
	0.00123
	0.00187
	0.6611
	0.509

	DTH
	1.19E-05
	0.00187
	0.0064
	0.995

	DF
	-0.00292
	0.00188
	-1.5518
	0.121

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.0077
	    Mean dependent var
	-2.20E-05

	Adjusted R-squared
	0.0031
	    S.D. dependent var
	0.0176

	S.E. of regression
	0.0176
	    Akaike info criterion
	-5.2423

	Sum squared resid
	0.2657
	    Schwarz criterion
	-5.2148

	Log likelihood
	2280.15
	    Hannan-Quinn criter.
	-5.2318

	F-statistic
	1.6828
	    Durbin-Watson stat
	1.9815

	Prob(F-statistic)
	0.1519
	
	
	

	
	
	
	
	

	
	
	
	
	


Table 10: Cluster 5 Firm size
	Dependent Variable: AVERAGE
	
	

	Method: Least Squares
	
	

	Date: 08/10/10   Time: 12:00
	
	

	Sample: 1/02/2007 7/28/2010
	
	

	Included observations: 868
	
	

	
	
	
	
	

	
	
	
	
	

	Var
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	-0.00012
	0.00143
	-0.0845
	0.933

	DTU
	-0.00242
	0.00205
	-1.1819
	0.238

	DW
	0.00372
	0.00202
	1.8460
	0.065

	DTH
	0.00083
	0.00203
	0.4112
	0.681

	DF
	-0.00228
	0.00204
	-1.1187
	0.264

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.0141
	    Mean dependent var
	-0.00011

	Adjusted R-squared
	0.0095
	    S.D. dependent var
	0.0191

	S.E. of regression
	0.0189
	    Akaike info criterion
	-5.0856

	Sum squared resid
	0.3108
	    Schwarz criterion
	-5.0581

	Log likelihood
	2212.13
	    Hannan-Quinn criter.
	-5.0750

	F-statistic
	3.0972
	    Durbin-Watson stat
	2.0518

	Prob(F-statistic)
	0.0152
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