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Introduction
The economist Joseph Schumpeter first emphasized the importance of innovation in: ‘The theory of Economic Development’. According to Schumpeter, value is created through new product combinations. In turn, Schumpeter identifies the concept of competition as the main influence on the level of value creation:

                     “We know that there is a circular flow, in which the law of cost strictly rules, in the sense of 

                      equality between value of products and value of means of production, and that here too 

                      economic development in our sense is only accomplished in the form of carrying out new

                      combinations of existing goods…The appropriate magnitudes of all value categories are only 
                      determined by the force of competition, whether of goods or of individuals”.                               

                                                                                                               Joseph A. Schumpeter (1959) p. 139-143.

Recent research indicates competition is still considered to be the most important determinant of innovation today (Brouwer and van der Wiel (2010) p. 32). The relationship between competition and product innovation, however, is ambiguous. An increase in competition will increase the equality between the value of the product and the value of the means of production. This will stimulate firms to escape the increased competition through the creation of new or incremental products or services. However, in order to truly escape competition, the level of investment necessary may be high. Consequently, when a company is far behind the profit and technology level of the more powerful ‘leader’ companies in an industry, an increase in competition may discourage investment in innovation. Recent economic theory only predicts the discouraged effect to dominate the opportunity to escape competition after a threshold amount of competition. The relationship between competition and innovation is, as such, described as an inverted-U (Aghion et al. (2005). This threshold amount may be of particular interest to competition authorities which need to make trade-offs between static and dynamic efficiency. The merging of two large companies may, for example, increase the static efficiency through a more efficient production of products due to economies of scale. On the other hand, if an industry lies before the threshold value of competition, the merger will decrease competition and consequently, lower the dynamic efficiency through decreased investment in long term Research and Development. For the Netherlands, Brouwer and van der Wiel (2010) made a recent contribution in this respect. Their results show that most industries in the Netherlands lie before the threshold value of competition and so an increase in competition would have a positive effect on innovation. 

An important group of companies that is often neglected in this type of research, however, is the group of small and medium enterprises (SMEs). A recent policy report categorizes a company as an SME if it has less than 100 employees (EIM (2008) p. 11-12).  First of all, research amongst this group of firms seems highly valuable because 99% of all private firms in the Netherlands fall into this category. Secondly, I find this group of particular importance in the research concerning competition and innovation because the entrance of small and medium enterprises to a market delivers a large contribution to the dynamic efficiency of this market (Blees et al. (2003) p.5). I want to find out if competition influences innovation amongst Dutch SMEs in the same inverted U-relationship as results from general research taking into account companies of all sizes. Secondly, I want to dismantle competition as an aggregate indicator of competition in order to identify the underlying components of competition that are most important in influencing innovative incentives. Consequently, policy could be applied more accurately, possibly resulting in more consistent and predictable results. 
Greatly respected in the field of strategic analysis is Micheal E. Porter. Porter emphasized industry characteristics to be the most important determinants of industry profitability. More specifically, an industry must be analyzed by the following five forces: internal rivalry, entry threat, substitute threat and the bargaining power of buyers and suppliers (Porter (2008)). The Competitive Forces of Porter are not just interesting to measure from a business perspective. The industry characteristics of Porter are making their way into the field of Industrial Organization, the economic theory of competition, specifically by the concept of ‘New Empirical Industrial Organization’(NEIO). This type of science identifies specific aggregate competition indicators to coincide with the competitive forces of Porter (Cabral (2000) p. 159-160). Unfortunately this method is an indirect way to measure the forces and in addition, certain forces influence more than one aggregate indicator. This increases my interest as an economist to empirically contribute to the field of ‘NEIO’ by dismantling competition in the five competitive forces of Porter. In addition, firms respond to what they perceive affects their company results most. For policy purposes it is important to correctly measure firm behaviour. I assume that the managers of small and medium enterprises are familiar with their industry characteristics and will respond by means of strategy when the competitive pressure of these competitive forces changes. Consequently, a perception-based research following the valuation method of Kemp et al. (2004b) will give an accurate reflection of the competitive pressure on firms in a given industry as well as their response to these pressures by means of innovation
. My main research question is as follows:  

--- Do competitive forces, in the form of an inverted-U relationship, influence the      

      investment in product and process innovation amongst SMEs in the Netherlands? ---

Put differently, I want to find out which competitive forces positively influence innovative intentions for low levels of competition and negatively influence innovative intentions for high levels of competition; resulting in an inverted-U relationship. In theory, this relationship could be present for all forces, because for a change in each competitive pressure, a change in innovation is a possible and strategic reaction. However, it seems very possible that an inverted-U of an aggregate competition indicator is made up of different effects of individual forces. A trend in diverting from merely competition indicators may be evolving in research concerning innovation. This trend is indicated by recent research of Aghion et al. (2009); predicting the inverted-U shape to be present for the competitive force ‘entry threat’. 

Before I test my main research question, I need to test two theoretical assumptions first. The first assumption is that firm heterogeneity within an industry with respect to profit and technology levels increases as competition rises, also known as the ‘composition effect’. Recall that an increase in competition will cause an increase in innovation before a certain threshold, or at relatively low levels of competition. Firms in industries before this threshold are assumed to have similar profit and technology levels. However, industry structure may change so that there are ‘leading’ firms with high profit and technology levels and ‘laggard’ firms with a high profit and technological gap compared to the leading firms. High levels of competition may be explained by ‘laggard firms’ dominating average industry competition levels. Amongst this particular industry structure, the costs of investment will be relatively high and as a result, an increase in competition will discourage the ‘laggard’ firms to innovate. Consequently, in order for the nonlinear inverted-U relationship to be theoretically present, the composition effect needs to occur for all competitive forces. I will be able to test this by looking at the spread in competitive pressure on profit levels of firms in an industry. Subsequently, my first sub-question is as follows: 

1.  Do increases in the competitive forces lead to an increase in dispersion of firms in an        

     industry with respect to the effect of these competitive forces on firm profit levels?
I expect sub-question 1 to hold for all competitive forces. In addition, when sub-question 1 holds true for all competitive forces, I assume an aggregate measure of the competitive forces to be statistically significant in the form of an inverted-U. If a force does not satisfy the condition that an increase in competition leads to an increase in dispersion with respect to the effect of competitive forces on firm profit levels, industry structure for that force does not significantly change as competition rises. When there are not significantly more laggard firms present at higher levels of competition, a sudden quadratic decrease in innovation expenditure as competition rises further seems theoretically unrealistic. Nevertheless, a nonlinear inverted-U could still be statistically present in which case an aggregate inverted-U need not be distorted. Hence, sub-question 2: 

2. Is an aggregate measure of the competitive forces statistically significant in the form

             of an inverted U-relationship?

Only if an aggregate measure of the competitive forces significantly affects innovation in the form of an inverted-U I will dismantle the aggregate measure in linear and quadratic terms of the competitive forces, in order to find out which forces are of significant influence. If an aggregate measure of the competitive forces does not significantly affect innovation in the form of an inverted-U, I will simply assume there is a linear relationship between competition and innovation. 
Correspondingly, there is an important difference between product and process innovations. A product innovation is defined as the entrance of a good or service to the market that is significantly different or improved from former goods or services. A process innovation is defined as the entrance of a production or delivery method that is significantly different or improved from former production or delivery methods (OECD (2005) p. 46-49). I do not follow the assumption of Boone (2000) that firms merely differ with respect to their efficiency level
 since that would ignore the assumption of firm heterogeneity with respect to technology levels. However, I assume firms differ with respect to their efficiency level next to a difference in technology level and may, in a similar matter, strategically act upon this ‘difference’ as competitive pressure rises. Thus, I will test if the inverted U-relationships are present for both product and process innovation separately. My main research question is as follows:
3. Do competitive forces, in the form of an inverted-U relationship, influence the        investment in product and process innovation amongst SMEs in the Netherlands? 
It is possible that different underlying forces influence product and process innovation because both forms are different ways to respond to an increase in competitive pressure. In general, however, I predict the presence of an inverted-U to be less significant for process innovation because SMEs have a higher tendency to invest in product innovation compared to process innovation
. 
Moreover, whether product and process innovations are complements or substitutes is an ongoing debate. Theory predicts that as competitive pressure rises, an increase in efficiency is the most probable response, which is performed through investment in process innovation. In addition, an investment in product innovation is discouraged (Boone (2000)). This theory, however, disregards the opportunities of reaching a niche market as well as the possibility that managers will merely act profit-maximizing when competitive pressure forces them to
. These opportunities are reasons to respond with an investment in product innovation as competitive pressures rise. By including both forms of innovation in a regression equation, I am able to test if one form of innovation has a significant influence, either positive or negative, on the other form of innovation. For this reason, my fifth sub-question is as follows: 

4. As a result from a rise in competitive pressure, are intentions to invest in product and process innovations complements or substitutes?

In addition, I measure the 6th force ‘institutional influence’, constructed by Kemp et al. (2004b), to see if the Dutch competition authority directly influences the innovative incentives of SMEs. The reason this force is constructed is that competition authorities intervene in the dynamics of competition and are, subsequently, expected to have an effect on the strategic reaction of firms in the form of investment behavior (Kemp et al. (2004b) p.9). More specifically, a competition authority tries to offset market power by forbidding certain mergers, regulating natural monopolies and punishing cartels. With regard to the institutional influence of the competition authority I make five assumptions: 


(i)  I assume firms that experience a relatively low amount of competition to be closely monitored and/or highly affected by the competition authority. 
In other words, I expect firms that experience a relatively low amount of competition to perceive the competition authority as more active compared to firms that experience a medium or relatively high amount of competition. Relating this to the theory of Aghion et al. (2005): 

(ii) I assume firms that experience similar technological and profit levels as well as firms with a high technological or profit gap compared to their leaders to perceive the pressure of the competition authority to be relatively low. 
(iii) I assume ‘leading’ firms with a high technological and profit advantage compared to their ‘following’ firms to perceive the pressure of the competition authority to be relatively high. 
Consequently, I predict that the composition effect holds.  The composition effect predicts that firms in sectors with a relatively low dispersion of institutional influence will experience a low average institutional influence. In addition, firms in sectors with a relatively high dispersion of institutional pressure will, due to the high influence on ‘leading’ firms, experience a relatively high average institutional influence.
If the composition effect holds: 

(iv) I assume the high pressure of the Dutch competition authority to cause an increase in competitive pressure for ‘leading’ firms, which may increase innovative intensities.

(v) For sectors with similar technological or profit levels, I assume any increase in institutional influence is due to a decrease in competition, which may decrease innovative intensities. 

As a result, I predict a negative relationship between institutional influence and innovation at low levels of institutional influence and a positive relationship between institutional influence and innovation at high levels of institutional influence. This would result in a U relationship between institutional influence and innovation
. Hence my fifth sub-question: 
5. Does institutional influence affect product and process innovative intensities in the form of a U relationship amongst SMEs in the Netherlands? 
In addition to an inverted-U relationship between competition and innovation, Aghion et al. (2005) made an additional prediction with regard to the steepness of the curve. The theory states that industries with the lowest amount of ‘dispersion’ between firms with regard to profit and technological levels will innovate more in response to an increase in competition compared to industries with an average amount of ‘dispersion’ between firms with regard to profit and technological levels. As a result, my sixth sub-question states: 
6. Is there a steeper relationship between competitive forces and innovative intensities for industries with a relatively low amount of ‘dispersion’ between firms with regard to aggregate competitive pressure on profit levels? 
With my last sub-question I will test the presence of any feedback loops between innovative activity and the level of competitive forces. I specifically expect this to be the case for the competitive force: ‘entry threat’. The reason for this is as follows: a respected theory of Sutton (1991) convinced many economists that high innovative intensities of incumbent firms may deter entry. Consequently, I expect an increase in product innovation to lead to a decrease in entry threat. In addition, an increase in process innovation is expected to increase the price-cost margin, or profit level, of a company. High process innovative intensities are aimed at increasing industry firms’ profit levels which may, in turn, attract entry of new industry firms. As a result, I expect an increase in process innovation to lead to an increase in entry threat. The last sub-question is, therefore, formulated as follows: 
7. Are there feedback loops present between competitive forces and product and/or process innovative intensities? 
Finally, I will follow the recent trends in IO economics concerning my measurement of the relationship between competition and innovation. Namely, the most recent competition indicator: ‘the profit elasticity’ focuses on the sensitivity of firm profit levels in determining the competitive influence on a firm (Boone et al. (2007)) as well as the argument of Griffith et al. (2006) that researchers must investigate the effect of competition on profit levels, which in turn affects innovation. Consequently, I focus on profit levels, instead of concentration indexes, by assuming that when competitive pressure is high, the impact of a competitive force on a firm’s profit level is higher than when competitive pressure is low. 

The results indicate the ‘composition effect’ holds for all competitive forces, except ‘internal rivalry’. Moreover, the ‘composition effect’ of institutional influence indicates a nonlinear relationship in the form of a U shape between institutional influence and innovation. The competitive forces aggregately affect product innovation in the shape of an inverted-U. After dismantling competition, supplier power and substitute threat explain the positive effect and entry threat explains the negative effect of competition on product innovation. In addition, network opportunities and previous success in product innovation significantly explain investment in product innovation of SMEs. Contrarily, an aggregate inverted-U relationship between competition and process innovation is not found. Alternatively, buyer power has a negative linear effect and internal rivalry a positive linear effect on process innovation. In addition to network opportunities and previous success in process innovation, relatively large industry firms invest significantly more in process innovation compared to relatively small industry firms. Furthermore, product and process innovation appear to be bundled, however, both forms of innovation are affected by different competitive forces. The Dutch competition authority merely has an indirect influence on investment behavior through changes in competitive pressure. I found no empirical evidence of a steeper relationship between competitive forces and innovative intensities for ‘more leveled’ industries. However, I did find that ‘more leveled’ industries are more influenced by previous success in innovation compared to ‘average leveled’ industries. Finally, a rise in process innovation increases entry threat; however, I found no empirical evidence of a feedback loop between product innovation and entry threat.     
The structure of this thesis is as follows. Section 1 provides a literature with regard to competition, innovation and the relationship between competition and innovation. Section 2 provides the methodology used in order to perform the research of this thesis. Section 3 provides the results of the research, followed by a discussion in section 4. The discussion is followed by the conclusions of this research in section 5. Lastly, section 6 provides the limitations of this research and suggestions for further research. 
1. Literature review

The aim of this literature review is to inform with regard to the relationship between competition and innovation and to introduce the theory with regard to perception-based research used in this thesis. 

First of all, sections 1.1 and 1.2 entail literature with regard to the concept of competition and ways to measure competition. Subsequently, sections 1.3 and 1.4 entail literature with regard to the concept of innovation and ways to measure innovation. In section 1.5, literature with regard to the relationship between competition and innovation is reviewed and a summary table of previous empirical research is included. Finally, in section 1.6 I signal the main theoretical implications for my research, derived from the literature reviewed. 
1.1. Competition

This section first introduces the concept of competition. Subsequently, the competitive forces of Porter are elaborated upon, which will be specifically important for the competition indicator used in this thesis. 
1.1.1. The concept of competition

It is hard to imagine modern economic science without the term ‘competition’. In explaining economic theory, an economist often assumes either perfect competition or a monopoly situation in order to predict the rational behaviour of firms. These theories have proven useful in practice to understand the dynamics of markets. 

In history, one of the first classical economists who used the term competition was Adam Smith when he tried to explain why a reduced supply led to a higher price: 

                   “Competition will immediately begin among buyers; when the supply is  

                    excessive, the price will  sink more, the greater the competition of the sellers, or according as it    

                     happens to be more or less important to them to get immediately rid of the commodity.”

                                                                                                              Adam Smith (Source: Stigler (1957) p. 1).     

While this certainly introduced the usage of the term competition in economic theory, economists wanted the definition of competition to capture the essential general content of markets, so the predictions drawn from the theory could have wide empirical reliability. Perfect competition was therefore defined as a situation in which there are indefinitely many traders acting independently in a market in which the traders have full knowledge of all offer and bid prices (Stigler (1957) p.14).  

In modern Industrial Organization theory, perfect competition assumes that individual consumers maximize their own welfare and firms maximize their own profit. Furthermore, the presence of the following conditions is required: (1) there are many buyers and sellers (2) buyers and sellers have complete and perfect knowledge of market conditions (3) buyers and sellers deal in a standardized product and (4) buyers and sellers have free and easy entry into and exit from the market (Martin (2001) p. 10). In the long run, firms in perfect competition make zero profits. 

A monopoly situation is the exact opposite of a situation of perfect competition. The assumptions are the same as in the situation of perfect competition, however the conditions differ, namely the market is supplied by a single firm and there is no possibility of entry for competitors (Martin (2001) p. 17). In the long run, a monopolist makes positive profits. 

In practice, the competitive situation of firms in a market often lingers in between these two extremes. It has been recognized that the (exogenous) determinants of competition can be related to the market structure of an industry and the conduct of firms (Brouwer and van der Wiel (2010) p. 15-16). Michael E. Porter, moreover, developed five forces of competition that he believes affect the average profitability of firms in an industry. This notable and respected means of analysis is often used in business. 

1.1.2. Competition dismantled: Porter’s five competitive Forces

In order to understand industry competition and profitability, the underlying structure of an industry must be analyzed by means of the following five forces: existing rivalry amongst competitors, threat of new entrants, bargaining power of buyers, bargaining power of suppliers and the threat of substitute products or services. Michael E. Porter emphasized the importance of industry structure as opposed to the characteristics of a product or service, the technological status of a product or service or whether a product or service is regulated or not
. The strongest competitive forces are determinant for industry profits and strategy. These forces are not always apparent, nonetheless important to recognize (Porter (2008) p. 2-3). Porter’s five competitive forces are displayed and elaborated upon below. 

  Figure 1: Porter’s Competitive Forces.       
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                                                                                                        Source: Porter (2008) p. 4

1. Rivalry amongst existing competitors

Rivalry amongst existing competitors is expected to be high when an industry is characterized by, amongst other things, a high amount of competitors, slow industry growth and high exit barriers (Porter (2008) p. 9). With a high amount of competitors and slow industry growth, firms within an industry will need to fight relatively harder for an increase in market share compared to when these characteristics are not present. When exit barriers are high, the costs of competing may be relatively low compared to the costs of leaving the industry, resulting in firms being more inclined to compete. In addition, rivalry hampers industry’s profitability most when an industry competes by directly lowering prices. This form of competition, known as price competition, is most likely when products or services are almost identical, known as ‘undifferentiated’, switching costs for buyers are low or when the product is perishable (Porter (2008) p. 9). In the first two cases buyers may be inclined to switch easily between different products or services therefore providing incentives for companies to lower their prices in order to attract customers. In the latter case lowering prices is expected to be necessary in order to sell the products or services in time, before they become obsolete. Secondly, structural industry characteristics play a role such as high fixed costs, low marginal costs and large capacity expansions in order to be efficient. High fixed costs and low marginal costs create pressure to lower prices close to marginal costs to gain market share. With a lower mark-up, a relatively larger amount of buyers is needed to recoup fixed costs, making the battle for buyers more intense. Secondly, when large capacity expansions are needed to produce efficiently, the balance between supply and demand may be off and overcapacity can occur which will lead to price cutting. 

The resulting rivalry from these characteristics can induce firms to show the following behaviour: advertising campaigns, lowering of prices and product and service innovations (Porter (2008) p. 9). By showing this behaviour firms in an industry are trying to retain or gain market share by signalling their products through advertising or making it more attractive for buyers to buy their product by lowering prices. In addition, by product and service innovations, firms in an industry can increase their price-cost margin by differentiation from their competing products and an increase in switching costs for buyers.              

2. Threat of new entrants

In general, the threat of entry depends on the disadvantages new entrants have relative to incumbent firms, known as: entry barriers. In practice, often recognized entry barriers are supply-side economies of scale: unit costs decrease because fixed costs can be spread over a higher amount of units and demand-side economies of scale: a client’s willingness to pay rises with the number of clients a company has in total. Also, incumbents may have advantages independent of size such as a favourable location choice, efficient production processing or favourable brand identities. Furthermore, firms may be required to meet large capital requirements in order to enter an industry or face high customer switching costs which may hinder the gain in market share. Lastly, structural problems such as unequal access to distribution channels and restrictive government policy will hamper the threat of new entrants. When the entry barriers of a particular industry appear to be low, the threat of entry is expected to high. New entrants put pressure on current market shares, prices and rate of investments of incumbent firms. New entrants are specifically threatening when they are diversifying from other markets, since they will have skills and cash flow available more easily than start up businesses
. The increased pressure on the profit possibilities of an industry can be counteracted upon in two ways: (i) by lowering prices or (ii) by increasing investments (Porter (2008) p. 3-5). Lowering prices is expected to deter entrants by signalling a seemingly lower profitability and increasing investments is expected to lead to innovations by which incumbent firms can secure their level of profitability and amount of market shares.       

3. Bargaining power of suppliers

The power of suppliers can be high when their negotiating terms are relatively more favourable than for the vending party, characterized by the following situations: firstly, when the supplying party is more concentrated than the demanding party in the industry or when there is no substitute for what the supplier provides (Porter (2008) p. 6-7). In both cases the supplying party will have relatively more market power, in the first case the buying party will have less choice in parties to purchase from and in the second case the buying party will have less choice in products to purchase. Secondly, the supplier cannot depend heavily on this industry for its revenues or the supplier can credibly threaten to integrate forward when this is more profitable to do so (Porter (2008) p. 6-7). When the supplier does not depend heavily on the sales to the industry of the buying party, the supplier can credibly threaten not to supply to the demanding party anymore when the reward is too low. Secondly, a relatively low price will make it more attractive for the supplier to integrate forward and the buying party will be forced to accept relatively higher prices from the supplier. Lastly, the supplier can offer differentiated products or the demanding party can face switching costs when changing suppliers. Differentiated products often are products that are patented e.g. in medicine when a certain drug is expected to provide particular medical benefits which gives the supplying party high bargaining power (Porter (2008) p. 7). When switching costs are high demanding parties often have invested much in the supplier, by e.g. demanding customized products. High switching costs will in that case be related to the level of differentiated products. When all or some of these characteristics are present, suppliers are expected to capture a large part of the value by charging higher prices, shifting costs to the demanding party or lowering quality. This will result in an average lower profitability for the industry when the demanding parties are unable to transfer these high costs to their clients (Porter (2008) p. 6). This would indicate a relatively high elasticity of demand for the final product. This is expected to put a strain on industry profits. This can be counteracted upon by positively influencing some of these characteristics, e.g. by integrating backwards which will decrease dependency on suppliers or by becoming more efficient in the production process which can lower costs in general. 

4. Bargaining power of buyers
When buyers have a relatively high possession of the following characteristics, the negotiating power of the buyer is expected to be high. Firstly, when the concentration of buyers is relatively low or the buyer group is strapped for cash (Porter (2008) p. 7). In the first case the selling party is dependent on a relatively low amount of buyers for its sales. A lower amount of buyers can pressure the selling party to sell for a relatively low price. In the latter case the elasticity of demand of the product is expected to be relatively high, resulting in a downwards pressure on prices for the selling party. Secondly, bargaining power of buyers is expected to be high when the products bought are undifferentiated, the buyer has low switching costs from changing vendors or buyers can credibly threaten to integrate backwards (Porter (2008) p. 7). In the first two cases the buyer has a high supply of products or services to choose from, which naturally enables the buyer to push down prices. Instinctively, the latter case enables the buyer to push down prices, since the higher the price, the more profitable it is for the buyer to integrate backwards. Furthermore, when a product represents e.g. a significant fraction of the costs in a budget or when the quality of the product or service is not of significant importance, buyers are price sensitive (Porter (2008) p. 7). When buyers are price sensitive the ability for a vendor to raise its price is hampered. 

The disadvantage of powerful buyers is that the prices of the vending party can be forced down and more fierce rivalry between competitors in the industry can be triggered (Porter (2008) p. 7). Naturally, when the negotiating power of buyers is high, industry profitability is expected to be relatively low. This can be counteracted upon by product innovation, by which vending parties in an industry can sell goods that are more differentiated, leading to a lowering of the bargaining power of buyers. Furthermore, due to the investment made by innovating the threat of buyers to integrate backward will be lowered, resulting in a lower bargaining power of buyers.  
5. The threat of substitutes

In the following two cases, the threat of substitutes is expected to be high: when substitutes offer an attractive price-performance trade-off compared to the offered product and when the buyer’s cost of switching to the substitute is low (Porter(2008) p. 8). In both cases, it is relatively attractive for a buyer to switch back and forth between different products or services. When a product becomes more undifferentiated compared to its competitors, prices will have to be lowered in order to attract customers and retain or possibly gain market share. As expected, a high threat of substitutes places a cap on industry prices and limits general profitability. In addition, the threat can be indirect since substitutes may appear very different from the original product or service. Hence, strategists should maintain a broad view when defining their competitive market (Porter (2008) p. 8). 

Ways to counteract upon this threat can be by product or process innovation. Process innovation can increase the efficiency in a production process, enabling the vendor to lower prices and offer buyers a relatively better price-performance trade-off. By product innovation competitors in an industry can differentiate themselves from former substitutes, consequently making it less favourable for a buyer to switch to other products or services.    

   To summarize, an industry with high rivalry amongst existing competitors, a high threat of new entrants, high bargaining power from both suppliers and buyers and a high threat of substitute products or services is characterized by a relatively low expected profitability. Strategic ways to counteract upon these forces can be to increase advertisements, lower prices (specifically in the case of a ‘high entry threat’) and by product and process innovation.  
1.2. Ways to measure competition

This section reviews the traditional indicators used to measure competition and introduces the concept of perception-based research, which is the measurement tool used in this thesis. 

1.2.1 Industrial Organization Indicators 

The measurement indicators for competition that are most commonly used in empirical Industrial Organization literature are the Lerner index, the Herfindahl-Hirschman index, C4 and the more recent NEIO and Profit Elasticity.

I. The Lerner index
The Lerner index indicates market power and is measured by the firm’s mark-up:

Lerner index: L(i) = [image: image2.png]



In which p(i) stands for the price and C’(i) for the marginal cost of the product or service (Motta (2004) p. 116). Subsequently, a high value of the Lerner index corresponds to a low amount of competition. Practical problems arise when using this measure in practice, however, since estimating the marginal costs is often beyond practical feasibility. In practice, the Lerner index L(i) can be measured by:
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                                                          L(i)= 
In which profit(i) stands for the operating profit net of depreciation, provisions and the financial cost of capital of firm i and sales(i) stands for the sales of firm i. In addition, the average Lerner index across firms in an industry is taken (see e.g. Aghion et al. (2005)). Since the Lerner index is measured as a market aggregate, the firms with the highest market shares are given a higher weight in the calculation of the measure than the firms with a lower market share (Boone et al. (2007) p. 2 and 3). A disadvantage of using the Lerner index as an indicator for competition is that, in theory, monopolists are often characterised by productive inefficiency, so one can expect high (marginal) costs to be inherent to high market power. Conversely, low competition will result in a low value of the Lerner index (Motta (2004) p. 116).   

II. The Herfindahl-Hirschman Index

The Herfindahl-Hirschman index (HHI) is known as a concentration index: 

HHI= [image: image5.png]> m(i)?




In which m(i) stands for the market share of firm i (Motta (2004) p. 124). The index can take values between 0, in which case the market is fully fragmented, and 10,000, in which case there is one firm in the industry that owns 100% of the market shares (Motta (2004) p. 235). Subsequently, a high value of the HHI corresponds to a low amount of competition. In practice, a firms market share can be measured by:
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                                                                m(i) = 
In which sales(i) stands for the sales of firm i and Σ(n)sales(i) stands for the total sales of all firms N in the industry (see e.g. Tingvall and Karpaty (2008)). The HHI is criticized as a measure since it does not take the ‘reallocation effect’ into account. The reallocation effect takes place when internal rivalry between firms becomes more aggressive. This suggests a rise in competition, and during this intense rivalry inefficient firms are expected to go bankrupt, transferring their market shares to the more efficient firms that remain. Since fewer firms remain, the HHI will be relatively higher when conversely, competition intensified (Boone et al. (2007) p. 19-20). Secondly, the HHI relies on correct and precise definitions of geographic and product markets, which can make application in practice difficult (Aghion et al. (2005) p. 704). 

III. C4

C4 is another concentration index, however this indicator focuses solely on the 4 largest firms in an industry
. These firms are ordered by their amount of market shares and the first firm is the firm with the highest amount of market shares. C4 is measured by the sum of the market shares ‘s’ of these firms: 

C(4)=[image: image8.png]


 
The index can take values between 0, in which case there is minimum concentration, and 1, in which case there is one firm in the industry that owns 100% of the market shares (Cabral (2000) p. 155). Subsequently, a high value of C4 corresponds to a low amount of competition. Similar to the Herfindahl-Hirschman Index, market share of a firm can be replaced by the measure of sales, and criticism regards the facts that the indicator does not take the reallocation effect into account and that it relies on correct and precise definitions of the geographic and product market. 

IV. New Empirical Industrial Organization (NEIO)).

In current IO literature, a new approach incorporating the five forces of Porter has been conceptualized in a framework referred to as New Empirical Industrial Organization (NEIO). Formally, it was assumed that the degree of market power, measured by the Lerner index, depended merely on the market concentration and elasticity of demand. This relationship can be formulated when we assume a general Cournot model with n firms, with cost functions c(i)*q(i): 
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In which ‘H’ stands for the Herfindahl-Hirschman index and ‘e’ stands for the price elasticity of demand (Cabral (2000) p. 155). From this equation it can be derived that the higher the concentration in a market or the lower the elasticity of demand, the higher the degree of market power. In addition, this equation assumes there is a direct relationship between the degree of market concentration and market power
. In New Empirical Industrial Organization, however, the degree of collusive behaviour is added to the equation:  

Lerner index= Θ*[image: image12.png]|




In which Θ stands for the degree of collusive behaviour. Naturally, in the case of a monopoly, the equation becomes ‘1/e’, however, this is the case for perfect collusion as well (Cabral (2000) p. 159-160). This denotes that when there are several firms within a market, there is still a possibility for the setting of monopoly profit-maximizing prices when these firms are perfectly collusive
. In addition, the five forces of Porter can, based on the framework of New Empirical Industrial Organization, be appointed to the indicators in the above equation as follows: (i) internal rivalry would coincide with the estimation of Θ (ii) the impact of entry would coincide with the estimation of H and indirectly through changes in the level of Θ (iii) substitute threat and buyer power both coincide with the estimation of ‘e’ and (iv) supplier power coincides with the estimation of the Lerner index (Cabral (2000) p. 159-160). Subsequently, it is assumed that the lower the degree of collusive behaviour of firms, the higher the degree of internal rivalry between firms. Secondly, it is assumed that the lower the concentration index H and the lower the collusive behaviour in an industry, the easier it is for firms to enter the market resulting in a higher entry threat. When the elasticity of demand is high, it is assumed that the threat of substitutes is high and/or buyers are in a more favourable negotiation position. Lastly, a low value of the Lerner index is assumed to coincide with a good negotiation position of suppliers whom will capture most of the added value, or price-cost margin, of a product or service. However, the same practical problems arise as previously mentioned. It is practically unfeasible to estimate marginal costs, which is necessary to estimate the Lerner index. Secondly, the Herfindahl-Hirschman index does not take the reallocation effect into account and is based on correct and precise definitions of geographic and product markets. An additional disadvantage of this measure is that substitute threat and buyer power are measured collectively so we cannot measure the precise effects of the individual forces. A similar problem arises when we estimate the value of collusive behaviour which, next to internal rivalry, is an indirect measure of entry threat. Furthermore, all forces are measured indirectly and there is no proof that there could not be more or less than five forces that impact the factors measured, thus we cannot say with complete certainty that the values of the forces perfectly coincide with the estimated factors.   

V. The Profit Elasticity

The profit elasticity, PE, is a relatively new indicator of competition developed in 2007. The theory behind this indicator is that in a competitive market, inefficient companies are punished more severely by the market mechanism than more efficient companies. When a market is more competitive, an increase in marginal costs of 1 percent will result in a higher decrease in profits for the inefficient companies than in a less competitive market (Boone et al. (2007) p. 3). This relationship between the profit level π(i) of firm i and marginal cost level c(i) of firm i is expressed as follows: 
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In which α is a constant and β stands for the profit elasticity, indicating the percentage fall in profits due to a one percent increase in marginal costs (Boone et al. (2007) p. 17). The PE depends on the efficiency level, measured by the sensitivity level with respect to profits of the average firms in an industry, as opposed to the concentration of the average firms in an industry
. This assumption recognizes the importance of the Lerner index as an indicator, as opposed to a concentration index, since the Lerner index measures average price-cost margins. Prices minus costs naturally result in average profit levels. However, the Lerner index measures the state of competition, whereas the PE measures the direction of the competitive level. This difference is explained by the reallocation effect: when competition between firms intensifies inefficient firms are expected to go bankrupt, transferring their market shares to the more efficient firms that remain. The few efficient firms that remain will have generally higher mark-ups due to the increase in market shares. In turn, this increases the weight of these firms in the calculation of the Lerner index. Consequently, the Lerner index shows a decrease in competition while instead, competition intensified (Boone et al. (2007) p. 2-3). Veritably, the PE and the Lerner index provide different results in highly concentrated markets. In general, however, the PE and the Lerner index are highly correlated and consistent measures of competition (Boone et al. (2007) p. 37).
A disadvantage of the PE measure is that, as with the Lerner index, it is practically unfeasible to estimating marginal costs. In practice, therefore, marginal costs can be replaced for average variable costs (AVC): 
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The use of average variable costs has been tested and the relationship between profits and AVC is mostly robust to different ways in which PE can be estimated
 (van der Wiel (2010) p. 119). Nonetheless, a second disadvantage of the PE as an indicator is that firms with negative profits cannot be taken into account due to the profits being expressed in the form of a logarithm. 

1.2.2 Perception-based indicators 

In this thesis, a technique known as ‘perception-based’ research is applied. Perception-based research denotes the collection of data on variables by specifically asking the persons of interest with regard to their ‘perception’, applied to their own situation, of the variables. As opposed to the collection of data accompanied by assumptions such as the ‘rational’ behaviour of firms, this technique takes the actual psychological processes that lie behind decisions into account (Kemp and Hanemaaijer (2004) p. 5). The perception of persons of interest is important, since these are the persons making the decisions with regard to their own strategies. An advantage of relating perception-based explanatory variables to a perception-based dependent variable is, therefore, that the interpretation of an impact on the firm’s position is expected to be related to the type and intensity of the reaction (Kemp and Hanemaaijer (2004) p. 6). A conceptual Framework of this relationship is displayed below: 

Figure 2: A Conceptual Framework
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                                                                  Source: Kemp and Hanemaaijer (2004) p. 12
The framework above indicates that competition is a dynamic process between competitive firms. For simplifying purposes there are assumed to be only two firms: the focal firm A and the target firm B. The dots in the middle represent the firms’ competitive strategies which are the focal points of the firms. By choosing a strategic focus, similar firms are likely to share the same perceptions of competition; identifying similar competitors and similar occurrences as competitive threats. So, when firm A takes action, firm B will notice this action while scanning the environment and when this action is perceived to be threatening enough with regard to firm B’s profits, firm B will decide to take action (Kemp and Hanemaaijer (2004) p. 11-13). 

Tang (2006) recognizes 3 specific advantages from perception-based research specifically applied to competition. The first advantage is that different firms may have different perceptions about their level of competition (Tang (2006) p. 70). Different, or heterogeneous, perceptions can result from e.g. more prudent managers perceiving a similar environment to be more competitive than less prudent managers. Heterogeneous views can also result from a lack of information; some managers may simply not know the exact definition of their (competitive) environment. Due to firms having heterogeneous perceptions with regard to their competition, firms will differ in their intensity of actions against competition. This can be more accurately measured using perception-based research. Secondly, a firm in an industry may select only part of the firms in the industry as competitive threats (Tang (2006) p. 70). This is known as a firm’s ‘competitive map’. Most firm strategists label five to nine firms as main competitors, whom they follow more intensively than other competitors (Kemp and Hanemaaijer (2004) p. 5). Lastly, perception-based research reflects not only competition from domestic markets but also from markets overseas
 (Tang (2006) p. 70). 

The first advantage of perception-based research is at the same time a disadvantage; the perceptions of the persons of interest within an industry may be heterogeneous with regard to their (competitive) environment (Kemp, Hanemaaijer (2004) p. 5). When taking a sample of firms in a sector, the results could be biased if the sample e.g. entails a significantly high amount of prudent managers compared to the average per sector or a significantly high amount of managers with a lack of information compared to the average per sector. We can assume, however, that most firms have a strategy and are aware of at least their main competitors. Furthermore, the questions asked in perception-based research depend on what the researcher believes has an impact on what he or she is trying to measure. Therefore, additional influences can be overlooked.  

I. Measuring Porter’s Competitive Forces

In economics, marketing and management many empirical attempts have been made to comprehend industry structure effects in order to determine firm performance, however the lack of a ‘psychometrically validated measurement scale’ can be considered a deficiency in these attempts
 (Pecotich et al. (1999) p. 409). Kemp et al. (2004b) attempted to create such a psychometrically validated measurement scale incorporating Porter’s five competitive forces and adding a 6th force: ‘Institutional Influence’. The reason behind this addition is that competition authorities are given the power to intervene in the dynamics of competition and are, consequently, expected to influence outcomes in industries or markets (Kemp et al. (2004b) p. 9). This 6th force enables researchers to test the effect of this influence on business incentives. After extensive testing, Kemp et al. constructed the following questions in order to measure the perceived threat of the competitive forces
: 
Table 1: Perceived threat of the Competitive Forces
[image: image21.emf]
                                                                                                                             Source: Kemp et al. (2004b) p. 79

Note that in table 1, questions are asked considering the firm’s ‘market’ as opposed to the competitive treat for the firm answering the question. 

In addition, Kemp et al. expanded their measurement by constructing questions with regard to the perceived impact of the forces on the profitability of the firm in question, presented in the following table:  

Table 2: Perceived impact of the Competitive Forces
[image: image22.emf]
                                                                                                                              Source: Kemp et al. (2004b) p. 46
This method of research is not perfect since it may not capture the full dimensionality of industry competition, for instance, in reality there could be more or less forces than the ones we measure (Pecotich et al. (1999) p. 409). Nevertheless, this method certainly attempts to resemble the psychometrically validated measurement scale necessary to contribute to the usage of the factors of industry structure in order to predict industry behaviour.

II. The Perception of Competition Index

Kemp et al. (2004b) also attempted to transform the previously mentioned competitive forces into a single indicator for competition: The Perception of Competition Index (PCI). The reasoning behind the construction of this index is as follows: the researchers expected the perceived threat of a competitive force (table 1) and the perceived impact of a force (table 2) to be correlated. If this is the case, we could take an answer with regard to the perceived threat, x(i), and multiply it with the answers with regard to the perceived impact, w(i), to construct a variable that measures an individual force. Subsequently, the construction of an aggregate indicator for competition can result from the following formula:
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This index ranges from 0 to100 where a higher score indicates a higher level of competition (Kemp et al. (2004b) p. 93). 

A disadvantage of the PCI as an indicator is that the assumption of the perceived threat and the perceived impact of a competitive force being correlated does not have to hold. When firms perceive themselves to be different than the average firms in their sector, they will answer these questions differently. An efficient firm may e.g. find the effect of a threat greater on the market than on a firm’s own profitability and vice versa for an inefficient firm. Secondly, Porter’s forces in theory specifically impact profitability levels of individual firms. Nonetheless, the same forces that affect the profitability and strategy of a firm can be perceived as threats to the entire industry. 

In conclusion, if perceived threat and perceived impact are correlated the PCI can be used to replace traditional IO indicators that measure competition
.  

1.3 Innovation

This section first introduces the concept of innovation after which a distinction between product and process innovation is made. Lastly, our research is conducted under small and medium sized enterprises, thus the difference in innovative characteristics with regard to the size of a firm is elaborated upon.  

1.2.1 The concept of innovation

Historically, Schumpeter denoted the importance of innovation in 1934 by stating that economic progress is dynamically driven by new technologies replacing the old, also known as innovations. Schumpeter specifically mentioned 5 types of innovations: (1) The introduction of new products (2) The introduction of new methods of production (3) The opening of new markets (4) The development of new sources of supply for raw materials or other inputs and (5) The creation of new market structures in an industry. In addition, Schumpeter made a distinction between ‘incremental’ innovations, which advance changes in an ongoing process and ‘radical’ innovations, which cause major disruptive changes (OECD (2005) p. 29). Currently, the OECD defines the concept of innovation as follows: 

  ‘An innovation is the implementation of a new or significantly improved product (good or          

  service), or process, a new marketing method, or a new organisational method in business                      

                                  practices, workplace organisation or external relations.’
                                                                                                                      (OECD (2005) p. 46). 
1.2.2 Product and process innovation
Product and process innovations are most closely related to technological change. Defined by the OECD (2005) product innovation concerns the introduction of new or improved goods or serviced to the market and process innovation regards the introduction of new or improved production or delivery methods to the market (p. 46-49). 
It is known that both product and process innovations are ways to counteract upon a rise in competition. Product innovation is expected to increase product differentiation, which would hamper the competitive pressure on profits. Process innovation, subsequently, is expected to increase the efficiency of the production process of a company, which would hamper the negative effect of competition on profits. Whether product and process innovations are complements or substitutes is an ongoing debate. Boone (2000), for instance, views both types of innovations as substitutes when they result from a rise in competitive pressure. The reasoning behind this theory is as follows. Boone (2000) assumes that firms merely differ with respect to their efficiency level. Due to a rise in competitive pressure, three effects can have an effect on innovative incentives of firms. The ‘adaption effect’ predicts that firms adapt to an increase in competition by raising their productivity. This puts pressure on firms in a sector to increase efficiency, which can be done through process innovation. Secondly, the ‘selection effect’ predicts that due to a rise in competition, more efficient firms will survive and the more inefficient firms will be ejected from the market. Firms may prevent this by investing in process innovation. Lastly, relatively high profit levels correspond to the most efficient firms in a sector. The Schumpeterian argument
 predicts that firms with a relatively high profit level will be more able to invest and take advantage of product innovations. Conversely, a rise in competition hampers profit levels and subsequently, decreases incentives to invest in product innovations (Boone (2000) p. 558-559). Thus, due to the adaption and selection effect, a rise in competition increases firms’ incentives to invest in process innovation. At the same time, due to the Schumpeterian effect a rise in competition predicts a decrease in incentives to invest in product innovations. 

However, this theory is mainly criticized for two reasons. First of all, Boone (2000) disregards the option of niche markets (p. 564). If a product innovation is radical enough, a firm is able to enter a niche market where the competitive pressure on profits will generally be lower. Consequently, product innovations can be of specific advantage to a firm when competition rises. Secondly, Boone (2000) assumes managers are always profit-maximizing. When managers are not completely profit-maximizing, an increase in competition may lower average profit levels. This may stimulate otherwise non-profit-maximizing managers to increase product innovation in order to create supplementary profits (p. 564). To conclude, product and process innovations may both increase at the same time due to a rise in competitive pressure. Veritably, empirical research by Tang (2006) showed that product and process innovations can be bundled. 

1.2.3 Innovation and firm size; the role of Small and Medium Enterprises (SMEs)

Small and medium enterprises are important for the dynamic efficiency in a market (Blees et al. (2003) p.5), however, relatively large firms have more advantages with regard to investing in innovation compared to SMEs. First of all, specifically for large and risky investments, large firm are known to have higher access to financial resources due to the ability to pay for higher risk margins and the higher availability of collateral
. We assume managers are profit-maximizing
 and use this opportunity to increase investment in product innovation and/or the adoption of new technology. Secondly, large firms are better able to fund innovation expenditures internally, which is less costly than external financing due to asymmetrical information (Tang (2006) p. 76). Thirdly, large firms are able to spread their investment expenditure over a larger amount of products or services produced. This spreading advantage, however, is found to be particularly common for process innovations as opposed to product innovations (Cohen and Klepper (1996) p. 241). Lastly, skilled workers are considered to be one of the three sources of economic knowledge besides industry R&D and the amount of basic science present in an industry. Innovation is particularly stimulated in industries where economic knowledge is of importance and so we expect firms with a higher amount of skilled labour available to have increased advantages in innovation (Audretsch and Feldman (1996) p. 636). Larger firms, in turn, are known to offer higher wages, known as the ‘employer size-wage, which attracts more-skilled workers (Troske (1999) p. 25).

Nevertheless, small and medium enterprises play an essential role in the innovative progress of an economy and there is a widespread belief in the necessity of small firms, especially technology-based, in order to produce the radical innovations necessary for future growth and employment. Despite the assumption that large firms cause economic progress through technical change, it is assumed that SMEs are more efficient at the application of innovation and are, in truth, the biggest source of innovation. In fact, studies concerning innovations in the 20th century suggest that small firms and independent inventors have produced an extravagant amount of radical innovations (Rothwell (1978) p. 362-363). 

In addition, due to the disadvantage of having a smaller scale and often incapability to handle large investments by them selves, there is a tendency for SMEs to undertake more strategic alliances when competition rises (Tingvall and Karpaty (2008)). Furthermore, SMEs tend to focus more on product than on process innovations since their lower access to financial resources forms a constraint in the adoption of new technology (Tang (2006) p. 80). In addition, the new technology would be applied to a relatively small amount of products or services compared to large firms. 

In conclusion, besides the disadvantages of being smaller in size, SMEs are very important for a country’s dynamic efficiency. Innovative characteristics of SMEs are the higher tendency to invest in product innovation as opposed to process innovation and the tendency to undertake strategic alliances when competitive pressure rises. 

1.4 Ways to measure innovation
This section provides literature with regard to the traditional indicators used to measure innovation. Furthermore, the concept of a perception-based survey is introduced, similar to the one we use in this thesis. 

1.4.1 Industrial Organization Indicators

The measurement indicators for innovation that are most commonly used in empirical Industrial Organization literature concerning the relationship between competition and innovation are R&D expenditure and (citation-weighted) patent count: 
I. R&D Expenditure

It is common knowledge that the main goal of research and development is to innovate. Naturally, R&D can be used as an innovation indicator. Specifically the input measure ‘R&D expenditure’ is often used since we assume that a higher investment in R&D will lead to a higher level of innovative output. Furthermore, researchers try to take the intensity of the innovation into account, for instance, by using ‘R&D expenditure/Sales’ as an indicator (see Levin, Cohen and Mowery (1985)). A disadvantage of R&D expenditure as an indicator is that it often neglects the innovative input of service-industry firms and smaller firms. It is common these firms to have innovation budgets; however these expenditures are not necessarily named ‘R&D’ expenditures. In fact, it has recently been acknowledged that mere R&D expenditure does not capture all expenditure on innovation. As a result, recent research replaces ‘R&D’ expenditure with ‘innovation’ expenditure (see e.g. Brouwer and van der Wiel (2010)). A second disadvantage of this indicator is that it limits itself to innovative intentions, since an investment in innovation may not directly relate to the level of innovative output. 

II. Patent Count

A measure that does take innovative output into account is ‘patent count’. When a firm has innovated, it can adopt the exclusive property rights for this innovation by means of a patent (Martin (2004) p. 97). Naturally, the more patents a firm owns the more innovative a firm is, resulting in the use of patent count as an innovation indicator. Recently, ‘citation-weighted’ patent count is used more often (see Gayle (2001) and Aghion et al. (2005)). This indicator requires that an inventor must cite the related prior patents in the application process of a patent. It is assumed that the more a patent is cited, the higher the value of the patented technology. Therefore, citation-weighted patents account for the heterogeneity of technologies covered by patents and take the differences in economic and social value of innovations into account (Gayle (2001) p. 2-7). A disadvantage of patent count as an indicator is that it disregards all innovations that are not patented. Reasons for not patenting an innovation can be the high cost of application and the desire to keep the innovation a secret. It is most common not to apply for a patent after innovation amongst service-industry firms and smaller firms (Brouwer and van der Wiel (2010) p. 10-11). 
Interesting to note, however, is that R&D expenditure, innovation expenditure and patent applications are not correlated when corrected for firm size. This implies that the choice of innovation indicator is of significant importance, since it is likely to lead to different results compared to other indicators (Kleinknecht et al. (2000) p. 11). 

1.4.2 Perception-based Indicator
Currently, the perception-based indicator CIS is a widely respected measure for innovation.  

I. CIS 
The CIS is a European accustomed information survey that is held every 2 years. The survey is based on firm level data and contains questions concerning the input, throughput and output of innovation activities in enterprises. Questions concerning innovation expenditures and product and process innovations are centralized (van der Wiel (2010) p. 172). As mentioned previously, it is more accepted to ask questions concerning ‘innovation expenditure’ as opposed to ‘R&D expenditure’ since this is supposed to measure a much wider range. Veritably, estimates for the Netherlands indicate the R&D expenditure merely constitute around 25% of total product innovation expenditure (Kleinknecht et al. (2000) p. 6). In addition, CIS takes important differences in economic value of innovations into account. A typical measure of innovation output involves the ‘sales of imitative and innovative products’. Enterprises have to classify their product range during the last three years as ‘remained essentially unchanged’, ‘underwent  incremental change’ or ‘were subject to radical change or were introduced entirely new’ and respectively estimate the percentage of these categories of last year’s total sales. Furthermore, when enterprises answered the product is ‘new to the firm’ the product is classified as an imitative product and if a product is ‘new to the market’ it can be classified as an innovative product (Kleinknecht et al. (2000) p. 6). Disadvantages of CIS as an innovation indicator are that the questionnaires can suffer from low response rates and that many respondents can merely provide ‘rough estimates’ of the percentages of new products of last year’s total sales. Furthermore, these ‘rough estimates’ can be sensitive to the business cycle. Lastly, it can be hard to compare differences in technology levels between sectors (Kleinknecht et al. (2000) p. 7). In conclusion, CIS is a respected European method of measuring innovation or innovative intensities of firms in an industry
. 
1.5. Competition and innovation

In this section, the linear relationship between competition and innovation is reviewed. Afterwards, theory with regard to the non-linear relationship is provided followed by the theoretical endogeneity of the relationship. Lastly, a summary table with regard to previous empirical research concerning competition and innovation is provided. 

1.5.1. Competition and innovation: An ambiguous relationship

The relationship between competition and innovation is ambiguous. On the one hand, firms in more concentrated markets, or less competitive markets, have less incentives to innovate than firms in more competitive markets. The reasoning behind this theory is as follows: the decision to innovate will depend on both the costs and the benefits. The costs are the investment of fixed costs necessary and the benefits are the increased profits from innovating. In a perfectly concentrated market, the monopolist is already making a positive profit. The monopoly will only decide to innovate when, taking the fixed costs of investment into account, the additional benefits of innovating are higher than the ‘pre-innovation’ profit made. The difference post-innovation profit and pre-innovation profit is the ‘incremental profit’. In perfect competition, however, profits are zero. The benefits of investing will be the total profit to be gained from innovating. Thus, the incremental profit is expected to be relatively higher for firms facing higher competitive pressure (Motta (2004) p. 56). Since the monopolist will have less incentives to innovate than a firm in a perfectly competitive market, an increase in competition results in an increase in innovation. This positive relationship was first theorized by Schumpeter in 1934 and is therefore known as ‘Schumpeter I’ (Martin (2001) p. 93). 
In 1943, however, Schumpeter amended this theory by stating that monopoly power encourages research and development efforts. The reasoning behind this theory is as follows: firms incentives to innovate are not merely determined by the level of competition, the appropriation of the output of investment is of relevance as well. Larger, or more concentrated, firms are expected to be more able to appropriate the output of the investment, because larger firms are able to spread the fixed investment costs over a larger amount of products or services. Furthermore, larger firms are more able to exploit possible economies of scope and scale (Martin (2001) p. 93-94). When firms face too much competition, appropriation is lowered, resulting in a smaller incentive for firms to innovate. In this case, an increase in competition is expected to lead to a decrease in innovation. This theory is known as ‘Schumpeter II’ (Motta (2004) p. 57). 

The results from empirical studies concerning the relationship between competition and innovation are ambiguous as well. Some researchers, assuredly, found a positive linear relationship (see De Jong (2007) and Hopman and Rojas-Romagosa (2010)) and other researchers found a negative linear relationship (see Gayle (2003)).  In addition, some researchers found both positive and negative relationships, depending on the type of competition they were testing (see Tang (2006)
.  

1.5.2. Competition and innovation: An inverted-U relationship. 
Aghion et al. (2005) have taken this ambiguity further by predicting the relationship between competition and innovation to be in the shape of an inverted-U. The shape of a nonmonotonic inverted-U suggests a positive relationship between competition and innovative intensities for low levels of competition and a negative relationship between competition and innovative intensities for high levels of competition. 
I have divided the theory with regard to the inverted-U relationship into 5 parts. First, the positive relationship (escape competition effect) and negative relationship (Schumpeterian effect) will be explained. Secondly, for the relationship to be nonlinear, the ‘composition effect’ needs to hold. The third part explains how at low initial levels of competition, an industry must be mostly in a leveled state in order for the ‘escape competition’ effect to dominate and at high initial levels of competition, an industry must be mostly in an unleveled state in order for the Schumpeterian effect to dominate. In the fourth part, the latest theoretical prediction of Aghion et al. (2009) with regard to ‘entry threat’ is explained. The last theoretical prediction regards the steepness of the curve. I end this sub-section with a summary of the theoretical predictions of Aghion et al. (2005). 

(i) The escape competition and Schumpeterian effect.

The reasoning behind the positive relationship between competition and innovative intensities is similar to Schumpeter I. Firms in more competitive sectors have relatively lower pre-innovation rents since their profits are likely to be closer to zero. Contrarily, firms in less competitive sectors have relatively higher pre-innovation rents since their profits are likely to be positive. Thus, the incremental benefits from innovating, known as the difference between post- and pre-innovation rents, are likely to be higher for firms in more competitive sectors than for firms in less competitive sectors. Hence, when an increase in competition causes the post-innovation rents from innovating to decrease by less than the pre-innovation rents, or incremental profits increase, innovative incentives increase in order to ‘escape competition’. Subsequently, Aghion et al. (2005) have named this the ‘escape competition effect’ (p. 702). 

The reasoning behind the negative relationship between competition and innovation is similar to Schumpeter II, however, it is based on an assumption Aghion et al. made earlier in 2001: Innovation happens ‘step-by-step’ and firms following average technology in the industry should first catch up with the technological average before they are able to compete for technological leadership in the future (Aghion et al. (2001) p.467). Thus, the benefits from innovating for the following firms, or ‘laggards’, are expected to be relatively low compared to the leaders in an industry. Consequently, when post-innovation rent from innovating decreases more than pre-innovation rent as competition rises, or incremental profits decrease, innovative incentives decrease. Aghion et al. (2005) have named this the ‘Schumpeterian effect’ (p. 702). 

(ii) The composition effect.

In addition, Aghion et al. (2005) have made a distinction between two types of industries which are both characterized by the domination of either the ‘escape competition effect’ or the ‘Schumpeterian effect’. These types of industries differ with respect to the average technological spread of firms within the industry. 

An industry with a low technological spread on average, or an industry where most firms produce at similar technological levels, is classified as a neck-and-neck or ‘leveled’ industry (Aghion et al. (2005) p. 702). Since firms have similar technological and profit levels, post-innovation rents are expected to be relatively high and an increase in competition affects pre-innovation rents in particular. When competition increases, the increase in incremental benefits of innovation cause the ‘escape competition effect’ to dominate in neck-and-neck industries. Per contra, an industry with a high technological spread on average, or an industry in which the technological levels of firms are highly dispersed, is classified as an ‘unleveled’ industry. In an unleveled industry, an individual firm can be classified as either a leader, characterized with a relatively high technological and profit level, or a laggard, characterized with a significant technological gap and relatively low profit level compared to the leaders in an industry (Aghion et al. (2005) p. 702). Since followers need to catch up with their leaders first, post-innovation rents are expected to be relatively low. When competition increases, the decrease in incremental benefits of innovation cause the Schumpeterian effect to dominate in unleveled industries. 

(iii) Low initial levels of competition vs. high initial levels of competition. 

Furthermore, the reason these two relationships form an inverted-U together is caused by the different effects dominating as a result of different initial amounts of competition. 

When the initial amount of competition is low, firms in a neck-and-neck industry will have a low intensity to innovate. A neck-and-neck industry, however, can only become an unleveled industry when one of the leveled firms innovates to become a leader. Subsequently, an unleveled industry can only become a leveled industry when the laggard firms innovate. Conversely, at a low initial amount of competition, laggards in an unleveled state will have a relatively high incremental benefit from innovating. Leaders will have no incentive to innovate. Thus, when the initial amount of competition is low, an industry in a leveled state has relatively low intensity to depart from the leveled state and a relatively high intensity to depart from the unleveled state. Consequently, at a low initial amount of competition, an industry will be mostly in a leveled state in which case the ‘escape competition’ effect dominates (Aghion et al. (2005) p. 715-716).   

When the initial amount of competition is high, contrarily, laggards in an unleveled industry will have a low intensity to innovate. Thus, at a high initial amount of competition, an industry in an unleveled state will have a relatively low intensity to depart from the unleveled state. Firms in a leveled industry will have very high incentives to innovate. As a result, at a high initial amount of competition, an industry in a leveled state will have a relatively high intensity to depart from the leveled state. Consequently, at a high initial amount of competition, an industry will be mostly in an unleveled state in which the Schumpeterian effect dominates (Aghion et al. (2005) p. 716). In conclusion, when competition rises, leveled industries will in time become unleveled due to the increase in innovative intensities. The equilibrium degree of neck-and-neckness, therefore, decreases in time when competition rises, known as the ‘composition effect’ (Aghion et al. (2005) p. 716-717). Since the degree of neck-and-neckness changes as competition rises and different innovative intensities dominate, a nonmonotonic inverted-U relationship results. In figure 3 below, the inverted U-relationship is graphically displayed: 
Figure 3: An inverted-U relationship
[image: image28.emf]
                                                                                   Source: Aghion et al. (2005) p. 706
Competition is plotted on the x-axis (measured by the 1-Lerner-index) and innovation is plotted on the y-axis (measured by citation weighted patents). Since a higher Lerner index indicates less competition, a higher value of ‘1-Lerner index’ indicates more competition. Each dot stands for an industry-year. The graph with the inverted-U shape shows the relationship between competition and innovation by means of an exponential quadratic curve (Aghion et al. (2005) p. 706). 

(iv) Theoretical prediction ‘entry threat’ 

Supplementary to this theory concerning competition in general, in later theoretical predictions, Aghion et al. (2009) specifically mention the effect of entry of firms on innovative intensities of incumbent firms. Aghion et al. (2009) assume that if an incumbent firm produces at a technological level relatively close to the ‘technological leader’, this firm is more likely to survive the entry of foreign incumbents whom produce at similarly high technological levels than firms whom are ‘steps’ behind with respect to their technological level. As a result, an increase in entry threat is expected to increase innovative incentives for firms in a leveled industry in order to ‘escape entry’ and respectively, is expected to decrease innovative incentives for laggard firms in an unleveled industry due to a relatively small chance of survival (p. 20-22). Subsequently, we expect the inverted-U relationship to hold specifically for entry threat. 

(v) Steepness inverted-U.

In addition, Aghion et al. (2005) predict that a higher average degree of neck-and-neckness leads to a steeper increasing part of the inverted-U relationship compared to a lower average degree of neck-and-neckness (p. 717). At a higher degree of ‘neck-and-neckness’, the difference in technological and profit levels between firms in an industry will be relatively small. The incremental benefits from innovating will increase and an increase in competition will cause a stronger impact of the ‘escape competition’ effect. Subsequently, sectors with a higher average degree of neck-and-neckness will innovate more. However, Brouwer and van der Wiel (2010) have tested this for the Netherlands and did not find empirical proof for this statement (p. 45). In figure 4 below, the inverted U-relationship is graphically displayed:
Figure 4: Steepness
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                                                                                          Source: Aghion et al. (2005) p. 720

Competition is plotted on the x-axis (measured by the 1-Lerner-index) and innovation is plotted on the y-axis (measured by citation weighted patents). Each dot stands for an industry-year. The highest curve presents the relationship between competition and innovation for industries with a higher average degree of neck-and-neckness. The lowest graph represents the relationship between competition and innovation for all industries (Aghion et al. (2005) p. 720). 
(vi)  Summary theoretical  inverted-U relationship

To summarize, the theoretical predictions
 of Aghion et al. (2005) and (2009) are as follows:
(1)         The ‘escape competition’ effect is expected to dominate at lower levels of competition. 
(2)         The Schumpeterian effect is expected to dominate at higher levels of competition. 
(3)         The ‘composition’ effect, the equilibrium degree of neck-and-neckness decreasing as competition rises, causes the relationship between competition and innovation to have an inverted-U shape. 
(4)         The inverted-U relationship will specifically hold for the indicator ‘entry threat’. 
(5)         The higher the average degree of ‘neck-and-neckness’, the steeper the increasing part of the inverted-U relationship between competition and innovation.
 1.5.3. Competition and innovation: An endogenous relationship. 
The main disadvantage of these theoretical predictions of Aghion et al. (2005) is the problem of endogeneity. On the one hand, an equilibrium degree of neck-and-neckness predicts average innovation intensities depending on the rise in competition. However, it is assumed that a neck-and-neck sector becomes unleveled whenever a firm innovates and that an unleveled sector becomes leveled whenever a laggard firm that is merely one technological step away from the leader, innovates. As a result, the degree of neck-and-neckness is determined by the innovative intensities of firms in a sector
 (p. 702). However, van der Wiel (2010) criticizes this assumption by the theory that neck-and-neck industries could be the result of increased competition causing merely the efficient firms to survive (p. 137). An increase in competition would, therefore, cause unleveled sectors to turn into leveled sectors. Aghion et al. (2005) recognize this theory, however, by empirical testing on sectors in the UK they found that the dynamic escape competition effect dominates and as a result, an increase in competition causes a decrease in the equilibrium degree of neck-and-neckness (p. 717-718). Brouwer and van der Wiel (2010), however, found empirical evidence for the Netherlands that the average degree of neck-and-neckness increases as competition rises. They measured the degree of neck-and-neckness by the variance of average costs. Their explanation for the increase of neck-and-neckness is that inefficient firms leave the market as competitive pressure rises
. 
In addition, a respected argument by Sutton (1991) implies endogeneity. The assumption is made that innovation expenditure is a sunk cost in order to increase the value of a product or service. In general, an increase in market size, in terms of volume of sales, will result in more firms entering the industry in order to grasp a part of the profits to be made. However, Sutton (1991) states there is a constraint on the amount of firms in an industry, depending on the increase in demand from an increase in product innovation. When the demand response from innovation is relatively high, the equilibrium R&D expenditure of incumbent firms increases as market size increases and entrance of new firms will be offset (Sutton (1991) p. 11-12). To conclude, high innovative intensities can form a barrier of entry which in general reduces entry threat. In addition to product innovation, there is reason to suspect an endogeneity problem for competition and process innovation. I follow the assumption that an increase in market size, in terms of volume of sales, will increase the amount of entrants in a market as there are profits to be made. Alternatively, an increase in investment in process innovation is expected to lower production costs of a product or service. This will increase industry firms’ price cost margins and hence, increase industry firms’ profit levels. An increase in profit level, in turn, increases the amount of entrants in an industry since entrants will see an opportunity to make relatively more profits. To conclude, an increase in process innovation may increase entry threat. 

1.5.3. Previous empirical research 

In table 3 an overview of previous empirical research specifically concerning the relationship between competition and innovation is summarized. As mentioned before, both positive and negative relationships have been found, as well as inverted U-relationships. For the research of Aghion et al. (2005) and Brouwer and van der Wiel (2010), the results with regard to the degree of neck-and-neckness as competition rises and the effect of neck-and-neckness on the steepness of the increasing part of the Inverted-U curve are added. 

Table 3: Previous empirical research
	Author(s) and year
	Country and industries tested
	Testing period
	Indicators used
	Inverted U Relationship
	Other result

	Levin, Cohen and Mowery (1985)
	United States; 130 industries  (manufacturing)
	The year 1976 and the period 1970-1980.
	Concentration ratios (1972) and  ratio of R&D expenditure to sales (1976) on perception-based questions concerning the level of innovations (1984).
	Not researched
	The linear relationship was insignificant when control variables were added. 

	Gayle (2001)
	United States; manufacturing firms
	1976-1995
	The Herfindahl index on citation-weighted patent count.
	Not researched
	A negative linear relationship between competition and innovation.

	Aghion et al. (2005)
	United Kingdom; 17 sectors. 
	1973-1994
	One minus average Lerner Index on citation-weighted patent count. 
	Yes
	In addition, an increase in competition leads to a lower degree of neck-and-neck sectors and a higher degree of  neck-and neckness leads to a higher ‘escape competition’ effect.  

	Tang (2006)
	Canada; 21 manufacturing industries
	1997-1999 (cross-section) 
	Perception-based: Easy substitution, constant arrival, quick obsolescence of products and rapid change of technologies on product and process innovation. 
	Not researched
	Substitution has a negative effect on innovation and constant arrival, quick obsolescence
 and change of production  a positive effect.

	Griffith et al. (2006)
	84 industries amongst 9 OECD countries
	1987-2000
	Mark-up measured by Value added/(Labour costs +capital costs) on R&D expenditure/GDP.  
	No; tested but not significant
	A positive linear relationship between competition and innovation amongst manufacturing industries.

	De Jong (2007)
	The Netherlands; 12 industries (both service and manufacturing).
	2006 (cross-section)
	Perception-based: Internal rivalry, supplier power and buyer power on product and process innovation. 
	Not researched
	Supplier power is positively correlated with process innovation, buyer power with product innovation  and internal rivalry with intended product innovation. 

	Tingvall and Karpaty (2008)
	Sweden: service-industry
	1997-2005
	Boone PE-measure and the Herfindahl index  on R&D. 
	Yes
	

	 Inui, Kawakami and Miyagawa (2008)
	Japan: manufacturing sector
	1997-2003
	Herfindahl index and Lerner index on R&D Intensity.
	Yes (however, only when the Herfindahl index is used)
	

	Askenazy, Cahn and Irac (2008)
	France: manufacturing and service sector
	1990-2004
	Lerner index, R&D/innovation unit cost (taking the cost of innovation into account) on number of patents. 
	Yes, however smaller impact when cost innovation is high
	

	Hopman and Rojas-Romagosa (2010)
	23 OECD countries
	1987-2007
	One minus the Lerner Index on R&D intensity. 
	No; tested but not significant
	A positive linear relationship between competition and innovation.

	Brouwer and van der Wiel (2010)
	The Netherlands: 154 industries (both service and manufacturing)
	1996-2006
	Boone PE-measure on innovation rate (innovation expenditure per employee). 
	Yes, but only for the manufacturing industry and not with the Lerner index as competition indicator
	In addition, an increase in competition leads to a higher degree of neck-and-neckness and a higher degree of  neck-and neckness does not lead to a higher ‘escape competition’ effect.  


Important to note is that, as previously mentioned, R&D expenditure, innovation expenditure and patent applications are not correlated when corrected for firm size (Kleinknecht et al. (2000) p. 11). Aghion et al. (2005) empirically proved the presence of an inverted U-relationship by using the Lerner index as a competition indicator and citation-weighted patent count as an innovation indicator. However, the usage of other innovation indicators is likely to lead to different results. This could explain why the inverted U-shape is not present in e.g. the research by Griffith et al. (2006) and Hopman and Rojas-Romagosa (2010) who also use the Lerner index as a competition indicator, however, in addition use R&D intensity as an innovation indicator.
1.6 Theoretical implications.
 

In this section I will briefly discuss the theoretical implications for my research, derived from the literature reviewed. In part (i) I will state the implications of the diversion of the measurement scale as constructed by Kemp et al. (2004b) from the measurement scale of traditional IO indicators of competition. In part (ii) I will explain why I take firm heterogeneity measured by the difference in firm profit levels into account. Lastly, in part (iii) I will explain why I focus on the competitive pressure instead of merely the efficient status of a firm in order to predict firm behaviour by a change in investment in innovation. 
(i) Competition indicator used
In this research, I will use the constructed competition indicator by Kemp et al. (2004b) including the 5 competitive forces of Porter. In addition, I will test the influence of the 6th force: institutional influence. The competition indicator is defined as follows: 

       Competition= (buyer power + supplier power + entry threat + substitute threat +  

                                                                internal rivalry)

The advantage of this measure is that after testing an aggregate measure of competition, I will be able to dismantle this indicator in the separate competitive forces in order to find out which force has more influence compared to another force in explaining innovation. In addition, this indicator is perception-based and thus expected to accurately reflect the competitive pressure of these individual forces on industry firms. A disadvantage of this measure is, however, is the fairly new use of this type of measurement scale. As described in section 1.2, raditional IO indicators are often measured as scale variables ranging between 0 and 1 or between 0% and 100%. I will use a categorical variable concerning the experience of the competitive pressures on firm profit levels ranging from 1 (not at all) to 5 (very strongly). By introducing a categorical variable, a (small) difference in competitive pressure that would have been detected by a scale variable is now lost when both amounts of competitive pressure fall under the same category. This loss in precision implicates that it will be an exploration with regard to the significance of the results from this measure compared to the significance of the results by more traditionally used IO indicators of competition. 
(ii) Firm heterogeneity
A typical IO assumption states that market power is indicated by ‘above-normal’ profits and all firms in an industry should make equal profits (Porter (1979) p. 214). Contrarily, recent IO theory concerning the relationship between competition and innovation assumes firms in an industry can differ with respect to their profit level. An industry made up of firms with similar profit levels is categorized as a ‘leveled’ industry  and an industry made up of firms with different profit levels is categorized as an ‘unleveled’ industry (Aghion et al. (2005)). Furthermore, the possibility exists that these ‘unleveled’ industries turn (back) into ‘leveled industries’ when inefficient firms are being removed from the market, known as the reallocation effect, which indicates that the degree of (un)leveledness of firms in an industry is dynamic (Brouwer and van der Wiel (2010)). Thus, recent IO theory concerning the relationship between competition and innovation states firm performance is best compared in terms of profit levels. Veritably, recent empirical research acknowledges that to correctly measure the relationship between competition and innovation, the researchers must investigate how product market competition affects the level of economic profit, which in turn affects innovation (Griffith et al. (2006) p. 5). Consequently, for our research an analysis of industry structure should be measured by analysing firm profit levels. In fact, next to the recent PE measure, most competition indicators are measured by taking aggregates of firm level data. However, when industry averages are taken, firm heterogeneity is often ignored (Brouwer and van der Wiel (2010) p. 3). Thus, I follow Brouwer and van der Wiel (2010) in taking firm heterogeneity into account by measuring the variance between firms in an industry.

(iii) Competitive pressure versus efficiency level firm
The most recently used IO indicator measuring the relationship between competition an innovation in the Netherlands is the PE indicator. The theory behind the PE indicator states that a high competitive pressure leads to inefficient firms being punished more severely than when competitive pressure is low (Brouwer and van der Wiel (2010) p. 10). Translating this to Porter’s competitive forces, a firm may appear to have a relatively high price-cost margin indicating a relatively efficient firm in a leveled industry. The price-cost level of this firm indicates the firm is in a low competitive state and will likely innovate less than a firm in a more competitive state. However, a firm in a leveled industry may, i.e. experience a relatively high internal rivalry and respond by innovation in order to ‘escape’ this competitive pressure. As a result, I will follow this reasoning by specifically measuring the pressure of the competitive forces on industry firms in order to predict firm behaviour by means of investment in innovation. 
In conclusion, I will explore if the results from the newly constructed competition indicator by Kemp et al. (2004b) are significant in explaining firm behaviour in the form of innovation similarly to traditional IO indicators of competition. In addition, I put the focus on firm profitability and take the heterogeneity of firms into account when measuring industry competition. Consequently, I will measure how competition affects firm profit levels and in turn relate this to innovative intensities (see Griffith et al. (2006)). Moreover, I will follow the theory behind the PE concerning a high competitive pressure leading to inefficient firms being punished more severely than when competitive pressure is low (Brouwer and van der Wiel (2010) p. 10). The indicator used in this thesis captures this effect by assuming that when competitive pressure is high, the impact of a competitive force on a firm’s profit levels in general is higher than when the pressure of a competitive force is low. 
2. Methodology 


This section entails the method of research used in this thesis. Section 2.1 and 2.2. provide information with regard to the data and the construction of the variables used in my research. Subsequently, section 2.3 provides a factor analysis in order to justify the use of my constructed variables. Section 2.4 provides the econometric specification of the regression equations that will be estimated in the section: ‘Results’. Lastly, section 2.5 provides a summary of descriptive statistics. 

2.1 Data

The data used in this research is collected for the Dutch competition authority by an institute that specializes in research on SMEs: EIM Business and Policy Research. The aim of conducting this survey is to get more insights into the business processes of small and medium firms in the Netherlands as opposed to merely focusing on large enterprises. The survey started in 2005 and is held yearly. The survey is conducted by means of computer assisted telephone interviewing (CATI) and the persons who answer the questions are responsible for the business process within the firm, i.e. the owner or manager of the firm. Information was provided by the Dutch Chamber of Commerce and a sample was made from firms with no more than 100 employees, consisting of approximately 60% small firms (between 1-9 employees) and approximately 40% medium firms (between 10-99 employees). The amount of small firms is a lot larger than the amount of medium firms in the Netherlands, causing small firms to be underrepresented in our dataset. However, a relatively large representation of medium firms enables comparisons between size classes (De Jong (2007) p. 12-13). Around 50 firms per sector were sampled for a total of 58 sectors per year and the data used in this research is collected from 2005 up till 2010.  Both service and manufacturing sectors are included. In total, this amounts to approximately 15,000 datapoints.
 A comparison at firm level is not possible, since the sample firms per sector are randomly drawn every year. Consequently, I decided to compare data at the industry level and compressed the data of 50 firms per sector to one average datapoint per sector, per year. Accordingly, I constructed a panel data set comparing 58 industries over 6 subsequent years. There are 3 missing sectors resulting in a total of 345 datapoints in an unbalanced panel data set. 

2.2 Variables

This section provides information with regard to the variables used in this research and explains the way these variables are measured and converted into usable data.

2.2.1. Innovative intentions
The dependent variable in this research is ’ innovative intensity’ and a distinction is made between product and process innovation. The questions with regard to the dependent variables measured are constructed as follows: 

Table 5: Variable construction ‘Innovative intentions’. 

	Variable
	Survey question
	Measurement Scale

	Product intention
	‘In the next 12 months, will you invest in new products or services?’ 
	1. No

2. Probably yes

3. Surely yes

	Process intention
	‘In the next 12 months, will you invest in new or incremental internal processing in the firm?’ 
	1. No

2. Probably yes

3. Surely yes



As previously explained I compressed the data of 50 firms per sector to 1 datapoint per sector. As a result, if an industry average is a value between 1 and 2 it is relatively uninnovative because the amount of firms answering ‘no’ dominate the firms answering ‘surely yes’. If an industry average has a value between 2 and 3 it is relatively innovative since the amount of firms answering ‘surely yes’ dominate the firms answering ‘no’. In addition, a value slightly above 2 signifies lower innovative behavior than a value closer to 3. 
Finally, it is important to note that the dependent variable is measured in a future time period since it includes the phrase ‘in the next 12 months’, whereas the competitive forces as well as the control variables are measured at the time the survey is held. 

2.2.2. Competitive Forces
The five Competitive Forces of Porter and in addition the 6th force: institutional influence are, as mentioned in the literature review, divided into the measures of ‘perceived threat’ and ‘perceived impact’. Perceived threat is a measure concerning the competitive perception of the firm’s market, whereas the perceived impact concerns the competitive perception concerning the firm’s own profit level. I converted the measurement scales such that a higher value indicates a higher amount of competitive pressure. The questions with regard to the variables measured are constructed as follows, following the model discussed in the Literature Review by Kemp et al. (2004b) p. 79: 

Table 6a: Variable construction ‘Competitive forces’; perceived threat. 

	Variable
	Survey questions
	Measurement Scale

	Buyer power
	Q1: ‘Our clients are in the position to negotiate on the terms of delivery and prices’. 
Q2: ‘Our clients are tough negotiators’.
	1. Totally disagree

2. Disagree

3. Neutral

4. Agree

5. Totally agree

	Supplier power
	Q1: ‘Our suppliers are powerful, and they indeed use their power’. 
Q2: ‘We are committed to our suppliers if they increase their prices or lower the quality of their products or services’.
	1. Totally disagree

2. Disagree

3. Neutral

4. Agree

5. Totally agree

	Entry threat
	Q1: ‘New firms entering our market must spend a large amount of capital on risky activities such as up-front advertising and R&D’. 
Q2: ‘New firms entering the market as small-scale operators must accept a considerable cost disadvantage’.
	1. Totally agree

2. Agree

3. Neutral

4. Disagree

5. Totally disagree

	Substitute threat
	Q1: ‘The products or services that we deliver, serve functions that can be easily delivered by many other products or services’. 

Q2: ‘We make products or services for which there are a large number of substitutes’. 
	1. Totally disagree

2. Disagree

3. Neutral

4. Agree

5. Totally agree

	Internal Rivalry
	Q.1: ‘Firms in our market compete intensively, as a result of which our market share is threatened’. 

Q.2: ‘Our margins are squeezed because of aggressive advertising by our competitors’. 
	1. Totally disagree

2. Disagree

3. Neutral

4. Agree

5. Totally agree

	Institutional Influence
	Q1: ‘Decisions by the anti-trust authorities strongly influence the way in which we do business in our market’. 

Q2: ‘The Dutch Competition Authority is very active in our market’. 
	1. Totally disagree

2. Disagree

3. Neutral

4. Agree

5. Totally agree



Again a sector is relatively competitive when firms that agree or totally agree dominate firms that disagree or totally disagree with regard to the competitive forces. However, (totally) agreeing to high entry barriers indicates a low entry threat. I reversed the scale of this variable so that a higher value indicates a higher amount of entry threat. 
The questions with regard to the ‘perceived impact’; are constructed as follows, following the model discussed in the Literature Review by Kemp et al. (2004b) p. 46:

Table 6b: Variable construction ‘Competitive forces’; perceived impact. 

	Variable
	Survey question
	Measurement Scale

	Buyer power
	‘To what extent does the negotiating power of clients influence the level of profitability that your company can realize in your most important market?’ 
	1. Not at all

2. A little

3. Reasonably

4. Strongly

5. Very strongly

	Supplier power
	‘To what extent does the negotiating power of suppliers influence the level of profitability that your company can realize in your most important market?’ 
	1. Not at all

2. A little

3. Reasonably

4. Strongly

5. Very strongly

	Entry threat
	‘To what extent does the entrance of companies influence the level of profitability that your company can realize in your most important market?’ 
	1. Not at all

2. A little

3. Reasonably

4. Strongly

5. Very strongly

	Substitute threat
	‘To what extent do alternative products or services influence the level of profitability that your company can realize in your most important market?’ 
	1. Not at all

2. A little

3. Reasonably

4. Strongly

5. Very strongly

	Internal Rivalry
	‘To what extent does the internal rivalry amongst incumbent firms influence the level of profitability that your company can realize in your most important market?’ 
	1. Not at all

2. A little

3. Reasonably

4. Strongly

5. Very strongly

	Institutional Influence
	‘To what extent law and legislation influence the level of profitability that your company can realize in your most important market?’ 
	8. Not at all

9. A little

10. Reasonably

11. Strongly

12. Very strongly



As can be derived from table 6b, the questions with regard to the ‘perceived impact’ measure the same competitive forces as the questions with regard to the ‘perceived threat’
. In section 2.3: ‘Factor analysis’ the use of both indicators in order to construct a PCI-index is elaborated upon.

2.2.3. Control variables

A flaw in the research of Aghion et al. (2005) is the lack of control variables. By merely testing competition variables, the researchers assume innovation decisions are only dependent on competitive pressure. Since I assume innovative intensities are explained by more than competitive pressure, I added explanatory variables
. The first variable possibly explaining investment behavior is a history in successful product or process innovations. In addition, specifically for SMEs I expect the network and size of the firms to be of significant influence on innovative behavior (Cohen and Klepper (1996), Tang (2006) and Tingvall and Karpaty (2008)).

Table 7: Variable construction ‘Previous innovations’. 

	Variable
	Survey question
	Measurement Scale

	Product innovations
	‘Has your company produced and implemented new products or services within the last three years?’
	1. No

2. Yes



	Process innovations

	‘Has your company implemented new methods of production or delivery within the last three years?’
	1. No

2. Yes




Table 8: Variable construction ‘Network’. 

	Variable
	Survey questions
	Measurement Scale

	Network
	Q1: ‘Is your company involved in an external network in order to exchange knowledge, for example through universities, competitors, suppliers or advisors?’
Q2: ‘Does your company collaborate with other companies or institutions in order to achieve new projects?’
Q3: ‘Are there employees in your company, including the owner(s), who daily spend effort on new projects, products or services’? 
	1. No

2. Yes




Table 9: Variable construction ‘Size’. 

	Variable
	Survey question
	Measurement Scale

	Size
	‘How many employees does your company have?’
	1. 1-9
2. 10-99


As can be seen in tables 7-9 I converted all variables such that a higher value indicates more previous innovations, a more extensive use of a network and a larger size of the firm. 

2.3 Factor analysis

In order to construct single indicators per (control) variable and the aggregate measure of the Perception of Competition Index (PCI), I first performed a factor analysis. I order for to convert several survey questions into an average of these questions, or a single variable, I need to perform a dimension reduction. To perform a dimension reduction, the results of the factor analysis must exceed critical values of Cronbach’s alpha, the mean correlation between the items and the inter-item correlations. Cronbach’s alpha tests the communality, or interrelatedness amongst the answers to the questions, however, this measure alone does not justify dimension reduction (Cortina (1993) p. 100). A critically accepted value of Cronbach’s alpha is 0.7 and in combination with a critical value of the mean correlation of 0.4 and inter-item correlations of 0.3, a dimension reduction is statistically reliable (Cortina (1993) p. 102 and De Jong (2007) p. 15). The questions of ‘perceived threat’ and the three questions concerning the variable ‘network’ satisfied the above conditions, except the Cronbach’s alpha was in both cases between 0.6 and 0.7.  This does not indicate a relatively high interrelatedness between the answers of the survey questions, however, Cronbach’s alpha values between 0.6 and 0.7 are still acceptable (Pal and Busing (2008) p. 600). As a result, I converted the questions with regard to ‘perceived  threat’ and network into two 2 single variables by taking the average of the questions. Lastly, in order to construct the PCI the questions of ‘perceived threat’ and ‘perceived impact’ need to satisfy the above conditions. Unfortunately, these conditions do not hold. Thus, answers with regard to the perceived threat to a firm’s market are not related enough to answers with regard to the perceived impact on a firm’s profit level. As explained in section 1.6 of the Literature Review, I find the ‘perceived impact’ the most suitable measure of the competitive forces in relation to innovative intensities. Following the PE indicator and the argument of Griffith et al. (2006) that researchers must investigate the effect of competition on profit levels, which in turn affects innovation, I assume that when competition is high, the impact of a competitive force on a firm’s profit level is higher than when competition is low. In order to still be able to test an aggregate measure of competition, I will simply take the average of the competitive forces in terms of their perceived impact. 
For institutional influence, however, the question with regard to the effect on the firm’s profit level entails the effect of ‘law and legislation’. ‘Law and legislation’ is much broader than merely the effect of the competition authority. Rules with regard to pollution e.g. may also affect a firm’s profit level. Consequently, I have decided to use Q2 of the perceived threat to measure my hypothesis with regard to institutional influence: ‘The Dutch Competition Authority is very active in our market’. This question most accurately concurs with my theoretical prediction of how firms may perceive the influence of the competition authority. Contrarily, Q1: ‘Decisions by the anti-trust authorities strongly influence the way in which we do business in our market’, may be answered by ambiguous reasoning. A strong influence could be due to a low competitive status, however, small or laggard firms may also feel ‘protected’ by the market power of ‘leading firms’ by a high influence of the competition authority. Thus, firms experiencing high competitive pressure may give similar answers as firms experiencing low competitive pressure. When asked how ‘active’ the competition authority is, however, the laggard firm must answer that the competition authority is not very active in the firm’s market, as active action by the competition authority is only taken at a competitive level low enough to harm consumers. For leading firms, however, a very active competition authority relates to active decision making by e.g. punishing collusive behavior or forbidding a merger. In similar reasoning, an increase in how ‘active’ a competition authority is at low levels of competition in the form of e.g. an increase in the level of monitoring concurs with the theoretic reasoning of a decrease in competition. 
To conclude, I have decided to use the question: ‘The Dutch competition authority is very active in our market’ as an appropriate measure of ‘institutional influence’.    
2.4 Econometric specification


This section entails the regression equations that are estimated in the section: ‘Results’. Before starting the estimations, I need to justify why I do not instrument my explanatory variables, since the problem of endogeneity is theoretically present (explained in the literature review section 1.5.3: ‘Competition and innovation: An endogenous relationship’) and often empirically present in previous research (see Aghion et al. (2005) and Brouwer and van der Wiel (2010)). The presence of endogeneity causes problems when testing Ordinary Least Squares (OLS) regression equations, because a correlation between an independent variable and the error term results in inconsistent estimates (Pindyck and Rubinfield (1998) p. 179). I established the error terms of the regression equations and the explanatory variables are uncorrelated
 which justifies the use of OLS estimation techniques. 
Moreover, I follow Aghion et al. (2005), amongst others, by using both time and industry fixed effects because the innovative behavior of an industry may be effected by other variables than competition (and the control variables). When I use industry fixed effects, any non-genuine correlation of this sort is removed (p. 705). Similarly for time fixed effects, I remove any non-genuine correlation with common shocks over time, such as e.g. the current financial crisis
.  

The first regression equation regards the testing of the composition effect:


2.4.1: SD(CF) = α + β1CF + β2I(lagged) + ε

SD(CF) stands for the standard deviation of the competitive force tested. CF stands for the competitive force tested and I(lagged) stands for the lagged variables of both product and process innovative intensities. Finally, α stands for the constant and ε represents the error term of the regression. 

The second regression equation regards the testing of the aggregate inverted-U relationship: 

                                        2.4.2: I = α + β1CFtotal + β2(CFtotal) 2 + X + ε

I stands for both product and process innovative intensity. CFtotal stands for an aggregate of the competitive forces both with and without any forces that do not satisfy the condition of the ‘composition effect’. X stands for the control variables: previous product and process innovations, network opportunities and firm size. 
In the third regression equation the dismantled forces of Porter are tested in the form of an inverted-U. Depending on the sub-question, both forms of innovation are included as well as the variable testing institutional influence:  

2.4.3: I = α + β1CFdismantled + β2(CFdismantled)2 + β3Intern + β4Instit + β5(Instit) 2 + β6I + β7X                  

                                                                        + ε


CFdismantled stands for the linear terms and (CFdismantled)2 stands for the squared terms of the forces: buyer power, supplier power, entry threat and substitute threat. Intern stands for the linear term of internal rivalry and X stands for the same control variables as previously mentioned. In addition, Instit stands for the linear term and (Instit) 2 stands for the squared term of Institutional influence. Finally, if the dependent variable ‘I’ stands for product innovation, the explanatory variable ‘I’ stands for process innovation and vice versa. 
The fourth regression equations concern the steepness of the relationship between competitive forces and innovative intensities:  

2.4.4: I = α + β1CFleveled + β2(CFleveled) 2 + β3Intern + X + ε
CFleveled stands for the sample of industries with below average dispersion between firms with regard to profit levels. The results from this equation will be compared to the results from equation 2.4.2 including all industries.  
Lastly, I present the regression equation concerning feedback loops between competition and innovation: 

2.4.5: CF = α + I(lagged) + ε
As previously mentioned, CF stands for the Competitive force tested and I(lagged) stands for the lagged explanatory variables of both product and process innovative intensities. 

2.5  Descriptive Statistics

In this section a descriptive table of the main variables used will be provided followed by the correlations between variables. Finally, I detected a multicollinearity problem in my data which I will briefly elaborate upon. 


In the next table you will find the descriptive statistics of the main variables
 used.
	Table 10: Descriptive statistics
345 Observations

	
	Mean
	SD
	Min
	Max

	Product innovation
	1.89
	0.25
	1.12
	2.68

	Process innovation

	2.02
	0.21
	1.49
	2.65

	Buyer power
	2.59
	0.41
	1.15
	3.42

	Supplier power
	2.27
	0.34
	1.15
	3.08

	Entry threat
	2.37
	0.28
	1.50
	3.69

	Substitute threat
	1.96
	0.22
	1.37
	2.80

	Internal rivalry
	3.05
	0.33
	1.76
	3.76

	Institutional influence
	2.34
	0.30
	1.62
	3.52

	Previous product innovation
	1.37
	0.17
	1.00
	1.76

	Previous process innovation
	1.57
	0.13
	1.16
	1.89

	Network
	1.44
	0.12
	1.19
	1.88

	Size
	1.39
	0.11
	1.00
	2.00


[image: image30.emf]Figure 5: Mean values of the Competitive Forces, including institutional influence. 

As can be derived from figure 5, SMEs in the Netherlands experience, on average, the highest pressure of internal rivalry on their profit levels. The second highest pressure on the average profit level of SMEs is buyer power, closely followed by entry threat, institutional influence and supplier power. Finally, SMEs experience the least pressure on their profit levels of substitute threat. Tables 11a and 11b show the correlations between the variables:     

	Table 11a: Correlations part 1

345 Observations

	
	1
	2
	3
	4
	5
	6
	7
	8
	9

	1. Product intention
	
1.00
	
	
	
	
	
	
	
	

	2. Process intention
	 0.56
	 1.00
	
	
	
	
	
	
	

	3. Buyer power
	 0.02
	 0.14
	 1.00
	
	
	
	
	
	

	4. (Buyer power) 2
	 0.01
	 0.12
	 0.99
	 1.00
	
	
	
	
	

	5. Supplier power
	-0.04
	-0.08
	 0.41
	 0.42
	 1.00
	
	
	
	

	6. (Supplier power) 2
	-0.05
	-0.08
	 0.40
	 0.41
	 0.99
	 1.00
	
	
	

	7. Entry threat
	-0.11
	-0.20
	 0.16
	 0.17
	 0.37
	 0.35
	 1.00
	
	

	8. (Entry threat) 2
	-0.12
	-0.21
	 0.15
	 0.16
	 0.35
	 0.34
	1.00
	 1.00
	 

	9. Substitute threat
	 0.41
	 0.24
	 0.22
	 0.21
	 0.25
	 0.24
	 0.31
	 0.29
	 1.00

	10. (Substitute threat) 2
	 0.41
	 0.24
	 0.21
	 0.21
	 0.24
	 0.24
	 0.30
	 0.29
	 1.00

	11. Internal rivalry
	-0.15
	-0.12
	 0.39
	 0.40
	 0.51
	 0.49
	 0.65
	 0.64
	 0.30

	12. (Internal rivalry) 2
	-0.16
	-0.13
	 0.39
	 0.39
	 0.45
	 0.48
	 0.65
	 0.64
	 0.29

	13. Institutional influence
	-0.37
	-0.20
	-0.04
	-0.05
	 0.24
	 0.24
	 0.25
	 0.25
	-0.07

	14. (Institutional influence) 2
	-0.02
	-0.04
	 0.02
	 0.01
	-0.01
	-0.01
	 0.02
	 0.02
	 0.05

	15. Previous product innovation
	 0.77
	 0.52
	 0.06
	 0.05
	-0.06
	-0.07
	-0.23
	-0.24
	 0.38

	16. Previous process innovation
	 0.48
	 0.66
	 0.25
	 0.24
	-0.05
	-0.05
	-0.22
	-0.22
	 0.24

	17. Network 
	 0.58
	 0.62
	 0.22
	 0.20
	-0.21
	-0.20
	-0.27
	-0.26
	 0.30

	18. Size
	 0.06
	 0.18
	 0.09
	 0.08
	-0.01
	-0.01
	 0.09
	 0.09
	 0.11


	Table 11b: Correlations part 2

345 Observations

	
	10
	11
	12
	13
	14
	15
	16
	17
	18

	10. (Substitute threat) 2
	 1.00
	
	
	
	
	
	
	
	

	11. Internal rivalry
	 0.29
	 1.00
	
	
	
	
	
	
	

	12. (Internal rivalry) 2
	 0.28
	 1.00
	 1.00
	
	
	
	
	
	

	13. Institutional influence
	-0.08
	 0.28
	 0.29
	 1.00
	
	
	
	
	

	14. (Institutional influence) 2
	 0.05
	 0.08
	 0.09
	 0.32
	 1.00
	
	
	
	

	15. Previous product innovation
	 0.38
	-0.19
	-0.20
	-0.47
	-0.10
	 1.00
	
	
	

	16. Previous process innovation
	 0.25
	-0.04
	-0.04
	-0.26
	-0.06
	 0.56
	 1.00
	
	

	17. Network 
	 0.30
	-0.17
	-0.17
	-0.34
	 0.02
	 0.68
	 0.67
	 1.00
	 

	18. Size
	 0.09
	 0.17
	 0.16
	-0.04
	 0.06
	 0.12
	 0.18
	 0.11
	 1.00


(i) Multicollinearity

Note from table 11a and 11b above that the competitive forces and the squared terms of the competitive forces have correlations of 0.99 or 1.00. When 2 variables approach perfect collinearity, the estimated coefficient will no longer measure a change in the dependent variable when all other variables are held constant. Instead, a coefficient of variable 1 will only be accurate in addition to a change in variable 2 (Pindyck and Rubinfield (1998) p. 96). In order to avoid multicollinearity problems, I have decided to transform the squared variables as follows: 

(Competitive force) 2= (Competitive force-mean) 2

After this transformation, the correlation was substantially reduced. As a result, multicollinearity will no longer occur in the estimated regression equations. 
In addition, the competitive forces show remarkable correlations amongst each other. These correlations are not critical enough to require a transformation in order to avoid multicollinearity problems, however, a graphical display and possible theoretical implications of these ‘inter-force’ correlations are presented in the appendix. 

3. Results 

This section entails the results of the empirical research concerning the effect of competition on innovative intensities. The main research question with regard to the presence of an inverted-U relationship between Porter’s competitive forces and innovative intentions will be analyzed as well as the additional sub-questions. This section is divided into 3 parts. Section 3.1 provides sub-questions 1 and 2 with regard to the nonlinearity of the relationship as well as the presence of an aggregated inverted-U. In section 3.2, sub-questions 3 and 4 are analyzed with regard to the main research question and the substitutability of product and process innovation. Section 3.3 entails sub-question 5 with regard to the influence of the Dutch competition authority on the innovative behavior of SMEs and the last section entails sub-question 6 with regard to any feedback loops of innovation to competition.


3.1 Nonlinearity 

This section contains the analysis with regard to testing the competitive forces in a nonlinear form as well as the presence of an aggregate inverted-U relationship between the competitive forces and innovative intensities. Sub-question 1 states: 


1. Do increases in the competitive forces lead to an increase in dispersion of firms in an industry with respect to the effect of these competitive forces on firm profit levels? 

I will test the ‘degree of unleveldness’ by measuring the spread of the effect of the competitive forces on profit levels
. I assume that if the industry spread, measured by the standard deviation, is relatively high there will be ‘leading firms’ feeling a significantly lower competitive pressure on their profit level than the laggard firms in the industry. This sector will be relatively unleveled. When the spread is relatively low, most firms will perceive similar competitive pressures on their profit levels and the sector will be relatively leveled. In addition to previous research which only used competition as an independent variable I added the lagged product and process innovative intensities as explanatory variables. The reasoning behind this is that theoretically, the innovative intensities of previous years will change the degree of ‘leveledness’ since firms that innovated will become leaders (Aghion et al. (2005)). As our innovation variables are input variables with regard to the ‘upcoming 12 months’, I use a lag of 2 years
. The results are shown in table 12: 

	Table 12: The composition effect.

Standard deviations (SD) as the dependent variables. 

	
	(1) SD Buyer Power (I)
	(2) SD Supplier Power (I)
	(3)  SD Entry Threat (T+I)
	(4) SD Substitute Threat
	(5) SD Internal Rivalry (T+I)

	Constant
	0.82216***
(0.159917) 
	0.464587***
(0.149127)
	
0.428760***
(0.148506)
	0.288487***
(0.083658)
	1.202257***
(0.170747)

	Buyer Power 
	0.16221***
(0.037008)
	

	
	
	

	Supplier Power
	
	0.312271***
(0.037827)
	
	
	

	Entry Threat
	
	
	0.284310***
(0.039320)
	
	

	Substitute Threat 
	
	
	
	0.428513***
(0.033098)
	

	Internal Rivalry
	
	
	
	
	-0.034644
(0.038952)

	Product intention
(lagged)
	0.017997
(0.054390)
	0.005935
(0.052850)
	0.072747
(0.059431)
	-0.062622*
(0.032966)
	0.106660*
(0.063313)

	Process intention (Lagged)
	-0.020811
(0.057243)
	0.011913
(0.054884)
	-0.038413
(0.056732)
	0.031228
(0.039029)
	-0.024469
(0.060109)

	R​​2
	0.523648
	0.633909
	0.558615
	0.432571
	0.322268

	N
	229
	229
	229
	229
	229

	Note: Unbalanced panel regression. (T) stands for time fixed effects and (I) for industry fixed effects. A redundancy test  per regression showed which effects needed to be included in order to correct for industry or time shocks. () = Standard deviation.
*** Significant at 1%  

  ** Significant at 5%  

                    * Significant at 10%



I derive from columns 1-4 that the composition effect is present for the following forces: buyer power, supplier power, entry threat and substitute threat. The coefficients are positive and significant. I conclude that for these forces, higher levels of competition cause an increase in the spread, or ‘unleveledness’, of the sectors. Thus, at lower levels of competition sectors are relatively ‘leveled’ and we have reason to predict a domination of the escape competition effect. Subsequently, at higher levels of competition sectors will be relatively ‘unleveled’ and a relatively large amount of ‘laggard’ firms will cause a domination of the Schumpeterian effect. The level at which the composition effect takes place for each force differs, as can be seen by the difference in coefficients. The smallest composition effect takes place for buyer power, followed by entry threat and supplier power. The strongest composition effect takes place for substitute threat, meaning an increase in substitute threat constitutes the largest increase in the degree of unleveledness. Contrarily, column 5 shows that for the force ‘internal rivalry’ the composition effect does not take place. In fact, the coefficient is negative, suggesting that an increase in the level of internal rivalry causes an increase in the degree of ‘leveledness’. This sign could support the argument made by Brouwer and van der Wiel (2010) that an increase in competition causes inefficient firms to leave the market. Similarly, it indicates support for the ‘reallocation effect’ of Boone et al. (2007) that (remaining) firms with relatively similar profit levels may endure relatively intense internal rivalry. In this specific case, a HHI index may signal a wrong ‘competitive state’ since the (remaining) firms will likely have relatively high concentration levels. However, the coefficient is small and not significant thus we cannot draw any direct conclusions with regard to an increase in the degree of leveledness. In addition, it is interesting to note that for the forces substitute threat and internal rivalry, the variable ‘lagged product innovation’ has a significant effect on the spread at 10%. Contrary to our predictions, an increase in product innovation causes a decrease in the spread of substitute threat and an increase in the spread of internal rivalry. Thus, the signficant increase in unleveledness by a rise in substitute threat is, hindered by the investment in product innovation
. 
The statistical absence of the composition effect for internal rivalry does, however, have implications for the nonlinearity of the force. Theoretically, when there are relatively fewer or a similar amount of laggard firms present at high levels of internal rivalry, I do not predict a domination of the Schumpetarian effect. Specifically when the amount of laggard firms is (quite) similar at all levels of internal rivalry, I predict a linear relationship between internal rivalry and innovation. Statistically, however, an inverted-U for internal rivalry is still possible. Thus, after answering sub-question 2 with regard to an aggregate inverted-U relationship, I will test if the presence of an inverted-U relationship is strengthened, remains similar, or is weakened by the inclusion of ‘internal rivalry’ in the form of an inverted-U. From these results I will decide whether to include a quadratic term in addition to a linear term for internal rivalry or not. Sub-question 2 states:  

2. Is an aggregate measure of the competitive forces statistically significant in the form of an inverted U-relationship?

I will measure the presence of an aggregate inverted-U by taking the average of all the linear and quadratic terms of the competitive forces. Aggregate competition (-internal) is the aggregate of the competitive forces: buyer power, supplier power, entry threat and substitute threat and Aggregate competition (+internal) naturally includes internal rivalry as the fifth force.  The results are presented in table 13: 

	Table 13: An aggregate inverted-U relationship

Innovative intentions as the Dependent Variables. 

	
	
(1) Product 
	
(2) Product +control
	
(3) 
Process 
	
(4)Process
+ control
	
(5) 
Product 
	

(6)Product  
+ control
	

(7) Process 
	

(8)Process+ control

	Constant
	1.5362***
(0.126553)
	0.517490**
(0.212592)
	1.82553***
(0.136997)
	0.392243*
(0.222798)
	1.580622***
(0.134645)
	0.513196**
(0.212200)
	1.75172***
(0.145100)
	0.429260*
(0.223508)

	Aggregate Competition 

(-internal)
	0.1666***
(0.054852)
	0.149902**
(0.066019)
	0.091244
(0.059379)
	-0.094819
(0.070191)
	
	
	
	

	(Aggregate Competition) 2
(-internal)
	-0.280***
(0.096115)
	-0.280***
(0.090360)
	-0.126030
(0.104048)
	-0.078176
(0.095988)
	
	
	
	

	Aggregate Competition 

(+internal)
	
	
	
	
	0.138709**
(0.054522)
	0.070449
(0.052779)
	0.116589**
(0.058756)
	0.008397
(0.056254)

	(Aggregate Competition) 2
(+internal)
	
	
	
	
	-0.29110***
(0.091732)
	-0.2904***
(0.085848)
	-0.144165
(0.098855)
	-0.128156
(0.091611)

	Internal Rivalry (linear)
	
	-0.057060
(0.044644)
	
	0.092260*
(0.047493)
	
	
	
	

	Previous product innovation
	
	0.57941***
(0.112580)
	
	
	
	0.57995***
(0.112448)
	
	

	Previous process innovation
	
	
	
	0.38047***
(0.113520)
	
	
	
	0.40022***
(0.113630)

	Network
	
	0.298143**
(0.139245)
	
	0.53846***
(0.148349)
	
	0.311883**
(0.139060)
	
	0.52176***
(0.148517)

	Size
	
	0.008152
(0.071852)
	
	0.147573*
(0.079961)
	
	-0.004184
(0.071457)
	
	0.150735*
(0.080064)

	R​​2
	0.771619

	
0.806592
	
0.619031
	
0.689890
	
0.771725
	
0.806334
	
0.622628
	
0.686821

	N
	345
	345
	345
	345
	345
	345
	345
	345

	Note: Unbalanced panel regression. All regressions include both time and industry fixed effects. () = Standard deviation.
                      *** Significant at 1%  
                        ** Significant at 5%  
                          * Significant at 10%




The first 4 columns present the aggregated inverted-U relationship between competition and innovation excluding internal rivalry. Columns 1 and 2 show that competition significantly affects product innovation in the form of an inverted-U relationship. The escape domination effect dominates at lower levels of competition and the Schumpeterian effect dominates at higher levels of competition and this effect remains after the control variables are included. Specifically for product innovation, previous success in product innovations (product lag) significantly influences investment behavior. In addition, the network opportunities are significantly important for investment behavior amongst SMEs in the Netherlands underwriting the argument of Tingvall and Karpaty (2008) concerning the tendency of SMEs to undertake more strategic alliances when competition rises. 
Columns 3 and 4, however, show that there is no inverted-U relationship present between competition and process innovation. Aggregately, at low levels of competition, an increase in competition does not cause an increase in process innovation and at high levels of competition, an increase in competition does not cause a decrease in process innovation. The descriptive statistics showed that the mean value of process innovation, however, is slightly higher than for product innovation. Consequently, I may not directly underwrite  the argument of Tang (2006) that SMEs tend to focus more on product innovation compared to process innovation since their lower excess to financial resources forms a constraint in the adoption of new technology. However, process innovation may be a less likely response for SMEs to a rise in aggregate competition
. Alternatively, columns 4 and 8 show that network and previous success in process innovation are important explanatory variables for the investment behaviour with regard to process innovation.  In addition, the benefits of process innovation are lower for small firms compared to larger firms, since large firms are better able to spread their investment expenditure over a larger amount of products or services produced (Cohen and Klepper (1996)). Column 4 indeed shows that the average size of firms in an industry has a positive and significant effect on the investment in process innovation.
From these results I may conclude that when measuring product innovation, competition should be dismantled in linear and quadratic terms in order to test the individual inverted-U relationships. When measuring process innovation, however, I should dismantle competition merely in linear terms. Moreover, when including internal rivalry in the form of an inverted-U, columns 5 and 6 show that after inclusion of the control variables, the aggregated inverted-U for product innovation is no longer significant. The positive linear term is no longer significant indicating a distortion of the escape competition effect. A possible explanation could be, for the force internal rivalry, the lack of the escape competition effect at lower levels of competition or firms focussing on the competition in process innovation as opposed to product innovation
. Veritably, the linear aggregated term regressed on process innovation becomes significant after including internal rivalry, where it was not significant before. I conclude to include internal rivalry in the linear form when testing product innovation and to keep all forces in the linear form when testing process innovation.  


 3.2 Competitive forces and inverted-U relationships


After establishing the presence of the composition effect and an aggregated inverted-U relationship between competition and innovation, I am able to test the specific competitive forces. Hence, sub-question 3: 

3. Do competitive forces, in the form of an inverted-U relationship, influence the        investment in product and process innovation amongst SMEs in the Netherlands? 
I will dismantle the variable aggregate competition in order to find out which specific forces influence the aggregated-U or linear relationship. The results are presented in table 14: 

	Table 14: Inverted-U dismantled: influence of Competitive Forces
Innovative intentions as dependent variables. 

	
	(1) Product

	(2) Product +control
	(3) Product +process
	
(4) Process
	
(5)Process
+control
	
(6)Process
+product

	
Constant
	1.522519***
(0.134458)
	0.518460**
(0.212521)
	0.377794*
(0.204205)
	1.658898***
(0.143307)
	0.381217*
(0.222885)
	0.152576
(0.216535)

	
Buyer Power
	-0.025351
(0.045938)
	-0.054383
(0.043418)
	-0.029460
(0.041633)
	-0.058104
(0.049190)
	-0.106185**
(0.045927)
	-0.091248**
(0.043838)

	
(Buyer Power) 2
	-0.005046
(0.048728)
	-0.008108
(0.045590)
	0.008448
(0.043550)
	
	
	

	
Supplier Power
	0.101026** 
(0.045280)
	0.102105**
(0.042679)
	0.111850***
(0.040706)
	-0.032861
(0.048456)
	-0.009299
(0.045722)
	-0.039975
(0.043927)

	
(Supplier power) 2
	-0.088469
(0.063938)
	-0.065346
(0.059706)
	-0.049768
(0.056964)
	
	
	

	
Entry Threat
	-0.012551
(0.046120)
	0.000643
(0.043139)
	0.011697
(0.041156)
	-0.053539
(0.048292)
	-0.024897
(0.044592)
	-0.018855
(0.042493)

	
(Entry Threat) 2
	-0.186515***
(0.065347)
	-0.156727**
(0.061188)
	-0.161774***
(0.058308)
	
	
	

	
Substitute Threat
	0.156878***
(0.049634)
	0.110513**
(0.047203)
	0.095398**
(0.045065)
	0.116855**
(0.052432)
	0.044324
(0.049422)
	0.008039
(0.047561)

	
(Substitute Threat) 2
	-0.014142
(0.112528)
	-0.095232
(0.108182)
	-0.143907
(0.103481)
	
	
	

	
Internal Rivalry
	-0.015304
(0.048089)
	-0.030300
(0.045171)
	-0.063766
(0.043495)
	0.159569***
(0.051797)
	0.112912**
(0.048170)
	0.121890***
(0.045917)

	
Previous product innovation
	
	0.571794***
(0.113243)
	0.512783***
(0.108466)
	
	
	

	Previous process innovation
	
	
	
	
	0.377255***
(0.115057)
	0.327774***
(0.109989)

	
Network
	
	0.244102*
(0.139658)
	0.076519
(0.136732)
	
	0.508758***
(0.149880)
	0.374940**
(0.144928)

	
Size
	
	0.035843
(0.073332)
	-0.035092
(0.071128)
	
	0.175494**
(0.079233)
	0.153016**
(0.075594)

	
Product intention
	
	
	
	
	
	0.311950***
(0.057987)

	Process intention
	
	
	0.285546***
(0.053576)
	
	
	

	R2
	0.784640
	0.814913
	0.832591
	0.635202
	0.694829
	0.724080

	N
	345
	345
	345
	345
	345
	345

	Note: Unbalanced panel regression. All regressions include both time and industry fixed effects. () = Standard deviation.
                      *** Significant at 1%  
                        ** Significant at 5%  
                          * Significant at 10%


Columns 1 and 2 show that the linear terms of supplier power and substitute threat have a positive and significant effect on product innovation. In addition, the squared term of entry threat is negative and significant. Adding control variables, all three forces remain significant at 5%. As a result, at relatively low levels of competition and a high fraction of leveled industries compared to unleveled industries, an increase in supplier power and substitute threat increases the ‘escape competition effect’ by means of investment in product innovation. At relatively high levels of competition and a high fraction of unleveled industries compared to leveled industries, an increase in entry threat discourages laggard firms which decrease investment in product innovation. The positive effect of supplier power may be caused by a ‘supplier push’. The supplier may ‘push’ a firm to innovate in order to increase economic performance, causing the supplier to possibly increase economic performance as well. The positive effect of substitute threat may be literally in order to ‘escape competition’. When the substitute threat of a product or service produced increases, the response is to innovate in order to decrease the substitutability of the product or service. Moreover, at relatively high levels of entry threat, the Schumpeterian effect dominates. This result partially underwrites the argument of Aghion et al. (2009) that if laggard firms endure a large profit gap compared to the leaders in their industry, an increased entry threat of entrepreneurs or large (foreign) firms will decrease post-innovation rents leading to a decrease in investment. However, I find no empirical support for the presence of the escape competition effect at lower levels of entry threat. 
In addition, column 4 shows substitute threat and internal rivalry both have a positively significant effect on process innovation. After the control variables are added, as can be seen in column 5, the influence of substitute threat is no longer significant. In fact, buyer power has a negatively significant and internal rivalry a positively significant effect on process innovation. A possible explanation behind the negative effect of buyer power is as follows. Recall that process innovation specifically increases the efficiency in the method of production of industry firms. An increase in efficiency may lead to lower costs and subsequently, a higher profit margin or ‘value added’. When the negotiation position of industry buyers increases, industry buyers will likely reap a larger part of the ‘value added’. The benefits of increasing the ‘value added’ by means of process innovation, consequently, decrease
. The positive effect of internal rivalry in particular partially underwrites the argument of Boone (2000) that firms, only competing at efficiency level, will increase process innovation as competitive pressure rises. This may be due to the ‘adaption effect’; rising pressure to increase efficiency as firms adapt to an increase in competition by raising their productivity. Secondly, it may be due to the ‘selection effect’; encouraging process innovation since the more efficient firms will survive and inefficient firms can be removed from the market as internal rivalry rises. This concurs with the absence of the composition effect for this particular force. In addition, the effect of internal rivalry on product innovation is negative, however, not significant. Consequently, no empiric evidence is found that an increase in internal rivalry reduces product innovation (what Boone (2000) calls the Schumpeterian effect) and based on this result, no conclusions may be drawn with regard to the substitutability of product and process innovation. In addition, other competitive forces do have a positive effect on product innovation. Sub-question 4 remains: 


4. As a result from a rise in competitive pressure, are intentions to invest in product and process innovations complements or substitutes?


In order to answer this question I added the terms to the regression equations in order to see if one form of investment behavior positively or negatively influenced the other form of investment behavior. I derive from column 3 and 6 that both terms are significant at 1% and have positive coefficients. A rise in one form of innovation significantly increases investment in the other form of innovation; indicating that product and process innovation are complements. This result concurs with the empirical results of Tang (2006) that product and process innovation are likely bundled. However, changes in investment in product and process behaviour are caused by an increase in different competitive forces. Supplier power, substitute threat and entry threat affect product innovation and buyer power and internal rivalry affect process innovation. A rise in one of these competitive forces is likely to affect only one form of investment. Boone (2000) predicts that if competition rises, process innovation will increase and product innovation will decrease. I do not, however, have empirical evidence to support this theory since the same competitive forces do not significantly influence both types of investment
. 

3.3  Institutional influence

The Dutch competition authority, measured by institutional influence, may affect the competition in a market and consequently, influence the innovative behavior of firms. My fifth sub-question states: 

5. Does institutional influence affect the dynamic efficiency of SMEs in the Netherlands? 

I expect institutional influence to affect innovative incentives in the form of a U relationship. Consequently, I expect the composition affect to hold. The result concerning the composition effect is shown in table 15:

	Table 15: The composition effect; Institutional influence
Standard deviation (SD) as the dependent variable. 

	
	(1) SD Institutional

	Constant
	0.050044
(0.17700) 

	Institutional influence 
	
0.414979***
(0.046078)

	Product intention (Lagged)
	0.037443
(0.067523)

	Process intention (Lagged)
	-0.043261
(0.064128)

	R​​2
	0.680513

	N
	229

	Note: Unbalanced panel regression. The regression includes both time and industry fixed effects. () = Standard deviation.
*** Significant at 1%  

  ** Significant at 5%  

                    * Significant at 10%






As can be seen in column 1, the composition effect is significant at 1%. From the coefficient I can derive a relatively strong composition effect, similar to the composition effect of ‘substitute threat’ in table 10. Thus, at high average levels of institutional influence industries are relatively more unleveled. I expect ‘leading firms’ in unleveled sectors to experience a relatively high level of institutional influence compared to the laggard firms and firms in leveled industries. At high levels of institutional influence I expect the Dutch competition authority to have taken action in order to increase competitive behavior. Thus I expect a positive relationship between institutional influence and innovation, opposite from the Schumpeterian effect. For low levels of influence, I expect an increase of institutional influence to decrease innovative incentives as competitive pressure lowers. The Dutch competition authority will not have taken direct action yet, however, the level of monitoring may e.g. increase. I expect an increase in institutional influence to lead to a decrease in innovative intensities. I will first add institutional influence to the aggregate measure of competition to see if the aggregate inverted-U is distorted or not. Furthermore, I will add the linear and quadratic term of institutional influence to the regression equations with the dismantled forces of competition to see if the U relationship between institutional influence and innovation is present. The results are presented in table 16:   


	Table 16: Institutional influence 
Innovative intentions as dependent variables.

	
	
(1)
Product 

	(2)Product
+control
	(3) Process
	
(4)Process +control
	
(5)
Product
	
(6)Product
+control
	
(7)
Process
	
(8)Process
+control

	Constant
	1.5168***
(0.144712)
	0.311589
(0.210364)
	1.7556***
(0.155507)
	0.199295
(0.221964)
	1.6150***
(0.156810)
	0.446950**
(0.219385)
	1.6216***
(0.163599)
	0.082832
(0.228662)

	Aggregate competition
(+institutional)
	0.1738***
(0.062652)
	0.181177**
(0.071787)
	0.118829*
(0.067326)
	-0.025121
(0.061383)
	
	
	
	

	
(Aggregate competition) 2
	-0.2746**
(0.115168)
	-0.2604**
(0.102770)
	-0.074058
(0.123760)
	0.029482
(0.110169)
	
	
	
	

	(+institutional)

Buyer Power
	
	
	
	
	-0.031287
(0.046157)
	-0.033643
(0.041879)
	-0.056815
(0.049334)
	-0.088889**
(0.043916)

	
(Buyer Power) 2
	
	
	
	
	-0.011159
(0.049178)
	0.004505
(0.043985)
	
	

	
Supplier Power
	
	
	
	
	0.1033**
(0.045330)
	0.113321***
(0.040799)
	-0.034237
(0.048610)
	-0.042304
(0.044003)

	
(Supplier power) 2
	
	
	
	
	-0.084990
(0.064045)
	-0.047846

(0.057124)
	
	

	
Entry Threat
	
	
	
	
	-0.007279
(0.046365)
	0.015400
(0.041394)
	-0.053937
(0.048367)
	-0.019431
(0.042505)

	
(Entry Threat) 2
	
	
	
	
	-0.183***
(0.065432)
	-0.159555***
(0.058444)
	
	

	
Substitute Threat
	
	
	
	
	0.1570***
(0.049949)
	0.095485**
(0.045367)
	0.114846**
(0.052675)
	0.003983
(0.047760)

	
(Substitute Threat) 2
	
	
	
	
	

-0.016930
(0.112647)
	

-0.145021
(0.103683)
	
	

	
Internal Rivalry
	
	-0.074407*
(0.043058)
	
	
	-0.013207
(0.048537)
	-0.062493
(0.043888)
	0.15645***
(0.052284)
	0.116394**
(0.046288)

	
Institutional
	
	
	
	
	-0.045916
(0.044163)
	-0.028887
(0.039466)
	0.021957
(0.046241)
	0.038572
(0.040576)

	
(Institutional) 2
	
	
	
	
	
0.076151
(0.069406)
	0.057986
(0.062136)
	
	

	
Previous product innovation
	
	
0.5183***
(0.108889)
	
	
	
	0.513426***
(0.109652)
	
	

	Previous process innovation
	
	
	
	0.3497***
(0.109065)
	
	
	
	0.332925***
(0.110142)

	
Network
	
	
0.131389
(0.138084)
	
	0.3640**
(0.145466)
	
	0.072125
(0.137253)
	
	0.371182**
(0.145007)

	
Size
	
	-0.045272
(0.069824)
	
	0.15747**
(0.076259)
	
	-0.035914
(0.071246)
	
	0.150533**
(0.075652)

	
Product intention
	
	
	
	0.3115***
(0.058232)
	
	
	
	0.314771***
(0.058073)

	Process intention
	
	0.2868***
(0.053590)
	
	
	
	0.283046***
(0.053834)
	
	

	
R2
	
0.767882
	
0.822263
	
0.618449
	
0.714466
	
0.786122
	
0.833324
	
0.635499
	
0.724993

	N
	345
	345
	345
	345
	345
	345
	345
	345

	Note: Unbalanced panel regression. All regressions include both time and industry fixed effects. () = Standard deviation.
                      *** Significant at 1%  
                        ** Significant at 5%  
                          * Significant at 10%



As can be seen in columns 1 and 2, the aggregate inverted-U of competition on product innovation is statistically still present after institutional influence is added. This indicates that the predicted opposite effect of the competition authority on innovation will most likely not be significantly large to distort the aggregate inverted-U relationship
. From columns 3 and 4 we derive that the inverted-U relationship of competition on process innovation remains absent, regardless of the addition of institutional influence. As a result, I add the linear and quadratic term of institutional influence to the effect of the dismantled competitive forces on product innovation and I merely add the linear term on process innovation. The results are presented in columns 5-8. Columns 5 and 6 indeed show that the direct effect of institutional influence on product innovation is insignificant. The signs of the coefficient, however, would coincide with a U relationship; the linear term has a negative sign and the quadratic term has a positive sign. This concurs with my prediction that the effect of the Dutch competition authority is most likely indirectly present through changes in competition. Column 6 shows that as institutional influence is added, the same competitive forces remain significant. The same applies to the effect of institutional influence on process innovation. Column 8 shows that buyer power still has a negative influence and internal rivalry a positive influence on the investment in process innovation when institutional influence is added. In addition, the sign of the coefficient of institutional influence on process innovation is positive. However, institutional influence remains insignificant and the effect of the Dutch competition authority on process innovative intensions is most likely to be, similar to the effect on product innovative intentions, through a change in competitive forces. 
3.4 Steepness of the curve

Aghion et al. (2005) predict more ‘leveled’ industries to innovate more compared to industries with an average degree of ‘leveledness’. Hence, sub-question 6: 
6. Is there a steeper relationship between competitive forces and innovative intensities for industries with a relatively low amount of ‘dispersion’ between firms with regard to aggregate competitive pressure on profit levels? 
I will be able to test this by comparing a sub-sample including the ‘most leveled’ industries to a sample including all industries. When the coefficients of both the linear and quadratic term of this sub-sample are higher compared to the total sample, there are indications of a steeper relationship between competitive forces and innovative intensities for more ‘leveled industries’. I assume the industries with below median spread of aggregate
 competitive pressure on profit levels in a sample are the ‘most leveled’ industries. I assume the sample including all industries represents the effect of ‘average leveled’ industries. I want to include all 6 years per industry measured so I included a sample of 28 industries. Subsequently, the sample size becomes 28 industries x 6 years =168 datapoints. The results are presented in table 17: 
	Table 17: Steepness

Innovative intentions as the Dependent Variables.

	
	
(1) Product intention
(Total)
	
(2) Product intention
 (Most leveled)

	Constant
	0.517490**
(0.212592)
	-0.130510
(0.244809)

	Aggregate Competition 

(-internal)
	0.149902**
(0.066019)
	0.083725
(0.079204)

	(Aggregate Competition) 2
(-internal)
	-0.280***
(0.090360)
	-0.279469*
(0.153325)

	Internal Rivalry (linear)
	-0.057060
(0.044644)
	-0.004864
(0.9316)

	Previous product innovation
	0.57941***
(0.112580)
	1.071706***
(0.108602)

	Network
	0.298143**
(0.139245)
	0.320625**
(0.138636)

	Size
	0.008152
(0.071852)
	-0.055213
(0.114465)

	R​​2
	
0.806592
	0.623502

	N
	345
	168

	Note: Unbalanced panel regression. All regressions include both time and industry fixed effects. () = Standard deviation.
                      *** Significant at 1%  
                        ** Significant at 5%  
                          * Significant at 10%


As can be derived from column 2 above, I find no empirical evidence of a steeper relationship between competitive forces and innovative intensities for more ‘leveled’ industries. First of all, the coefficients appear to be smaller instead of larger and secondly, the linear term of aggregate competition is no longer significant. I must add, however, that I merely test on innovative intensities and not on the amount or level of innovation. Brouwer and van der Wiel (2010), however, have tested this relationship on innovation expenditure per employee and did not find any empirical evidence of this statement either. Both results show that for the Netherlands specifically, there is no indication of ‘more leveled’ industries investing more in innovation compared to ‘average leveled’ industries, due to a rise in competition. A noticeable result, however, is that the coefficient of the variable ‘previous product innovation’ almost doubled for ‘more leveled’ industries compared to ‘average leveled’ industries. I may derive from this result that the innovative intensities of ‘more leveled’ industries appear to be substantially more affected by previous success in product innovation compared to ‘average leveled’ industries. This intensity to innovate will increase when previous success in innovation is higher, regardless of any changes in competitive pressure. Only at high levels of competitive pressure are the innovative intensities somewhat hampered by an increase in competition. 
3.5 Feedback loops
Theoretically, a feedback effect between innovation and the effect of future competitive forces is present. The best known argument in the field of economics is that of Sutton (1991) concerning high R&D expenditure resulting in a lower future entry threat. Secondly, high process innovative intensities are aimed at increasing industry firms’ profit levels which may, in turn, attract entry of new industry firms. If both arguments hold true, I expect an increase in process innovation to lead to an increase in future entry threat and an increase in product innovation to lead to a decrease in future entry threat. Sub-question 7 states:


7. Are there feedback loops present between competitive forces and product and/or process innovative intensities? 

I will test this by using lagged variables of product and process innovative intentions. Since my input innovation variables concern innovative behaviour with regard to the ‘upcoming 12 months’, I will need to use a lag of 2 years
. The results are shown in table 18.   

	Table 18: Feedback effect 
Competitive forces as dependent variables.

	
	(1) Buyer power
	(2) Supplier power
	(3) Entry threat
	(4) Substitute threat
	(5) Internal rivalry
	(6) Institutional influence

	c
	2.927586***
(0.251177)
	2.408323***
(0.249094)
	2.190556***
(0.238801)
	1.951548***
(0.222541)
	2.858464***
(0.257939)
	2.414557***
(0.231875)

	Product intention (lagged)
	-0.142078
(0.122783)
	-0.074865
(0.121764)
	-0.150239
(0.116733)
	-0.151042
(0.108785)
	-0.053504
(0.126088)
	0.121375
(0.113347)

	Process intention (lagged)
	-0.033469
(0.116221)
	0.005853
(0.115257)
	0.234810**
(0.110494)
	0.143637
(0.102971)
	0.129607
(0.119350)
	-0.161494
(0.107290)

	
R2
	
0.830177
	
0.735300
	
0.609218
	
0.475218
	
0.708391
	
0.714629

	N
	229
	229
	229
	229
	229
	229

	Note: Unbalanced panel regression. All regressions include both time and industry fixed effects. () = Standard deviation.
                      *** Significant at 1%  
                        ** Significant at 5%  
                          * Significant at 10%


Column 3 shows that the effect of a lagged process intention on entry threat is positively significant at 5%. In other words, an increase in the investment in process intention is likely to increase the entry threat after 2 years. This concurs with my hypothesis with regard to process innovation; an increase in investment in process innovation may decrease costs of production and increase the price-cost margin of a product or service produced. An increased profit level is expected to encourage entrance into the market, as new firms expect to make a relatively large profit. Technically, however, this is not a feedback loop since the results from section 3.2 show that entry threat merely affects product innovation. Column 3 shows lagged product intention is not significant and I do not find empirical evidence for the argument of Sutton (1991) that innovative behavior of incumbent firms may form a barrier to entry. As a result, an increase in entry threat affects the intention to invest in product innovation and simultaneously, an increase in process innovation increases entry threat. In addition, columns 1,2 and 4-6 show that intentions to invest in product and process innovation do not have a significant (feedback) effect on any other competitive force.
4. Discussion 
Accompanying the results of sub-question 2, the inverted-U curve concerning the aggregate measure of competition and product innovation appears to resemble the same ‘hockey stick’ shape found by Brouwer and van der Wiel (2010) for industries in the Netherlands
. First of all, the fact that the shape measured by an aggregate of the competitive forces is similar to the curve measured by the PE indicator (Brouwer and van der Wiel (2010)) indicates that the loss of precision due to the use of a scale variable made of compressed categorical values does not have a substantially different effect on the results. However, I used a fairly large sample to perform my tests indicating the loss of precision is minimized. Second of all, this shape indicates most industries will respond to an increase in competitive pressure by an increase in product innovation and the negative effect of ‘entry threat’ is considerably small. In fact, only 18 industries on a total of 58 industries
 have experienced a negative effect on product innovation from a rise in competitive forces. In addition, none of the 18 sectors experienced the negative ‘Schumpeterian’ effect for the total of 6 years. The small duration of industry firms in an ‘unleveled’ state may be caused by the ‘followers’ quickly catching up with the profit levels of the ‘leaders’ in an industry by means of innovation. When ‘laggards’ catch up with ‘leaders’, industry structure can change from unleveled (back) to leveled. An alternative explanation is the prediction of Aghion et al. (2009) stating that at high levels of entry threat, ‘laggard’ firms may go bankrupt due to the actual introduction of efficient (foreign) firms to the market, changing industry structure to ‘leveled’ shortly after it was ‘unleveled’. However, there is no empirical proof of this statement. 
Secondly, the results of sub-question 4 indicate that investment in product and process innovation are bundled. This may due to the correlation between the different competitive forces. When ‘internal rivalry’ rises at the same time as i.e. ‘supplier power’, it is likely that both product and process innovative intensities rise at the same time
. 

Thirdly, the coefficients of the variables: network and previous success in product or process innovation, are substantially larger compared to the coefficients of the competitive forces.A possible explanation could be a relatively low increase in demand from product innovation. Sutton (1991) correctly signaled the importance of the demand for new product innovation. If the so-called ‘elasticity’ of new products is relatively low for an industry, an industry is likely to be relatively uninnovative due to the fact that the benefits from innovating are relatively low, regardless of a large increase in competitive pressure. In similar reasoning, process innovation can increase average price-cost margins which may enable a firm to lower prices. However, when the price elasticity of demand is relatively low, it may not be favorable for a firm to do so. In addition, not lowering prices may attract entry due to the relatively high profit levels. This effect may be partially captured in the variables network and ‘previous success in innovation’. When previous innovation and collaborations in the form of a network are relatively high for a given industry, the benefits of future innovation are likely to be high as well.
Fourthly, the results of sub-question 6 indicate the innovative intensities of ‘more leveled’ industries are less influenced by changes in competition and more influenced by previous success in innovation. This may again be related to the demand for new products as mentioned by Sutton (1991). For the ‘most leveled’ industries, competing at the most similar profit and technological levels, it may always be interesting to innovate as long as the demand for new products is high. The relatively low competitive pressure on these industries indicates that the primary reason for innovation is not the need to ‘escape competition’ but the large gains to be made from innovating. As long as these leveled industries generally have a successful outcome of innovative intensities,  measured by newly produced products in the last 3 years, innovative intensities will remain high. Only at very high levels of competition will a further increase in competition hamper innovative intensities.
Lastly, the results of sub-question 7 show that an increase in process innovation negatively affects entry threat, however, I found no empirical evidence of high investment in product innovation forming a barrier to entry. A commonly known strategic prevention of higher entry threat after increasing price-cost margins is to lower prices. This way, industry firms signal that the gains to be made by entering the industry are relatively low while savoring the increased efficiency of production. The result of an increased entry threat after process innovation may be an indication that there is a lack of willingness amongst SMEs to lower prices. As mentioned above, this may be explained by a relatively low price elasticity of demand. As a result, the lack of willingness to lower prices may be caused by a lower cost of incurring new entrants into an industry compared to lowering prices. 
5. Conclusion

In this thesis a first attempt is made to estimate the relationship between the competitive forces of Porter and innovative intensities amongst Dutch SMEs in the form of an inverted-U. There are indications of a nonlinear effect of all forces on innovation, except ‘internal rivalry’. The aggregate measure of competition has a significant effect on investment in product innovation in the form of an inverted-U and I was able to dismantle the aggregate measure in order to find out which competitive forces specifically affect product innovative intensities. I concluded that ‘supplier power’ and ‘substitute threat’ cause the positive ‘escape competition’ effect and ‘entry threat’ causes the negative ‘Schumpeterian’ effect. However, the shape of the curve indicates that most industries are in a ‘leveled’ state and will respond to an increase in competitive pressure by an increase in product innovation. This is a positive result for Competition authorities since an increase in competition will, most of the time, increase dynamic efficiency which emphasizes the positive effect of a more competitive market. Contrarily, an aggregate measure of competition did not have a significant effect on process innovative intensities in the form of an inverted-U relationship. As a result, I dismantled the aggregate measure merely in a linear form and concluded that buyer power has a negative linear effect and internal rivalry a positive linear effect on the investment in process innovation. As a result, an increase in competition has an ambiguous effect on process innovation. 
Secondly, the presence of the composition effect indicates a U relationship between institutional influence and innovation, however, the influence of the Dutch competition authority on innovation is most likely indirect through a change in competitive forces. 
Thirdly, while competitive forces affect either product or process innovation, investment in product and process innovation appears to be bundled. This indicates the pressure of competitive forces may rise simultaneously. 
Fourthly, an increase in process innovation negatively affects entry threat, which may be an indication that there is a lack of willingness amongst SMEs to lower prices. Furthermore, I found no empirical evidence of high investment in product innovation resulting in a barrier to entry. 
Moreover, I found no empirical evidence of a steeper relationship between competitive forces and innovative intensities for ‘more leveled’ industries. However, I did find that ‘more leveled’ industries are less influenced by changes in competition and more influenced by previous success in innovation compared to ‘average leveled’ industries. 
Finally, the coefficients of the variables: network, previous success in product or process innovation and size, are larger compared to the coefficients of the competitive forces. This indicates that a lot of the investment behavior concerning product innovation is determined by the network opportunities of SMEs and previous success in product innovation. Similarly for the investment behavior with regard to process innovation: network opportunities, previous success in process innovation as well as the size of a firm appear to be  important determinants. As a result, while all competitive forces significantly influence the investment in innovation, the influence is relatively small.
 6. Limitations and suggestions for further research

The first limitation of this research is that a sample of SMEs may not give the most accurate results with regard to the theoretic U relationship between institutional influence and innovation. SMEs in the Netherlands are often fragmented markets experiencing monopolistic competition (De Jong (2007) p. 9). Any effect of the competition authority on competition and innovation is likely to be larger when monopoly or oligopoly firms are present in the sample. The measure of institutional influence may also be improved by using actual decisions by the Dutch competition authority as an indicator. In addition, SMEs are mostly known to serve the local markets whereas Big Enterprises (BEs) often operate on international markets (Van der Wiel (2010) p. 56).The strategic response on the competitive forces may differ largely for BEs. Consequently, while I gained increased insights in the competitive pressure and strategic response of SMEs in the Netherlands, including larger firms in the sample may be an interesting suggestion for further research.  

A second limitation of this research is the use of an input variable for innovation. The decision to invest in innovation does not take the level of investment into account, nor does it accurately predict the amount and value of the innovation resulting from the investment. A suggestion for future research is to collect data concerning the share of innovation to sales of a firm. This way, more accurate conclusions concerning the competitive effects on the level of innovation can be drawn. 
A third limitation of this research is the fairly small amount of sectors tested. The accuracy of the results will increase when the amount of sectors are more detailed
 and a differentiation between manufacturing and service sectors can be made.  

A fourth suggestion for further research is to connect the effect of the competitive forces and innovation to productivity. Linking competition, innovation and productivity, however, is theoretically still unclear and in practice still in its infancy. For instance, Brouwer and van der Wiel (2010) find a positive effect of competition on productivity and a weak positive effect of innovation on productivity, however they found that competition is the most important determinant for innovation. As a result, which of the two drives productivity remains unclear (p. 10-30). In addition, I now compared the degree of ‘leveledness’ by the spread between the pressure of competitive forces on firm profit levels. Adding i.e. technological measures would enable the measurement of a degree of ‘leveledness’ by a difference in technological level between firms.
Lastly, it will be interesting to more specifically relate the competitive forces to the competition indicators that ‘coincide’ with the competitive forces according to the science of NEIO. If (large) correlations between the competitive forces and these IO indicators are present, this empirical evidence may strengthen this new branch of IO theory. As a result, when the effects of policy measures are based on a concentration index or a Lerner index, we may in the future more accurately predict the competitive forces affected as well as the response in terms of investment in innovation. Namely, the science predicts that the impact of entry threat coincides with the estimation of the HHI and supplier power coincides with the estimation of the Lerner index. Consequently, any policy measures based on decreasing the average measure of HHI in a sector will likely increase entry threat resulting in a decrease in dynamic efficiency. In addition, any policy measures based on decreasing the average Lerner index in a sector will likely increase supplier power resulting in an increase in dynamic efficiency. Currently, however, an important distinction must be made between ‘absolute’ competition indicators such as the HHI and Lerner index and ‘relative’ competition indicators such as the PE indicator and the competitive forces as measured in this research. ‘Absolute’ competition indicators show a competitive state and ‘relative’ competition indicators show the direction or sensitivity of a competitive level. Correspondingly, Porter acknowledged that industry structure, by analysing the competitive forces, determines strategies and industry profits (Porter (2008) p. 2-3). The sensitivity and direction of ‘relative’ competition indicators is useful in the prediction of firm behaviour in the form of strategy. However, no exact results can be derived with regard to the performance of firms in terms of absolute profits or market shares. This area remains one of future research. 
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Appendix
1. Description of 58 sectors 

	Table 19: List of 58 sectors

	1. Horticulture
	16. Electrical, instrument and optic industry
	31. Retail home furnishings, paint and domestic supplies
	46. Lease industry

	2. Agriculture
	17. Transport industry
	32. Retail trade in textiles, clothing and footwear
	47. Computer services and IT

	3. Cattle breeding
	18. Civil construction
	33. Other non-food retail
	48. Research and development

	4. Farming (other)
	19. Road and civil engineering
	34. Retail not in shop and repairs
	49. Legal Services


	5. Animal food industry
	20. Finishers
	35. Lodging

	50. Administrative Services

	6. Food and beverage industry
	21. Plant Construction firms
	36. Meals and drinks

	51. Economic services

	7. Food industry (other)
	22. Car wholesaler
	37. Private and public transport

	52. Architecture and engineering (including design)

	8. Textile, clothing  and leather industry
	23. Car retailing and gasoline service
	38. Freight traffic over our country
	53.  Marketing bureaus


	9. Wood, building materials and furniture industry
	24. Brokering
	39. Marine and aviation
	54. Employment agencies


	10. Paper and paper products industry
	25. Wholesale trade in agricultural products
	40. Transport services


	55. Business services (Other, extensive knowledge)

	11. Printing industry
	26. Wholesale of food, beverages and tobacco
	41. Postal and communication
	56. Art


	12. Chemicals, rubber and synthetic materials industry
	27. Wholesaler of sustainable consumer goods
	42. Banking

	57. Media and entertainment

	13. Base metal industry
	28. Wholesale trade in capital goods
	43. Insurance and pension system
	58. Personal services

	14. Metal industry 
	29. Wholesale trade in intermediate goods
	44. Real estate agents

	

	15. Machine industry
	30. Retail food
	45. Exploitation real estate 
	


· The sector division is done by the Dutch Chamber of Commerce.
· In 2005, the data of the following sectors is missing in this research: 18, 36, 58.
2. Supplementary graphs
Figure 6: An aggregate measure of the competitive forces on product innovation
[image: image31.emf]
As can be derived from figure 6, the shape of the curve appears to resemble a ‘hockey stick’ instead of a full inverted-U. This indicates most SMEs in the Netherlands are in a ‘leveled’ industry experiencing relatively low or medium pressure of competition. Any increase in pressure will result in an increase in product innovation. Only 18 sectors have been discouraged to innovate due to a rise in competition during the period 2005-2010. 

· The 18 sectors in which the Schumpeterian effect dominated in the measure of aggregate competition: 

 1 (2007, 2009 and 2010)                             2 (2006) 

 5 (2006)                                                       7 (2007)

 8 (2010)                                                       10 (2007)

 12 (2006, 2008 and 2009)                           14 (2010)

 22 (2010)                                                     23 (2005 and 2006)

 27 (2006)                                                     28 (2010)

 37 (2006)                                                     38 (2005 and 2006)

 39 (2009)                                                     41 (2008)

 47 (2010)                                                     54 (2007, 2009 and 2010) 

Figure 7: Competition dismantled: Product innovation
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As can be derived from figure 7, an increase in the aggregate competitive pressure of 25 % to 50% appears to cause in increase in innovation of approximately 16%. However, most sectors are clustered between 35% and 50 %. Thus, if the leveled sectors clustered around 35% reach the highest degree of leveledness, innovation will have increased by approximately 6%. In similar reasoning, if the least unleveled sector turns into the most unleveled sector innovation will at most decrease by 1 %. When I dismantle this aggregate measure, the escape substitute threat effect may increase innovation by at most 6% and the escape supplier power effect may increase innovation by at most 7%. The increase in entry threat may at most decrease product innovative intensities by 2%. To conclude, the overall effect of competition on innovation is fairly small. 
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Figure 8: Competition dismantled: Process innovation

As can be seen in figure 8, the effect of a change in competition on process innovative intensities is fairly small. An increase in buyer power of 45% may at most decrease process innovation by 9%. An increase in internal rivalry of 40% may increase process innovative intensities by at most 8%. 
Figure 9: The composition effect of the competitive forces[image: image34.png]Product innovationin %
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As was mentioned in the results section 1.2: ‘Nonlinearity’, the level at which the composition effect takes place for each force differs. The smallest composition effect takes place for buyer power, followed by entry threat and supplier power. The strongest composition effect takes place for substitute threat. This indicates that an increase in the pressure of substitute threat will cause the largest increase in the degree of unleveledness between the pressure of substitute threat on firm profit levels. 

3. ‘Inter-force’ correlation

It is not  unlikely for the competitive forces to be correlated amongst each other. If a firm i.e. experiences high ‘internal rivalry’, it is possible that same firms also experiences a high substitute threat of other products or services or a high entry threat. Figure 10 shows these ‘inter-force’ correlations:  

Figure 10: ‘Inter-force’ correlation
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As can be derived from figure 10, the highest correlation is between entry threat and internal rivalry. A correlation of over 0.6 may give empirical proof for the theory of Boone (2000) that a corresponding increase of both forces may increase process innovation due to the positive effect of internal rivalry and decrease product innovation due to the negative effect of entry threat. Futhermore, internal rivalry and supplier power as well as buyer power and supplier power have a correlation of just below 0.5. A corresponding increase in these forces may increase both product and process innovative intensities or increase product and decrease process innovative intensities. These ‘inter-force’ correlations indicate that an analysis of the forces seperately is likely inconclusive with regard to the results. In addition, this implicates specific policy measures with regard to a competitive force are likely to influence other competitive forces as well. 
� By using this type of research I measure the competitive forces in the form of a survey measuring on a 5 point Likert scale (answers ranging from strongly disagree to strongly agree). The ‘subjectivity’ of the method of measurement is highly influential by the type of person answering, however, it also (more) accurately predicts the response of the person in question. The best example in the field of economics that relies on ‘subjective’ survey questions is the measurement of national ‘consumer trust’. Based on the results, one must not expect an accurate reflection of the economy in terms of e.g. economic growth, but this perception of the consumer is useful in accurately predicting the reaction of the consumer on the state of the economy. Consequently, this measure can be useful in predictions such as the change in national spending that may, in turn, affect the economy. The perception of competition may, in the same way, accurately predict the reaction of firms by means of innovative intensities. 


� This theory will be elaborated upon in the Literature Review, section 1.2.2: ‘Product and process innovation’. 


� This theory will be elaborated upon in the Literature Review, section 1.2.3: ‘Innovation and firm size; the role of Small and Medium Enterprises (SMEs)’. 


� This theory will be elaborated upon in the Literature Review, section 1.2.2: ‘Product and process innovation’.


� Thus, starting at high levels of institutional influence I expect a previous intervention of the competition authority for the ‘leading’ firms. Starting at low levels of institutional influence I expect the level of monitoring of the competition authority to increase, however, I do not expect any severe changes in the competitive level of an industry yet. This would result in a U relationship between institutional influence and innovation.


� I do, nonetheless, add the force ‘Institutional Influence’ developed by Kemp et al. (2004b) as a competition indicator in my own research in order to test the significance of the Dutch Competition Authority with respect to business incentives. This indicator will be elaborated upon in section: 1.2.2. Perception-based indicators I.  Measuring Porter’s Competitive Forces. 


� In general, SMEs are to a larger extent influenced by entry barriers than larger firms. Next to the lower availability of financial resources, SMEs have a smaller scale, thus they tend to have less bargaining power (Blees et al. (2003) p. 140).


� The amount of largest firms in this concentration index can differ from 4. In theory, the concentration index C(m) measures the sum of the market shares of the largest m firms (Cabral (2000) p. 155). 


� The Dutch competition authority as well as other competition authorities use this assumed direct relationship as a justification of the HHI as a screening device in merger analysis. The reasoning behind this is as follows: when the HHI in a given industry is high, it is assumed that the degree of market power in that industry is high and firms within this industry will set near monopoly profit-maximizing prices, depending on how close to 100% the degree of concentration is. This assumption is used to justify why competition authorities forbid certain mergers, which would increase the level of concentration in a market. 


� This assumption justifies why competition authorities can forbid and punish collusive agreements between firms. 


� This theory criticizes the usage of HHI as a screening device for merger analysis by competition authorities, since market concentration is no longer assumed to have a direct relationship with the level of market power. 


� The PE has been estimated several times and compared to an estimation of the PE with fixed effects. The results based on fixed effects are significantly correlated to, amongst other things, the results of pooled OLS and random effects (Van der Wiel (2010) p. 119). 


� In practice, however, it is hard to tell if firms include overseas competition when the researcher asks firms concerning ‘the market in which they compete’ (Kleinknecht et al. (2000) p. 7).


� In any respect, Porter’s theory is partially incorporated in the new approach to Industrial Organization (mentioned in 1.2.1 Industrial Organization Indicators; IV. New Empirical Industrial Organization (NEIO)). In this perception-based method, however, all of the forces are measured individually as opposed to collectively and directly as opposed to indirectly.


� Details with regard to the conversion of these questions into variables will be elaborated upon in the methodology section. 


� In fact, Kemp et al. (2004b) compared the PCI to certain IO indicators in the following industries: furniture, employment agencies, ICT and the chemical industry.  A deficiency in these comparisons is that the PCI was measured in 2004 and the IO indicators in 1999. First of all, the PCI had opposite results compared to the price-cost margin. Furthermore, perceived internal rivalry, measured by ((w*x-w)/6*w)*100, was compared to the HHI and also had opposite results compared to the PCI. However, the different periods of measurement may have (severely) affected the results (Kemp et al. (2004b) p. 112-114). Lastly, the PCI was compared to the Relative Profit Indicator (RPI). The RPI assumes that a rise in competition increases the profits of firms relative to less efficient firms (with the disadvantage that it cannot be used for inter-industry comparisons) (CPB (2000) p. 21-33). Since the RPI is a relative measure, the spread of the PCI was compared to the RPI which resulted in a consistent pattern (Kemp et al. (2004b) p. 112-113). The advantage of the comparison of the PCI with the RPI is that by taking the spread, absolute difference between the years were eliminated. Furthermore, the result indicates that the PCI is a measure of impact on profitability in particular.  


� The Schumpeterian argument or ‘Schumpeter II’ will be elaborated upon in section 1.5.1. ‘Competition and innovation: An ambiguous relationship’.


� This problem worsens during economic recessions when banks will demand even higher risk margins and more collateral. In 2009, ‘access to finance’ was the second most important problem of SMEs in the euro area. The most pressing problem was ‘finding customers’ (European Commission (2009) p. 46).  


� It is important to make this assumption, because when mangers are ‘risk averse’ or non-profit maximizing, theory predicts the possibility of a different response. When managers are risk averse, a rise in required external finance reduces investment efforts because the financial stake of the investor increases. This lack of investment effort can only hold when the investor has a relatively low commitment to the probability of success of the investment. This commitment, however, is likely to rise when the amount of external financing increases. Subsequently, after a threshold point, this commitment effect is likely to dominate the ‘financial stake’ increase and investment effort is likely to rise (Aghion et al. (1999) p. 846). 


� Consequently, similar perception-based surveys, such as the survey data used in this research, would be respected ways of measuring innovation as well.  





� See ‘Table 3: previous empirical research’ for more details on these researches. 


� In addition, Aghion et al. (2005) have empirically tested their predictions in order to justify their theory. Details of this research can be found in ‘table 3: Previous empirical research’. 


� Aghion et al. (2005) solved this by using instrumental variables that consist of a number of policy changes that vary across time and industries in order to allow them to indentify the causality between competition and innovation concerning UK-data (p. 703).


� This would have severe theoretical implications since the nonmonotonic relationship between competition and innovation depends on the existence of the ‘composition’ effect. If the degree of neck-and-neckness does not decrease when competition rises, it seems theoretically hard to explain why a quadratic decrease in innovation, known as the Schumpeterian effect, would dominate at higher levels of competition when industry structure does not change. This indicates an ambiguous relationship, where innovation either increases or decreases as competition rises. However, the results of Brouwer and van der Wiel (201) are ambiguous because for service industries they did find that an increase in variance of AVC lead to an increase in innovation and an inverted-U between competition and innovation was statistically present. 


� However, quick obsolescence is negatively related to process innovation. 


� In addition, I compressed the standard deviations of all questions per sector, per year. This way I can take firm heterogeneity into account and measure the degree of ‘leveledness’ in a sector.


� Unfortunately I do not have data with regard to any ‘innovation subsidies’ that may have an effect on the innovative behaviour of SMEs as well. Brouwer and van der Wiel (2010), however, tested this and did not find a significant effect on Dutch firms in general. Their conclusion was that the Dutch government should focus on ‘competition’ as the main means to stimulate innovation. 


� The following additional information is provided in the survey, in order to clarify the definition of ‘process innovation’: ‘The method of production or delivery can be new or improved. Furthermore, this entails the implementation of new used equipment such as techniques, equipment or software’.  


� However, I do not find it unusual that endogeneity is not present in my data set, since the question with regard to innovation points to the future (‘within the next 12 months’). It seems logical that a future variable cannot influence an explanatory variable at time t=0.  I do, however, test the presence of any feedback loops in sub-question 6.


� As a result, I expect the error term of the regression equation without fixed effects to be larger than the error term of the regression equation with fixed effects (Pindyck and Rubinfield (1998) p. 253). The redundancy test indeed showed that in most cases, it was appropriate to correct for industry and time shocks by using both types of fixed effects. Except when I test the composition effect, the redundancy test showed it was not always necessary to use both time and industry fixed effects. 


� The squared terms of the competitive forces are not included in this table; the values are simply the squares of the values of the competitive forces.


� The mean value of process innovation seems slightly higher than the mean value of product innovation. This result is opposite of the argument of Tang (2006) that relatively small firms tend to focus more on product innovation compared to process innovation since their lower access to financial resources forms a constraint in the adoption of new technology. An explanation may be the clear addition to the survey question with regard to process innovation: ‘In addition, process innovation entails the implementation of new used equipment such as techniques, equipment or software’. This addition may have broadened the formerly used measure of ‘process innovation’.  In addition, as will be elaborated upon in the section: ‘Results’, firm size does matter for process innovative intensities. 


� Aghion et al. (2005) tested this by a linear regression of competition on the ‘technology gap’. The technology gap was measured by the average distance of technology in terms of TFP to the leader in an industry. When this distance is high on average, the industry is expected to be relatively unleveled. They concluded that an increase in competition leads to an increase in the technology gap and thus, in an increase in the amount of unleveled sectors. Brouwer and van der Wiel (2010) tested this by comparing competition to the variance in average variable cost. They concluded that an increase in competition leads to a decrease in variance of AVC and consequently, an increase in amount of leveled sectors. 


� Lags of 3 or 4 years, did not seem to change the level of (in)significance of the explanatory variables. In some cases, however, the regression showed values of the Durbin-Watson test between 3 and 4 or below 1.5, indicating positive or negative serial correlation. This constitutes that the errors are not independent over time. Serial correlation coincides with an incorrect estimation of the standard errors, causing an incorrect estimation of the parameter coefficients. This can be corrected for by estimating the model including a first-order autoregressive process, known as AR (Pindyck and Rubinfield (1998) p. 159-161).  However, by estimations including AR, I cannot make use of any fixed effects in order to correct for possible industry or time shocks. In addition, estimating with a lag of 3 or 4 years reduces my sample size substantially compared to a lag of 2 years. Consequently, I attach the most weight to an estimation of the innovation variables using a lag of 2 years.


� An explanation may be that, although not significant, lagged process innovation does have the correct sign concurring with the increase or decrease in leveledness. For substitute threat, the fact that competition changes industry structure may also be caused by changes in process innovation which may create ‘leaders’ with relatively high efficiency and ‘ laggards’ with relatively low efficiency levels. For substitute threat, this increase in unleveledness caused by process innovation may dominate the decrease in unleveledness by product innovation. Similarly for internal rivalry, the effect of process innovation causing inefficient firms to leave the market may dominate the effect of product innovation causing the negative sign of internal rivalry when tested on the standard deviation. Again, however, process innovation is not significant in both cases, thus there is no empirical proof of this statement.


� However, the individual competitive force:  internal rivalry seems to have a positive and significant effect on process innovation. This is expected following earlier made indications that firms enduring intense internal rivalry may compete by process innovation and thereby remove inefficient firms from the market. This will be elaborated upon in section 3.2: ‘Competitive forces and inverted-U relationships’.


� In addition, the two forms of competition could be substitutes. If this is the case, an increase in process innovation would have to go hand in hand with a decrease in product innovation. This discussion will be elaborated upon in section 3.2: ‘Competitive forces and inverted-U relationship’. 


� In addition, the signs of the linear and quadratic coefficients of the force: ‘buyer power’ in column 3 are opposite to our expectations. If both terms would be statistically significant, a U relationship would be present, indicating at lower levels of buyer power, an increase in buyer power will result in a decrease in product innovation and starting at higher levels of buyer power, an increase in buyer power would lead to an increase in product innovation. For the negative effects, a similar argument as the negative effect of buyer power on process innovation may apply: if buyers are in a good negotiation position, they may capture a relatively large part of the newly created value added by product innovation. This would discourage the investment in product innovation. However, I do not have an explanation for the positive effect at higher levels of buyer power, if it were to be present. In addition, at lower levels of buyer power, one would expect an innovation radical enough to decrease the negotiation position of buyers as the firm may be alone in its offering (creating a niche market). 


� The ‘inter-force’ correlations, however, could explain why product and process innovation appear to be bundled. As most forces rise at the same time, it seems logical that both product and process innovation rise at the same time since both forms of investment are strategic responses to the rise in competitive forces. This will be elaborated upon in the appendix. 


� In fact, the addition of institutional influence to the aggregate competition indicator can be questioned. In case there is a direct influence of the competition authority on innovation, one may expect a distortion of the inverted-U. On the other hand, I expect institutional influence to have an effect on innovation through changes in competitive forces. This effect is already captured by the previous aggregate measure of competition and an addition of institutional influence to the aggregate is likely, in the absence of a direct effect, to be unnecessary.   


� In order to draw a general conclusion with regard to this sub-question I need to use the aggregate measure of competitive forces (excluding internal rivalry). When I dismantle this measure and determine the ‘most leveled’ industries per competitive force, the control variables include the other competitive forces as well. Per sample of ‘most leveled’ industries of a competitive force, however, the industries included in other competitive forces will differ. The ‘most leveled’ industries of one competitive force may innovate relatively more, however, these industries are not necessarily the most leveled industries of other competitive forces. Consequently, the results will be inconclusive with regard to the overall effect of competitive forces on innovative intensities. For this reason, I used the aggregate measure of the competitive forces.   


� Lags of 3 or 4 years, unfortunately, indicated negative serial correlation. Once again, this can be corrected for estimating the model including a first-order autoregressive process, known as AR (Pindyck and Rubinfield (1998) p. 159-161). If I would estimate using AR, however, I lose the use of industry and time fixed effects. As a result, I cannot correct for the occurrence of any irregularities across industries or shocks over time i.e. the current financial crisis anymore. In addition, estimating with a lag of 3 or 4 years reduces my sample size substantially compared to a lag of 2 years. Consequently, I attach the most weight to an estimation of the innovation variables using a lag of 2 years.


� This graph as well as the graphical display of the ‘composition effect’ and the effect of the dismantled competitive forces on both product and process innovation can be viewed in appendix 2: ‘Supplementary graphs’.


� These sectors are presented in appendix 1: ‘Description of 58 sectors’. 


� The implications of these ‘inter-force’ correlations are elaborated upon in appendix 3: ‘Inter-force correlation’.


� I.e. 3-digit or 4-digit Standard Industrial Classification (SIC) codes as opposed to the 2-digit code I have used in this research. 
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