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NYSE EURONEXT AND THE SINGLE ORDER BOOK
Improving the Size, Efficiency and Liquidity of the Market
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ABSTRACT

This study examines the influence of a recent market microstructure change on the efficiency and liquidity of the NYSE Euronext stock markets of Amsterdam, Brussels and Paris. Using the Lo & MacKinlay variance ratio test to check for improved efficiency and the bid-ask spread and volume based parameters to test for improved liquidity within the cross-section I have found that the introduction of the Single Order Book [SOB] does not significantly improve market quality: OLS regression analysis and an examination of the time-series confirms the negligibility of the SOB introduction. This might be the result of the minute microstructure change, the extreme liquidity of developed equity markets or the external noise caused by the financial crisis.  
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CHAPTER 1: INTRODUCTION

Market microstructure theory is the area of finance that examines the process by which traders’ demands are translated into transactions on the stock market.  The way a stock market is organised influences the price setting mechanism and, indirectly, the liquidity of securities. Differences in market microstructure may lead to differences in liquidity, volatility, transparency and transaction costs. Pagano and Roëll (1992) p 622 acknowledge this assumption: “Financial economists are increasingly recognising that market outcomes can be affected by the way in which trade is organised”. Examples of recognised factors are tick size, market design [auction or dealership market], trading protocols [the set of trading rules a stock exchange employs] and market frictions [illiquidity, transaction costs] and can be used to explain the difference between ‘fundamental’ stock value and deviant stock prices on the market. Madhavan (2000) has reviewed the vast amount of literature published in this field: “Another major achievement of the literature is to highlight the importance of market design and trading protocols in the determination of agents' decisions to provide liquidity, and thereby attributes of market quality such as price efficiency, volatility, and trading costs” [p 250]. The interesting conclusion for this master’s thesis is the assumption that market quality can be influenced by market design which implies that changes in market microstructure can allegedly improve the efficiency and liquidity of the market.

On 14 January 2009 NYSE Euronext introduced the Single Order Book (SOB) for Amsterdam, Brussels and Paris Euronext markets which unites trading, clearing and settlement across the group’s exchanges in France, Belgium and The Netherlands: The launch is the culmination of almost nine years’ work since the stock exchanges agreed to merge in March 2000
. Trading across the three exchanges was harmonized in 2001, and a single clearing house was established between 2003 and 2004. The settlement harmonization is the final piece of the puzzle and has been one of the cornerstones of the Euronext consolidation process.

The Single Order Book unites all trading activity of securities with multiple listings on one Market of Reference and one trading line for each security while issuers may still choose to be listed on more than one Euronext marketplace
. According to the SOB Business Specifications published by NYSE Euronext in August 2007, the SOB introduction should lead to benefits for issuers, investors and clearing members in four different ways:
1 The clearing process will be simplified. All trading member firms [issuers] will only need one clearing member in charge of the clearing process as all separate listings will converge to one clearing member. In the old situation multi-listed firms required to attain the services of a maximum of three clearing members for the different settlement processes on the separate stock exchanges. This should decrease the clearing costs incurred by trading member firms and their customers.  

2 The harmonization of the settlement rules and corporate actions for all jurisdictions within NYSE Euronext promotes market transparency and simplifies the corporate action settlement process. For example, in the past cross-border transactions were complicated because of the different ownership rules in the three countries. In France, stock ownership technically began once an investor had completed a trade, while in The Netherlands this ownership transfers upon the settlement-date of the trade: three working days following the trade-date. Following the harmonization of the settlement rules ownership within all jurisdictions is transferred on T+3.

3 Better execution terms for end-investors as current cross-border trading will be viewed as domestic; this should lead to lower transaction costs. 

4 Orders will be concentrated in a single line in the order book, spreads will improve, and investors will have access to larger markets and more reliable prices. In short, efficiency and liquidity will improve as a result of an increase in the market size. This assumed benefit is the subject of my thesis:


“NYSE Euronext claim that the main benefits of the introduction of the Single Order Book are expected to arise from an increase in the size, efficiency and liquidity of the market: Does the Euronext market data support this claim?”

The aim of my research is to test my expectation that the claimed effects are either non-existent or insignificant in the dataset. Firstly, the majority of stocks moved to the Single Order Book are large caps with high turnover on a daily basis; in the pre-SOB period almost all trades were already executed on the Market of Reference selected following the SOB-introduction. In short: there is not much room for improvement for highly liquid stocks and the difference between highly liquid and extremely liquid is negligible. Secondly, developed equity markets, by definition, function as close to efficiency as possible so a minor change in market architecture should not have a large impact: Previous research [Kim & Shamsuddin (2007] proves this. Thirdly: Competitive pressures from legislative changes [ISD/MiFID], globalization and technological advances have led to mergers and takeover bids between NYSE Group, Euronext NV, NASDAQ, the London Stock Exchange and Deutsche Börse AG and are the main reason for the introduction of the SOB [Kokkoris and Olivares-Caminal (2008)]: Improvement of the market size, quality and efficiency is therefore neither an objective nor a result of the Single Order Book introduction. The originality of this research is that it focuses on a very recent case study on the European stock market, which has not yet been researched in empirical work. Furthermore, this thesis expands the economic theory and models to a rare market microstructure change: The concentration of order flow within a single order book is not a broadly researched area. All literature studied [see chapter 2 and Madhavan (2000) for an overview] focuses on the on-going debates about floor- versus electronic markets and auction- versus dealer systems or the influence of tick-size adjustments on market quality.  
My thesis is structured as follows: After this introduction, I will continue my thesis with a theoretical chapter to define the factors in my research question: What are size, efficiency and liquidity? How have these factors been quantified in previous research? Which factors will I use in my analysis? I will use a selection of liquidity parameters to test my research question: the bid-ask spread, turnover ratio and the natural logarithm of trading volume. In chapter 3 I will describe how I will use these liquidity factors in the empirical component of my paper: This will be a chapter to explain the methodology of my research paper. What are the hypotheses I intend to test? Which models will I use and how have they been applied in previous research? How can NYSE Euronext’s claims be measured or be verified? Given the assumption that the Euronext market satisfies the weak-form Efficient Market Hypothesis, multiple variance ratio tests can be carried out to test for differences in efficiency before and after the introduction of the SOB for my dataset. Kim & Shamsuddin (2007) test the market efficiency of a selection of Asian stock exchanges in the period preceding and following the Asian Crisis using the Chow-Denning Test, the Wild Bootstrap test, a Joint Sign test and a small sample joint Variance Ratio test. They confirm differences in market efficiency before and after the break period and find that, in general, developed emerging markets show weak-form efficiency while developing emerging markets prove to be inefficient. The results discussed in chapter 4 show consistency with Bessembinder (2003) on some levels: The relationship between spread reduction and market capitalization appears to be present within my dataset. On the other hand: The introduction of the Single Order Book appears to have no significant influence on the efficiency, size and liquidity of the NYSE Euronext market. These conclusions will be analyzed in the final chapter of my Master’s thesis.
CHAPTER 2: DEFINITION OF RESEARCH
According to the Efficient Market Hypothesis [EMH] stock prices reflect all available information and should therefore follow a random walk. Prices react immediately to new information which, as new information cannot be predicted, by definition leads to unpredictable deviations of the stock price [Bodie et al (2005) pp 370-396]. Depending on the definition of “all available information” three versions of the Efficient Market Hypothesis are distinguished: The weak-, semi strong- and strong-form. Several easily accessible statistics [P/E ratio, market capitalization], however, seem to contradict the semi strong- and strong-form market hypotheses and predict abnormal risk-adjusted returns. Academic interests in the trade-off between risk and return are rooted in the Modern Portfolio Theory by Markowicz (1959) and the asset pricing model of Sharpe (1964), Lintner (1965) and Black et al (1972): The central assumption is that the market portfolio of invested capital is mean-variance efficient. This efficiency implies that there is a positive linear relationship between market β [the slope in the regression of a security’s return on the market return] and that there are no other factors which can be used to explain the trade-off between risk and return. By assuming that the market works efficiently an investor can eliminate firm-specific risk by diversifying the portfolio and construct an efficient portfolio based on his or her risk profile. Fama and MacBeth (1973) model the risk-return relationship by the CAPM
 and use this “two parameter approach” to prove the three theoretical implications of the CAPM for their dataset: (a) The CAPM relationship is linear, 
(b) no other factor than β can be used to explain expected returns and (c) 
the Sharpe – Lintner hypothesis holds, higher risk is associated with higher return. 
Subsequent publications have criticised and extended the basic mean-variance framework. How do we explain the risk-adjusted outperformance of low market capitalisation firms compared to the blue-chips? How can we unite the momentum anomaly with the assumptions made in the weak-form Efficient Market Hypothesis? How can we explain seasonal outperformance like the January Effect or the Day-of-the-week patterns described by French (1980)? Seminal work by Banz (1981) and Fama & French (1992, 1993) describe the necessity to expand the CAPM with additional risk factors for size, book- to-market value, leverage, term structure [mainly for bonds] and default risk. They established that the reliability of β is dependent on the sample period and the weakness of the Fama and MacBeth (1973) conclusions is the possible violation of independence between the test assets and the factors as beta is estimated from the dataset [errors in variables]. They conclude that, in the cross section of stock returns, their factors for size [market equity, stock price times the number of shares outstanding] and book-to-market equity [the ratio of a firms book value of common stock to its market value] “... do a good job explaining average returns on NYSE, AMEX and NASDAQ stocks for the 1963 – 1990 period” (p. 4). In the following decades these multi-factor models have been expanded by researchers and quantitative analysts alike [Goldman Sachs’ trading strategy allegedly relies mainly on extremely complicated, automated multi factor models] using macro-economic variables, higher moments [see Dittmar’s (2002) publication on kurtosis preferences] and alternative risk preferences [Bawa and Lindenberg’s (1977) lower partial moments theory, for example] but the theoretical framework above remains the basis for almost all asset pricing models and is essential to explain the economic relevance of my research question: 


“NYSE Euronext claim that the main benefits of the introduction of the Single Order Book are expected to arise from an increase in the size, efficiency and liquidity of the market: Does the Euronext market data support this claim?”

If NYSE Euronext’s claim is valid it is a direct violation of any multi-factor asset pricing model based on the CAPM assumptions. If the pricing process [efficiency and liquidity] can be improved by concentrating the line of orders into a single order book the risk return relationship proves to be dependent on the market microstructure and stock prices do not [at least for a specified time period] follow a random walk. I will continue this chapter with the definition of the terminology in my research question and the economic relevance of the factors in combination with NYSE Euronext’s claim. What are size, market efficiency and liquidity? How have they been defined and quantified in previous research? Which factors will I use in the remainder of this thesis and why are they important for my research?
2.1

Size
Practitioners’ interests in market size are diverse and depend on the area of expertise and subject of scrutiny. Market size in the marketing field is used in combination with sales: How many potential customers do you have to sell your products to and does this influence the location and size of the firm’s establishment? Market size in competition theory refers to market power: The influence of market size on, for example, intra-industry trade patterns and competition. In finance market size is generally seen as stock market capitalization or the book value of a security: How does market capitalization influence the risk-return relationship [Fama and French have devoted the majority of their academic work on this subject]? In this case Euronext refers to the simple micro-economic definition of market size: “The collection of buyers and sellers that, through their actual or potential interactions determine the price of product or set of products” [Pindyck and Rubinfield (2005) p 7], where a larger market [or order book in this case] must lead to a more liquid and efficient market. Market size can consequently be seen as another proxy for liquidity, discussed later on in this chapter, and can be studied comparing the size and depth of the order book and the daily trading volumes. Both of these proxies will be used in the discussion on liquidity and I will therefore treat size and liquidity as one variable from this point on.
2.2

Market efficiency

The weak-form Efficient Market Hypothesis described in the introduction of this chapter asserts that stock prices already reflect all information that can be derived by examining market trading data such as historical prices, trading volumes and order-book volumes. Historical data is publicly available and can be easily obtained without having to incur great costs. The weak-form hypothesis embraces that, whenever market trading data conveys reliable signals about future performance, investors are able to interpret these signals accordingly and instantaneously arbitrage away the expected price difference. Given the assumption that all available information is included in the current stock price and prices are bid immediately to fair levels, it must be that prices increase and decrease only in response to new information. The unpredictability of future prices strikes the core of the definition of market efficiency used in the finance literature: This random walk of asset prices is loosely used in theoretical work to describe a data series where all subsequent prices are unsystematic deviations from previous prices. 

It is common practice to include two more classifications of the Efficient Market Hypothesis [Bodie et al (2005) have given a complete description of the semi strong-form and the strong-form] which depend on the definition of “all available information” included in the market prices. These two more stringent versions of the EMH are not common practice in empirical work as they dismiss, for example, the added value of fundamental stock analysis and the existence of private knowledge. The numerous allegations of insider trading in the stock market and the existence of the Security Exchange Commission in the US and the AFM in The Netherlands charged with the responsibility of maintaining fair, orderly and efficient markets illustrates the necessity to use a more flexible definition of market efficiency.  
2.2.1

Definition of market efficiency

For the remainder of my thesis I would like to borrow the definition by Malkiel (2003, 2005) to define market efficiency and extend this definition with sustainability: “Efficient financial markets do not allow investors to earn sustainable above-average returns without accepting above-average risks” [Malkiel (2003) p 60]. This definition embraces the weak-form Efficient Market Hypothesis but does not propagate that market pricing is always perfect: Markets can be efficient even if they sometimes make errors in valuation in comparison to the fundamental value of stocks and if many market participants behave irrationally, as long as these errors in valuation are accompanied by higher risk [larger volatility, as has been the case in recent valuation “bubbles” like the internet bubble in 2000, the real estate and housing bubble in the US in 2008 and the Dubai housing bubble at the end of 2009]. In short, this definition of market efficiency embraces the well-known phrase: “There is no such thing as a free lunch”, and certainly not in the stock market. 
2.2.2

Efficiency parameter
Random price movements [or Brownian motion] indicate a well-functioning or efficient market, not an irrational one, and this conclusion is rooted in the martingale assumptions: (i) Agents have common and constant time preferences, common probabilities and are risk-neutral; (ii) tomorrow’s price is expected to be equal to today’s and is therefore its most reliable forecast; (iii) non-overlapping price changes [Δpt] are uncorrelated at all leads and lags; (iv) given that Δpt are uncorrelated the variance of the stochastic pricing process must be linear in any pricing interval. In short, Samuelson (1965) describes the martingale property as a “fair game” [p 41]: A stochastic process is a fair game if its forecast would be equal to zero for any possible observation within the dataset. He specifies a martingale model which mathematically proves that properly anticipated [futures] prices fluctuate randomly. LeRoy (1989) [pp 1588 – 1592] and Fama (1970) pp 384 – 388 describe the derivation of the martingale model and Samuelson’s conclusions in detail and I would like to suffice by referring to their work in this chapter. 
The martingale model is a generalized version of the random walk theory which allows for the heteroskedastic characteristics of asset prices: Stock prices can be categorized as following a sub martingale, which means that the expected price change can be positive [instead of zero] to reflect the compensation investors require for the time value of money and the impact of systematic risk. The specification test of the martingale model is described by Lo and MacKinlay (1988) and is denoted by:

pt = λ + pt-1 + εt










(I)


with


Δpt = λ +  εt










(II)








Where pt is the natural logarithm of the pricing process at time t, λ is the arbitrary drift parameter and εt is the random disturbance term. Pt is part of a stochastic process Xt and this process is assumed to follow the martingale assumptions.

Within the random walk framework the expected disturbance term is assumed to be equal to zero and the εt are independently and identically distributed [IID]. However, as risk factors change, the expected return may change accordingly. The martingale model permits this flexibility (equation II) while the more restrictive random walk model assumes that there is no autocorrelation among the variances within periods of the dataset. For example, stock prices may show successive periods where the variance of the observations is stable [2004 – 2006] and other periods where there are abrupt changes in the variance [autoregressive conditional heteroskedasticity (ARCH) effects] as a result of the recent financial crisis. Since it is the “random walk” in the sense of correlation we are interested in, the martingale model [and the variance ratio test described in the following chapter] permits the violation of the assumptions of homoskedasticity and the independence of the error term. Kim and Shamsuddin (2008) describe the relationship between the random walk theory and the martingale model in the following way: “the martingale model is a generalized version of the random walk, better suited to asset prices with conditionally heteroskedastic increments. If an asset price follows a martingale, then its return is purely unpredictable and investors are unable to make abnormal returns over time” [p 519].  Samuelson's (1965) results show that the theoretical implications of efficient markets lead to the martingale model and not the random walk model.
2.2.3

Previous research

Empirical work on the weak-form EMH to determine market efficiency has been focused on the two testable assumptions of the martingale model: Stock returns are not predictable based on past pricing information and the variance of return is linearly associated with the holding period [Kim and Shamsuddin (2008) p 520]. The first strand of literature has focused on the serial correlation of price changes: Fama (1970) concludes in his comprehensive review of theory and empirical work on efficient capital markets that “the evidence in support of the efficient market hypothesis is extensive, and (somewhat uniquely in economics) contradictory evidence is scarce” [p 416]. The contradiction is limited to serial correlation in daily stock returns [Alexander (1961); Fama and Blume (1966)], but not in weekly or monthly data. Furthermore, these deviations proved to be so small that whatever dependence exists in stock returns, there is no indication that this can be used as a profitable trading strategy and, therefore, the “fair game” assumption holds.

The second generation of literature emerges in the 1980’s as a result of the continuously improving econometric techniques and provided evidence against the Efficient Market Hypothesis. Poterba and Summers (1988) show that stock returns exhibit positive serial correlation over short periods and negative correlation in the long term. These results support the mean reversion theory of stock prices [frequently used in empirical work on commodity prices] and, as a consequence, evidence against the EMH: They attributed this serial correlation primarily to noise trading. The novelty of this publication does not solely lie in the deviant results of their dataset testing, but also in the testing procedure itself. Their use of the Variance Ratio test [described in detail in the methodology of this thesis] inspired others [Lo and MacKinlay (1988); Fama and French (1988); Chow and Denning (1993); Berneburg (2004)] to use alternative testing procedures to test the assumptions of the Efficient Market Hypothesis. In the last decade several variance spanning tests have been used to test a wide range of markets, as well as Fama’s (1970) original dataset. The results of these tests have been inconclusive and appear to depend on the data frequency and the sample period. Kim and Shamsuddin (2008) have combined a diverse set of variance ratio tests with a wide range of data [on Asian markets] and frequencies and conclude that market efficiency varies with the level of equity market development: “the developed or advanced emerging markets (Hong Kong, Japan, Korea, Singapore, Taiwan) show weak-form efficiency, while the secondary emerging markets (Indonesia, Malaysia, Philippines) are found to be inefficient” [p 531]. Hoque et al (2007) state that 90% of research on the weak form EMH has been conducted using a variation of the Lo-MacKinlay or Chow-Denning variance ratio test:  I will therefore use variance as the parameter and the variance ratio test to decide on the differences in market efficiency between the pre-SOB and the post-SOB period. 
2.3

Liquidity
Risk and liquidity are intertwined: High liquidity allows investors to exchange assets relatively easily into money equivalents and reduces risk while for low liquidity assets this trade may be more difficult and more expensive. Influencing the liquidity of the market by introducing the Single Order Book can therefore influence investors’ required rate of return. A pivotal paper in empirical research on the relationship between liquidity and return is the analysis by Amihud and Mendelson (1986). They use the bid-ask spread as a parameter of liquidity to test their dataset [NYSE stocks in the period 1960 – 1979] on the relationship between stock returns, relative risk and spread: A large bid-ask spread signifies an illiquid stock. The stocks were grouped according to their risk and spreads and the dataset was divided into 20 overlapping periods of eleven years. The authors noted that both β and excess return increase with and are positively correlated with the spread: Correlations between risk, spread and return are positive. They observed that risk-adjusted returns increased with the bid-ask spread and that this liquidity effect was related to firm size [in agreement with Banz (1981)]. Numerous publications followed their pioneering work and reached a similar conclusion: Stocks with lower liquidity require a higher risk-adjusted expected return [Jun et al (2002) and more recently Dey (2005)]. This liquidity-anomaly challenges the weak-form efficient market hypothesis and therefore the efficiency and reliability of the NYSE Euronext market. Being able to improve market liquidity by introducing a Single Order Book for multi-listed firms should be a significant achievement. 
2.3.1

Definition of liquidity
The degree of liquidity, “the relative ease and speed with which an asset can be converted into a medium of exchange” [Mishkin (2007) p 52], of a security depends on the forces of supply and demand and the availability of publicly traded shares. This commonly used definition of liquidity as being time dependant can alternatively be expressed in money terms: “…the amount under market value that an asset would command if sold immediately” [Kluger and Stephan (1997) p 19]. This definition is based on the practical trade-off investors face when trading at the stock market: Trade immediately at the bid- or ask-price or limit the order at a more favourable price and wait for a counterparty. Liquid securities, most likely the shares of large corporations, have broadly dispersed ownership and large volumes of supply and demand interact to limit price movements relative to trading volume. Closely held shares and/or firms with a small market capitalization are more easily influenced by supply and demand and stock prices can show relatively large fluctuations for small trading volumes. Cooper et al (1985) p 20 state that illiquidity is an undesirable characteristic of a security, especially for large institutional investors, as “liquidity risk should lower the price (of a security) and increase the required rate of return”. When we translate these findings to equilibrium asset pricing models such as the CAPM model it means that lower liquidity stocks have a higher β and require, all else equal, a liquidity premium on expected return in comparison to higher liquidity stocks: Theoretical models predict an increasing effect of the liquidity premium on asset prices. 

The difficulty in defining liquidity is its embroilment with related characteristics such as market capitalization, firm size and information search. Liquidity can be seen as a result of market reactions to more fundamental aspects of a security: A low P/E ratio, for example, attracts profit maximising investors and increases demand. Order imbalance leads to a rise in the price [and thus performance] of the security and liquidity increases. This reasoning is a reversal of the causal relationship between liquidity and expected returns described above; similar argumentation can be used for other aspects like firm size or degree of capitalization [Cooper et al (1985)]. 

2.3.2

Previous research
The relationship between liquidity and stock returns has been researched using a broad spectrum of liquidity measures. A discussion of the most frequently used measures and their drawback is needed before justifying the chosen liquidity proxy for the empirical component of this paper. 

2.3.2.1

Conventional parameters

The definition of liquidity expressed in money terms is used in the analysis by Amihud and Mendelson (1986): They use the quoted bid-ask spread [the difference between the bid and ask price divided by the average of the bid and ask price] as a parameter of liquidity. In large quote-driven markets like the US stock market the bid-ask spread is a result of the premium market makers demand for maintaining the market by accommodating trades. Traders who require immediate execution of their order are able to trade at the bid and ask prices but pay a premium. Roughly this premium is estimated by: Expected price minus the bid price for a sale and ask-price minus the expected price for a buying transaction, where the expected price is the minimum price an investor requires/offers for an asset. A smaller bid-ask spread implies a lower cost of immediacy and a more liquid stock. Kluger and Stephan (1997) use the bid-ask spread to justify Amihud and Mendelson’s (1986) prior research, while Vijh (1990) uses the bid-ask spread to analyze the different market mechanisms of the Chicago Board Options Exchange and the New York Stock Exchange.

Grossman and Miller (1988) pp 628 – 629 discuss numerous shortcomings of using the bid-ask spread as a measure of liquidity. Most notable in their analysis is that the bid-ask premium is influenced by institutional factors, like the minimum tick-size for securities, and is therefore not solely a measure of liquidity. The minimum tick-size stipulates securities to be traded in price intervals of, for example, €0.05. The absolute bid-ask spread sought by the market maker could be €0.08 but, as a result of the minimum tick-size, be recorded in data on stock prices as €0.10. Moreover, there are estimation problems. The market quote is a result of the premium sought by the market maker and therefore measures exactly the reward for providing immediacy. Yet the price which traders are willing to pay [in comparison to the market maker’s bid price] may be much lower which leads the authors to believe that the real bid-ask spread could be larger than estimated by the market maker. In addition, the bid-ask spread may be an effective parameter of liquidity for small investors as they are able to complete their order at the best bid or ask price. Larger investors, however, may not be able to trade only at the best bid or ask price: Their cost of liquidity is therefore larger than assumed by the bid-ask spread [Marshall (2006)].
Volume-based liquidity parameters like trading volume and the turnover ratio [or liquidity ratio] are based on the assumption that markets characterized by flexibility, depth and breadth are more liquid and can therefore absorb large volumes of trading without moving the price of a security very much. Cooper et al (1985) p 19 incorporate this assumption in their definition of liquidity: “The liquidity of securities is the relationship between volume of trading and changes in the market price”. The turnover ratio is generally computed by: 



Volume of the stock traded in period i 



Price change of the stock during period i

Where volume and price changes can be denoted in percentage, absolute or money equivalent terms and the selected time period can vary. Dey (2005) uses an alternative definition for turnover, value of shares over market capitalization, to establish a number of significant factors of portfolio liquidity. Using volume-based measures Brennan et al (1998) find a negative relation between average returns and trading volume. Kluger and Stephan (1997) use the turnover ratio to compare the perceived liquidity premium with their results obtained when using alternative liquidity measures like the bid-ask spread; Cooper et al (1985) conclude that liquidity ratios have informational content which explains why large investors are willing to pay for liquidity information. Amihud (2002) has constructed a comparable ratio and describes it as an “illiquidity ratio”, where stock illiquidity is defined as the average ratio of the daily absolute return to the [dollar] trading volume on that day.
Volume-based parameters, though, only contain averaged historical information on the relationship between price changes and volumes: They are not able to capture the price of immediacy investors must pay nor can they predict the price effect of unexpected larger than average orders in the future. Marshall (2006) [p 22] states that, particularly for small stocks: “Trade-based measures indicate what people have traded in the past which is not necessarily a good indication of what will be traded in the future”. Moreover, price volatility is influenced by many other factors like fundamental corporate information. The influence of available information distorts the relationship between liquidity and stock prices: Stock price volatility and liquidity can both be high when information comes frequently but is not translated into a higher turnover ratio. Grossman and Miller (1988) p 630 summarize these pitfalls: “At best …the liquidity ratio might hope to measure the average elasticity of the market’s demand curve for transactions.”  To construct an effective parameter of liquidity the authors feel there is a need to measure how well the market maker is providing traders with a substitute for the desired counterparty.

2.3.2.2

Innovative parameters

In response to the shortcomings of quote-based and volume-based liquidity parameters Marshall (2006) uses a liquidity proxy, Weighted Order Value [WOV], to explain the relationship between liquidity and stock returns for stocks trading on a small order-driven exchange: The Australian Stock Exchange [for a complete description of the composition of this proxy I refer to Marshall (2006) p 27]. The WOV incorporates both the bid-ask spread and market depth and is found to have a negative relationship with return. Marshall (2006) p 34 concludes: “Given that the results are consistent with theory and large market evidence it appears that that WOV is superior to bid–ask spread and turnover rate as a liquidity proxy in pure order-driven markets”. Kluger and Stephan (1997) use a proportional hazards model to construct an alternative liquidity parameter [Relative Odds Ratio] and compare their results to results obtained when using the conventional liquidity parameters described above [see Kluger and Stephan (1997) pp 23-25 for an extensive explanation how to construct ROR]. Their analysis shows that “…a composite measure better explains expected returns” [Kluger and Stephan (1997) p 34). 
2.3.3

Choice of liquidity parameter

Despite the importance of choosing a correct liquidity parameter, Dey (2005) p 48 refers to Groth and Dubovsky (1992) to weaken the discussion on the justification of the chosen parameter: “There is no single, unambiguous, theoretically correct measure of liquidity”. Different parameters are more useful depending on the organization of the stock market: Volume-based measures are the most easily accessible and seem to work well for both developed and emerging markets [Dey (2005)]; for large quote-driven developed markets, like the US-market, both the bid-ask spread and the turnover ratio have led to consistent empirical results. In the empirical part of this thesis I will use the bid-ask spread and the turnover ratio to compare the liquidity of the NYSE Euronext market in the pre-SOB and post-SOB period. In the methodology of this paper I will follow the methods used by Bessembinder (2003) for analyzing the changes in the bid-ask spread: He uses the quoted bid-ask spread and the effective bid-ask spread [how close the trading price comes to the midpoint of the quote] as a percentage of the share price. The volume based measure can be seen as a proxy for both the size and the liquidity of the market, the bid-ask spread will solely function as a proxy for liquidity. How will the chosen parameters be incorporated in my research methods?
CHAPTER 3: METHODOLOGY
Now that my theoretical framework is clearly set out, how will this be incorporated in the research methodology? This chapter is focused on the hypothesis testing process used in my empirical work. Which hypotheses will be tested? How will they be tested? What does my dataset look like and what are its characteristics? What methodology do I use to test my hypotheses and how have these methods been used in previous empirical work?
3.1

Hypotheses

In my introduction NYSE Euronext’s claim has been summarized by my research question. As orders will be concentrated in a single line in the order book, spreads will improve, and investors will have access to larger markets and more reliable prices. In short, efficiency and liquidity will improve as a result of an increase in the market.


“NYSE Euronext claim that the main benefits of the introduction of the Single Order Book are expected to arise from an increase in the size, efficiency and liquidity of the market: Does the Euronext market data support this claim?”

To investigate this question two testable hypotheses have been formulated: One to test for efficiency and one to test market liquidity. Remember that the third characteristic, size, has been incorporated into the liquidity component. 


H1o:
The introduction of the SOB has improved market efficiency.


H1a:
H1o is not true.


H20:
The introduction of the SOB has improved market liquidity.


H2a:
H20 is not true.

How will these hypotheses be tested in the empirical component of my Master’s thesis? Market efficiency will be assessed using the [multiple] variance ratio tests: An improvement of the variance ratio following the SOB introduction indicates we cannot reject H1o. Furthermore, if there appears to be no improvement in the variance ratio or there seems to be a decrease in efficiency following the SOB introduction but statistical significance cannot be proven, H1o cannot be rejected. The improvement of market liquidity will be tested using the bid-ask spread, the turnover ratio and the natural logarithm of trading volume. A smaller bid-ask spread and a larger volume-based measure following the SOB introduction suggests we cannot reject H20. Similar to the handling of hypothesis H1o: If my findings lack statistical significance I cannot reject NYSE Euronext’s claim of improved liquidity.  Details of the testing process will be discussed later on in this methodical chapter.

The difficulty in the analysis of my dataset lies in proving the causal relationship between the SOB introduction and an increase [or decrease for that matter] of efficiency and liquidity before and after 14-01-2009. Especially in times of crises the data contains noise which distorts the alleged conclusions to my research: The increase in bid-ask spread and variance can be attributed to the effects of the financial crisis and the resultant general instability of the stock market rather than being the result of the SOB introduction. Furthermore, the influence of the SOB-introduction can be extremely small in comparison to the influence of other market conditions, in order that the resultant effects on efficiency and liquidity are trivial. This argument can be countered in four ways and is dealt with in the following matter: (i) All data, before and after the SOB introduction, is collected within the crisis-period and should therefore be equally influenced by the distorting effects of the crisis situation; (ii) following the methodology of Ahn et al (2007), within the cross-section testing a control sample of non-SOB stocks is used and is manipulated identically to the SOB dataset to check whether my conclusions hold for the entire market or just for the SOB-dataset. The control sample consists of all stocks in the BEL-20, CAC-40 and AEX-Index, thus including the majority of SOB-stocks. The control sample consists solely of large cap stocks for two reasons: Firstly trading and liquidity information on large caps is more readily available and therefore more reliable. For small caps, trading may not take place on a daily basis which leads to missing observations on volume and prices which interferes with an accurate construction of the chosen liquidity parameters. Secondly, Bessembinder (2003) concludes that the effects of a micro-structure change [tick-size reduction] are more significant for large-caps in comparison to small caps. This implies that a control sample of only large caps should lead to more powerful conclusions on the liquidity hypothesis. See chapter 4.2 for the verification of Bessembinder’s (2003) conclusions for the SOB-dataset; (iii) the literature on tick-size changes [see Ahn (2007) and Harris (1997)] conclude that the changes in efficiency and liquidity are distinguishable shortly after the market change [within the first three weeks of the tick-size change] and remain constant in the following period: A time-series analysis is carried out to check if this conclusion holds for the SOB-dataset in comparison to the control sample; (iv) Finally, to check the magnitude of the influence of the SOB introduction on the observed bid-ask spread reduction, a cross-sectional regression is carried out.
3.2 

Dataset and summary statistics

The difficulty in deciding on a suitable dataset in this case study is a trade-off between choosing the most reliable data-frequency and isolating the effects of other market changes and influences. According to Estrada (2000) weekly data is more reliable and contains less audiosynchratic noise while the size of the dataset is equally important: more observations are preferred to less and should improve the significance levels of the empirical research. Ahn (2007) and Harris (1997) describe significant reductions in the bid-ask spread as a result of tick-size decimalisation on Asian and US markets: As a result of a comparable tick-size change on 16-07-2009 on NYSE Euronext for a large number of stocks within my SOB-dataset the post-SOB period is limited to 25 weeks or 127 days. To prevent that the results of this market change influences my case-study and to ensure a representative dataset including sufficient observations for my empirical work [and statistical significance] I will use a daily data frequency in the empirical component of this thesis. 
The dataset is retrieved from Bloomberg and consists of daily observations collected for each NYSE Euronext trading day. It contains information from half a year prior and approximately a half year following the SOB change and therefore runs from 02-06-2008 to 15-07-2009. To check the conclusions reached by Harris (1997) and Bessembinder (2003) on the influence of tick-size changes on market liquidity I have included a third sub period running from 16-07-2009 until 29-04-2010. This sub period is only used in my empirical tests on liquidity. The Single Order Book dataset consists of 46 stocks, primarily large-caps, which were moved from multiple order books to a single order book on 14-01-2009. The period yields a total of 286 daily observations which adds up to a total of over 13.000 observations for the whole cross-section or 6.500 before and 6.500 after the SOB break-period. Following the common practice in finance I use the natural logarithm of stock price movements [LN(Pt/Pt-1)] in this paper, where Pt is the value of the stock at time t. All price info has been corrected for dividends, stock splits, right offerings and other corporate actions which directly influence the stock price. In the following tables a detailed description of the SOB-dataset is given.
	Ticker
	Name
	ISIN
	MoR

	MSCI
	Mean € Volume
	Market Cap

	AF FP 
	AIR FRANCE-KLM
	FR0000031122
	 Paris
	2030
	174,732,947
	3,604,133,000

	ALU FP 
	ALCATEL-LUCENT
	FR0000130007
	 Paris
	4520
	327,217,148
	5,528,575,000

	ALL FP 
	ALLIANZ
	DE0008404005
	 Paris
	4030
	4,552,907
	39,139,797,000

	MT NA 
	ARCELORMITTAL
	LU0323134006
	 Amsterdam
	1510
	1,123,673,828
	47,834,230,000

	RCUS BB 
	ARSEUS
	BE0003874915
	 Brussels
	3510
	1,157,394
	288,866,800

	ASC BB 
	ASCENCIO 
	BE0003856730 
	 Brussels
	4040
	55,285
	129,657,200

	CS FP 
	AXA
	FR0000120628
	 Paris
	4030
	993,734,331
	35,391,790,000

	BANI BB 
	BANIMMO A (D)
	BE0003870871
	 Brussels
	4040
	121,878
	193,061,200

	BEFB BB 
	BEFIMMO-SICAFI
	BE0003678894
	 Brussels
	4040
	7,449,233
	975,504,900

	BNP FP 
	BNP PARIBAS
	FR0000131104
	 Paris
	4010
	1,407,891,041
	61,721,920,000

	CA FP 
	CARREFOUR
	FR0000120172
	 Paris
	3010
	569,236,120
	25,831,160,000

	COLGP FP 
	COLGATE PALMOLIVE
	US1941621039
	 Paris
	3030
	80,764
	43,232,775,264

	COFB BB 
	COFINIMMO
	BE0003593044
	 Brussels
	4040
	17,144,356
	1,280,671,000

	CORA NA 
	CORIO
	NL0000288967
	 Amsterdam
	4040
	75,512,342
	3,925,561,000

	DEXB BB 
	DEXIA
	BE0003796134
	 Brussels 
	4010
	202,226,440
	7,326,625,000

	DUPP FP 
	DU PONT DE NEMOURS
	US2635341090
	 Paris
	1510
	61,463
	24,884,353,646

	ECMPA NA 
	EUROCOMM,PROPRTS
	NL0000288876
	 Amsterdam
	4040
	16,155,059
	1,129,739,000

	FORDP FP 
	FORD MOTOR
	US3453708600
	 Paris
	2510
	73,230
	 9,178,760,144

	AGS BB 
	FORTIS/AGEAS
	BE0003801181
	 Brussels
	4030
	225,914,931
	5,745,528,000

	FTE FP 
	FRANCE TELECOM
	FR0000133308
	 Paris
	5010
	1,030,730,032
	43,609,190,000

	GLPG BB 
	GALAPAGOS
	BE0003818359
	 Brussels
	3520
	1,382,111
	261,844,000

	GSZ FP 
	GDF SUEZ
	FR0010208488
	 Paris
	5510
	646,321,267
	60,203,800,000

	GNE FP 
	GENERAL ELECTRIC
	US3696041033
	 Paris
	2010
	1,054,923
	151,399,781,477

	MTLQ FP 
	MOTORS LIQUIDATION
	US3704421052
	 Paris
	2510
	473,770
	 270,970,558

	INGA NA 
	ING GROEP
	NL0000303600
	 Amsterdam
	4020
	1,218,463,937
	25,962,650,000

	OR FP 
	L'OREAL
	FR0000120321
	 Paris
	3030
	436,641,586
	47,911,800,000

	MONT BB 
	MONTEA
	BE0003853703
	 Brussels
	4040
	131,315
	95,334,560

	NYX FP 
	NYSE EURONEXT
	US6294911010
	 Paris
	4020
	4,680,904
	6,428,380,000

	ONCOB BB 
	ONCOMETHYLOME
	BE0003844611
	 Brussels
	3520
	254,014
	26,190,540

	UG FP 
	PEUGEOT
	FR0000121501
	 Paris
	2510
	313,105,644
	5,073,724,000

	ROBP FP 
	ROBECO
	NL0000289783
	 Paris
	NA
	190,642
	10,460,776,042

	ROLP FP 
	ROLINCO
	NL0000289817
	 Paris
	NA
	66,940
	5,101,376,670

	RORP FP 
	RORENTO
	ANN757371433
	 Paris
	NA
	364,953
	2,296,590,000

	SGO FP 
	SAINT GOBAIN
	FR0000125007
	 Paris
	2010
	475,986,503
	19,450,390,000

	SLB FP 
	SCHLUMBERGER
	AN8068571086
	 Paris
	1010
	2,478,921
	66,616,648,730

	SZE FP 
	SUEZ
	FR0000120529
	 Paris 
	5510
	335,939,278
	36,912,160,000

	SEVDA FP 
	SUEZ ENVI COMP DA
	FR0010614115
	 Paris
	5510
	6,126,946
	5,309,317,209

	SEV FP 
	SUEZ ENVIRONNEMENT
	FR0010613471
	 Paris
	5510
	71,699,141
	7,769,076,000

	THEB BB 
	THENERGO
	BE0003895159
	 Brussels
	5510
	157,915
	29,333,180

	FP FP 
	TOTAL
	FR0000120271
	 Paris
	1010
	1,790,632,058
	98,727,700,000

	UL FP 
	UNIBAIL-RODAMCO
	FR0000124711
	 Paris
	4040
	288,865,834
	12,956,460,000

	VASTN NA 
	VASTNED RETAIL
	NL0000288918
	 Amsterdam
	4040
	13,087,081
	798,189,800

	VIV FP 
	VIVENDI
	FR0000127771
	 Paris
	2540
	639,728,056
	24,235,420,000

	VRAP FP 
	VRANKEN POMMERY
	FR0000062796
	 Paris
	3020
	450,011
	228,565,900

	WDP BB 
	WDP-SICAFI
	BE0003763779
	 Brussels
	4040
	1,904,383
	448,589,700

	WHA NA 
	WERELDHAVE
	NL0000289213
	 Amsterdam
	4040
	45,721,765
	1,345,982,000


Table 1: 
Stocks in the SOB dataset
Table 2: 
Descriptive statistics
	Stock
	AF FP
	ALU FP
	ALL FP
	MT NA
	RCUS BB
	ASC BB
	CS FP

	Observations
	286
	286
	286
	286
	286
	176
	286

	Mean
	-0.0022
	-0.0035
	-0.0018
	-0.0033
	-0.0009
	-0.0001
	-0.0017

	S.D.
	0.0373
	0.0481
	0.0447
	0.0577
	0.0232
	0.0235
	0.0539

	Skewness
	0.0401
	0.2710
	0.6053
	-0.0368
	0.3392
	-0.6692
	-0.0475

	Kurtosis 
	3.6152
	4.9545
	5.0254
	4.3624
	9.1532
	15.8226
	4.7329

	JB
	4.5876
	49.0220
	66.3533
	22.1848
	456.6779
	1218.8811
	35.8941

	DW
	0.5632
	1.1784
	0.5890
	1.3112
	1.9501
	2.3798
	0.4783

	
	
	
	
	
	
	
	

	Stock
	BANI BB
	BEFB BB
	BNP FP
	CA FP
	COLGP FP
	COFB BB
	CORA NA

	Observations
	286
	286
	286
	286
	115
	284
	286

	Mean
	-0.0012
	-0.0003
	-0.0010
	-0.0010
	-0.0025
	-0.0011
	-0.0014

	S.D.
	0.0265
	0.0277
	0.0477
	0.0299
	0.0293
	0.0202
	0.0319

	Skewness
	-0.0338
	0.4590
	0.6204
	0.2843
	-0.4389
	0.2085
	0.0679

	Kurtosis 
	5.8386
	4.9287
	5.7682
	4.2710
	4.7850
	6.8978
	3.4819

	JB
	96.0718
	54.3690
	109.6597
	23.1016
	18.9593
	181.8407
	2.9872

	DW
	2.0952
	1.9544
	0.4788
	0.7205
	2.2508
	1.5564
	0.9860

	
	
	
	
	
	
	
	

	Stock
	DEXB BB
	DUPP FP
	ECMPA NA
	FORDP FP
	AGS BB
	FTE FP
	GLPG BB

	Observations
	286
	157
	286
	206
	269
	286
	284

	Mean
	-0.0034
	-0.0043
	-0.0014
	-0.0004
	-0.0011
	-0.0004
	0.0010

	S.D.
	0.0669
	0.0375
	0.0293
	0.0815
	0.0686
	0.0213
	0.0377

	Skewness
	0.4884
	-0.2230
	0.1583
	0.3201
	-0.1839
	-0.3035
	2.9422

	Kurtosis 
	7.8764
	4.4032
	3.7791
	3.9966
	5.6551
	6.6728
	12.1964

	JB
	294.7431
	14.1816
	8.4272
	12.0429
	80.5296
	165.1385
	1410.5316

	DW
	1.4379
	2.0784
	1.9526
	2.0079
	0.5412
	0.5744
	1.2448

	
	
	
	
	
	
	
	

	Stock
	GSZ FP
	GNE FP
	MTLQ FP
	INGA NA
	OR FP
	MONT BB
	NYX FP

	Observations
	286
	286
	273
	286
	286
	286
	286

	Mean
	-0.0016
	-0.0026
	-0.0152
	-0.0040
	-0.0012
	-0.0009
	-0.0025

	S.D.
	0.0354
	0.0409
	0.0972
	0.0701
	0.0240
	0.0183
	0.0523

	Skewness
	-0.0213
	-0.1291
	-0.3448
	0.0706
	-0.0998
	0.2528
	0.1190

	Kurtosis 
	9.6404
	4.3962
	4.7971
	5.9915
	7.5163
	4.5103
	6.4553

	JB
	525.4783
	24.0250
	42.1446
	106.8802
	243.5371
	30.2310
	142.9514

	DW
	1.0216
	0.7875
	0.4535
	1.1098
	0.5204
	1.4829
	1.4289

	
	
	
	
	
	
	
	

	Stock
	ONCOB BB
	UG FP
	ROBP FP
	ROLP FP
	RORP FP
	SGO FP
	SLB FP

	Observations
	246
	286
	258
	169
	280
	286
	286

	Mean
	-0.0014
	-0.0028
	-0.0015
	-0.0006
	-0.0003
	-0.0021
	-0.0018

	S.D.
	0.0406
	0.0424
	0.0324
	0.0499
	0.0209
	0.0458
	0.0384

	Skewness
	0.2469
	0.1336
	-0.2175
	0.1424
	0.0521
	-0.2188
	0.1527

	Kurtosis 
	10.8231
	3.5873
	4.2568
	3.8436
	9.4846
	4.9095
	4.6379

	JB
	629.8111
	4.9615
	19.0151
	5.5818
	490.7175
	45.7338
	33.0798

	DW
	2.4350
	0.6443
	2.5002
	2.9250
	2.8370
	0.5491
	0.7453


	
	
	
	
	
	
	
	


	Stock
	SZE FP
	SEVDA FP
	SEV FP
	THEB BB
	FP FP
	UL FP
	VASTN NA

	Observations
	275
	239
	250
	217
	286
	286
	286

	Mean
	-0.0015
	-0.0016
	-0.0014
	-0.0043
	-0.0012
	-0.0011
	-0.0014

	S.D.
	0.0375
	0.0597
	0.0290
	0.0499
	0.0306
	0.0276
	0.0323

	Skewness
	-0.2412
	-0.1934
	-0.7683
	2.4492
	0.1724
	0.1876
	-0.1691

	Kurtosis 
	8.6849
	4.1938
	5.1506
	11.1191
	6.2146
	3.2332
	3.5640

	JB
	372.9808
	15.6822
	72.7712
	812.9732
	124.5602
	2.3253
	5.1548

	DW
	1.4354
	2.3137
	1.2622
	1.8376
	0.5724
	0.7602
	1.6718

	
	
	
	
	
	
	
	

	Stock
	VIV FP
	VRAP FP
	WDP BB
	WHA NA
	
	
	

	Observations
	286
	286
	284
	286
	
	
	

	Mean
	-0.0013
	-0.0021
	-0.0012
	-0.0009
	
	
	

	S.D.
	0.0244
	0.0219
	0.0328
	0.0241
	
	
	

	Skewness
	-0.3051
	1.8863
	-0.7673
	-0.7414
	
	
	

	Kurtosis 
	6.8016
	11.4947
	7.6856
	4.1923
	
	
	

	JB
	176.6622
	1029.4981
	287.6708
	43.1386
	
	
	

	DW
	0.5987
	1.3336
	0.5667
	1.2491
	
	
	


Table 2 is a summary of the descriptive characteristics of the dataset: the stock names are abbreviated by their Bloomberg ticker codes [see table 1 for the complete list of stock names and abbreviations]. All stocks with a lower number of observations have commenced their NYSE Euronext listing later than 02-06-2008 or have been delisted come the end of the selected sample period. Stocks with multiple ticker codes and ISIN codes during the selected time-span [for example: General Motors has changed its name, ISIN and ticker following their Chapter 11 bankruptcy filing on 01 June 2009] are depicted by their ticker code and name on 01 February 2010, the day the dataset was retrieved from Bloomberg.  As expected in a crisis period, the daily return is negative over the entire time window for all stocks. The variance [and standard deviation] is rather large but scatter plot and bar chart analysis of the individual stocks does not show any irregularities which indicate methodological or measurement errors that cannot be attributed to the individual company information or market conditions: filtering of outliers is therefore not preferred. 

The tests for normality are conclusive: Skewness and kurtosis for the individual SOB stocks deviate significantly from the characteristics of a normal distribution. There is negative skewness for most stocks which differs from the findings of Hoque et al (2007) and Kim and Shamsuddin (2008): However, given the negative mean return over the selected time period this should not surprise the reader. Similarly the kurtosis of the individual stocks [for a normal distribution this should be equal to 3] is characteristic for volatile stock markets. The Jarque Bera test is a joint hypothesis test which tests the null hypothesis that both the skewness and excess kurtosis of the dataset are equal to zero: at both the 1% and the 5% confidence level the null-hypothesis can be rejected, the JB-statistic is higher than the critical value and the distribution is therefore non-normal. The Durbin Watson bounds test for serial correlation of the residuals [H0: There is no positive autocorrelation in the error terms] shows inconsistent results: At n > 200, K = 2 and α = 0.05 the lower bound of the test is 1.748 and the upper bound is 1.789. DW values below the lower bound indicate a rejection of H0, there is positive autocorrelation; DW values above the higher bound indicate we cannot reject H0 and there is no positive autocorrelation; for DW values between the lower and higher bound the test is inconclusive. As described in chapter 2.2.2 the Martingale model allows for autocorrelation within the error term and results are therefore heteroskedastic robust. How do the characteristics of the SOB-dataset compare to the characteristics of the control sample?
Table 3: 
Descriptive statistics for the total datasets
	 
	SOB-dataset
	Control sample

	Observations
	267
	285

	Mean
	-0.0019
	-0.0016

	S.D.
	0.0396
	0.0364

	Skewness
	0.1381
	0.0016

	Kurtosis 
	3.2044
	3.5092

	JB
	209
	45,270

	DW
	1.3342
	1.0372


The control sample shows comparable results for the mean, standard deviation, skewness and kurtosis analysis; note that 21 of the SOB-stocks are also included in the control sample. The Jarque-Bera test for normality and Durbin-Watson test for heteroskedasticity yield analogous results for the individual stocks as well. When we compare the descriptive statistics for the total datasets [see table 3] one can conclude that both datasets are comparable in all aspects except for the JB statistic. This difference is attributable to Alstom SA [ALO FP] whose JB statistic equals 45,270 and is extremely large as a result of the large negative skewness of the distribution of the stock. Excluding this stock leads to a JB of 164 for the control sample, but the magnitude of the JB-statistic is not important in this case. With or without ALO FP the JB-test is conclusive: at both the 1% and the 5% confidence level the null-hypothesis can be rejected, the JB-statistic is higher than the critical value and the distribution is therefore non-normal for both the SOB-dataset and the control-sample.

3.3

Cross-section testing 
The majority of testing will be carried out within the cross-section of my dataset. The primary hypothesis H10 will be tested using the variance of the individual stocks. This variance is used to compute individual variance ratio tests for different holding periods. The liquidity hypothesis will be tested within the cross section using the liquidity parameters discussed in the previous chapter. Furthermore, different cross sectional regressions will be carried out to conclude on hypothesis H20.
3.3.1

Efficiency - Variance Ratio tests
Variance ratio tests are based on the property that if a stock's return is purely random, the variance of a k-period return is k times the variance of a one-period return: The thirty-day variance should be equal to three times the ten-day variance within the dataset. Hence, the variance ratio, defined as the ratio of 1/k times the variance of the k-period return to the variance of the one period return, should be equal to 1 for all values of k. Following the reasoning of Lo and MacKinlay (1988), using the null hypothesis that the dataset follows a random walk, the variance ratio should be equal to one to accept the null hypothesis and should be rejected in all other cases. Negative correlation is indicated by a ratio which is smaller than one and positive correlation is implied by a variance ratio which is greater than one. When we extend this to this case study one would expect the variance ratio to be closer to 1 following the SOB-introduction as a result of improved efficiency. I will follow the methodology and notation used by Kim and Shamsuddin (2008) which is identical to the methodology used by Lo and MacKinlay (1988), Berneburg (2004), Kim (2006) and Hoque et al (2007). The variance ratio tests applicable only to IID or a homoskedastic return distribution are described in detail by Lo and MacKinlay (1988) and Wright (2000) and are not included in this paper due to the characteristics of the data distribution described in chapter 3.2. 
When xt is an asset return at time t and t = (1, 2, … T) it is assumed that xt is a reliable estimate of the underlying stochastic process Xt, which follows a martingale process. As t approaches infinity, the variance ratios for a k holding period are calculated in the following way:
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Where û is an estimator for the unknown population of the variance ratio VR, denoted as V(k)
. Lo and MacKinlay (1988) showed that, under the null hypothesis that V(k) = 1, and xt exhibits conditional heteroskedasticity and follows the standard normal distribution asymptotically, the heteroskedasticity robust test statistic is:
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Using the standard student’s t-distribution with l and T degrees of freedom one can test the null-hypothesis. The M2 test is applicable to xt’s generated from a martingale time series and the usual decision rule for the standard normal distribution applies. An improvement in market efficiency is typified by a V(ki) closer to one in the post-SOB period in comparison to the pre-SOB market data. If there appears to be a significant improvement in the [multiple] variance ratio we cannot reject the null hypothesis H10 that the SOB introduction has improved market efficiency. 
The weakness of the Lo MacKinlay test is that it only tests market efficiency for individual values of k: Whether or not a stock’s return is predictable requires testing for all values of k. For the weak-form EMH to hold it is unsatisfactory to test only for a holding period of a week, we need to verify the null hypothesis for all holding periods. One could perform the individual Lo MacKinlay test for a large range of k values but this may lead to a misleading conclusion due to over-rejection of the null hypothesis [Hoque et al (2007) p 492]. In Chow and Denning’s (1993) simulated results they conclude that the probability of a type I error could be overstated by a factor 6, 4 or 3 depending on the selected confidence level [p 386]. To avoid this problem Chow and Denning (1993) have devised a joint test with controlled size for the null hypothesis V(ki) = 1 for i = (1, 2, 3, … l) against the alternative hypothesis that V(ki) ≠ 1for some holding period ki. The test statistic is written as:
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(VI)

The Chow & Denning multiple VR ratio test is based on the assumption that the decision on the null-hypothesis can be made based on the maximum absolute value of the individual variance ratio tests [VR] computed in equation III. The MV2 statistic follows the studentized maximum modulus distribution with l and T degrees of freedom. Following the methodology of Kim & Shamsuddin (2008) one can conclude that when T is large, the null-hypothesis is rejected at the α level of significance if the MV-statistic is greater than the [1 – (α* / 2)]th percentile of the standard normal distribution where α* = 1 – (1 – α)1/l. 
3.3.2

Liquidity

As described in the theoretical chapter there is a rich strand of literature examining the influence of market structure on liquidity: The following conclusions will be tested in the empirical component to answer hypothesis H20.

(i) In their work on US market liquidity Amihud and Mendelsohn (1986) use the size of the bid-ask spread as a parameter for liquidity. A large bid-ask spread signifies an illiquid 
stock [and a lack of competition]; a decrease in the bid-ask spread after the SOB-introduction should therefore imply an increase in the liquidity of the stock. 

(ii) In the literature on decimalisation of the tick-size on the NYSE and NASDAQ markets it is found that the results of changes in market architecture have a larger impact on liquid stocks in comparison to less liquid stocks. The bid-ask spread of more heavily traded stocks react stronger to market microstructure changes in comparison to stocks with a lower daily trading volume. This implies that the conclusions to my hypotheses are sensitive to the methods used to average across individual observations within and across a stock. By using an equal weighted average one might overweight illiquid stocks which tend to have larger spreads. Harris (1997) p 9 shows that it is common practice in empirical work to use a volume weighted average to counter this liquidity bias. 

(iii) Similarly, large caps appear to react more strongly to market architecture changes in comparison to medium- and small-caps. Bessembinder (2003) p 773 concludes that: “Spreads decreased after decimalization, with the most striking reduction for quoted spreads in the heavily traded large capitalization Nasdaq stocks, which decreased on a volume-weighted average basis to 1.61 per share, or 0.096% of share price.”
Including these insights into my research methods is easy when I follow Bessembinder’s (2003) methodology. Conclusions as to which situation [pre-SOB or post-SOB] has the smallest bid-ask spread are sensitive to the stock’s trading volume and this study therefore considers two procedures. Firstly, each observation is weighted equally to compute the mean of the stock and the mean for the market within the cross-section of data is obtained as the simple average across the SOB stocks. In the second procedure the Euro volume of shares traded weights each observation and the final mean of the market is the Euro volume-weighted average of the stock means. The results are then obtained in three stages. First, the mean of each stock is computed on a daily basis. Secondly, the results are aggregated across days to obtain a mean for each stock. Finally, the means are aggregated across all stocks to obtain a mean for the whole market. These steps are carried out for both sub-periods as well as the entire dataset. Identical steps will be taken using the control sample and statistical significance is assessed in the final step using a standard t-test for the equality of means. 

Two variations of the bid-ask spread will be used: The quoted bid-ask spread, the Euro [or percentage] difference between the bid- and ask-price and the effective [or relative] bid-ask spread, defined as twice the absolute difference between the trade price and the quote midpoint. As I use the absolute difference for the effective bid-ask spread, this number will always be positive: It is inconsequential whether the trade price is lower than the quote midpoint or not. The effective bid-ask spread is considered to be a “potentially more precise measure” [Bessembinder (2003) p 759] compared to the quoted bid-ask spread as it measures the cost of liquidity as a fraction of the stock price, not as an average quote size [in absolute Euro value] over the selected period.
3.4

Time-series testing 

According to a study conducted by Ahn et al (2007) the transitory influence of a tick-size change on the Tokio Stock Exchange is much larger than the permanent component [p 193]. In other words: a change in market architecture generally influences the bid-ask spread within the first few weeks following the market change and remains constant in the following period; the NASDAQ (2001) reached a similar conclusion researching a tick-size change on April 9, 2001. To verify the timing of the assumed liquidity benefit of the Single Order Book introduction a simple time-series analysis is carried out for the liquidity dataset: How large is the bid-ask spread reduction [if any] and is this reduction noticeable in the first few weeks following the SOB-introduction as Ahn et al (2007) suggest? How do the other liquidity measures behave in the weeks surrounding the SOB-change?
CHAPTER 4: RESULTS
This chapter is focused on testing my two hypotheses regarding the efficiency and liquidity of the market. To continue with the same consistency displayed in Chapter 2 and 3 I will start with testing the primary hypothesis on efficiency, H1o, after which the secondary hypothesis on liquidity will be tested. The variance ratio analysis is fairly straightforward and can be dealt with accordingly; the liquidity analysis is far more complex and commands the majority of this chapter.
4.1 

Efficiency

Kim & Shamsuddin (2008) use the variance ratio test to determine if a number of Asian stock market returns follow a martingale process and thus verify the weak-form EMH. They conclude that advanced emerging markets are found to be weak efficient while secondary emerging markets appear to be inefficient: Market efficiency depends on the level of market development. In this section the variance ratio test is used to test my hypothesis on market efficiency: 


H1o:
The introduction of the SOB has improved market efficiency.


H1a:
H1o is not true.
A statistically significant improvement in the Variance Ratio following the SOB introduction leads to accepting the hypothesis; insignificant results indicate that H1o cannot be rejected. 
4.1.1

Individual Variance Ratio analysis

The individual Variance Ratios are constructed for the following holding periods of ki : two working days, 4 working days, one week and one month. In table 4 I have used working days to compare the variance levels of the different time frequencies which means the weekly and monthly observations  are depicted by k = 5 and k = 20 respectively.
Table 4: 
Individual Variance Ratios

Panel A:
SOB-dataset 
	 
	Variance Ratio
	Deviation from efficiency (VR=1)
	Improvement

	
	Pre-SOB
	Post-SOB
	Pre-SOB
	M2
	Post-SOB
	M2
	Absolute
	% of stocks 

	k = 2
	0.8981
	0.9616
	-0.1019
	2.2654
	-0.0384
	9.7580
	0.0635
	50.00

	k = 4
	0.8820
	0.7923
	-0.1180
	2.9639
	-0.2077
	4.3501
	-0.0897
	43.48

	k = 5
	1.0190
	0.5821
	0.0190
	7.3644
	-0.4179
	2.0901
	-0.4369
	19.57

	k = 20
	0.6559
	0.4787
	-0.3441
	9.1775
	-0.5213
	6.6905
	-0.1772
	50.00


Panel B:
Control Sample

	 
	Variance Ratio
	Deviation from efficiency (VR=1)
	Improvement

	
	Pre-SOB
	Post-SOB
	Pre-SOB
	M2
	Post-SOB
	M2
	Absolute
	% of stocks 

	k = 2
	0.9604
	0.9992
	-0.0396
	10.6505
	-0.0008
	72.3037
	0.0388
	51.85

	k = 4
	0.8476
	1.0031
	-0.1524
	6.2162
	0.0031
	54.0949
	0.1556
	55.56

	k = 5
	1.1149
	0.9835
	0.1149
	8.5468
	-0.0165
	26.3794
	-0.1315
	39.51

	k = 20
	0.7541
	0.8432
	-0.2459
	30.3954
	-0.1568
	33.0355
	0.0891
	49.38


The results for the SOB dataset are clear: there are large deviations from efficiency [VR = 1] at most holding period’s k, especially for the monthly observations. Following the methodology by Kim & Shamsuddin (2007) this would imply that the  market is equally inefficient in both break periods. When we turn to the differences in efficiency between both break periods we see an increase in efficiency following the introduction of the Single Order Book for the 2-daily frequency and a decrease in efficiency for all other holding periods. Even in the best scenario only 50% of the stocks show a Variance Ratio closer to efficiency following the SOB-introduction which implies, given that no single VR remains constant, the other half of the SOB-stocks decrease in efficiency: The improvement in efficiency following the SOB-introduction does not yield better odds than a simple coin toss. Given the null hypothesis that the variance ratio is equal to one and using the standard normal distribution, the critical values for the M2 statistic [given in formula IV] are 2,575 and 1,960 at the 5% and1% level confidence level. The significance levels are worrying: For the SOB-dataset there are two variance ratios within this confidence interval but they are incomparable to the other half of the break period. It is therefore impossible to conclude that the increase in VR found for k = 2 or the decrease found for k = 5 are significant.
Results for the control sample are comparable to the SOB-dataset although the individual VR’s are, in general, closer to efficiency and show an improvement following the SOB break period. The improvement in absolute terms is coherent but percentagewise the improvements are comparable to the results found in the SOB-dataset. All M2 values are insignificant at the 5% and 1% confidence level. It is impossible to conclude that market efficiency has increased or decreased following the SOB-introduction in comparison to the control sample: H1a cannot be accepted and H1o cannot be rejected.  
4.1.2

Chow & Denning

The Chow & Denning multiple VR ratio is based on the assumption that the decision regarding the null-hypothesis can be made using the maximum absolute value of the individual VR tests. However, the applicability of this extension is questionable in my research. First of all it is arbitrary for which holding period and situation VR is the largest. Do you pick the largest VR from the post-SOB period in the SOB-dataset? Or do you average the pre- and post-SOB variance ratio? Do you include the control sample in this decision? Secondly, the studentized maximum modulus distribution used by Kim & Shamsuddin (2008) is not readily available. The authors refer to a publication by Stoline & Ury (1979) for the SMM-tables, but this publication is not available in the electronic databases of the Erasmus University Rotterdam or Utrecht University. Finally, all M2 values found in table 4 show such a large deviation from efficiency [especially the M2 values in the control sample] ,which is a plausible finding given the crisis period within the dataset, that it is questionable whether any conclusion could be reached on hypothesis H1o using the Chow & Denning test.
4.2

Liquidity
To test the secondary hypothesis on liquidity the methodology used is more diverse. After checking the relationship between market capitalization, trading volume and liquidity described by Bessembinder (2003), four different liquidity variables are tested within the cross section: The bid-ask spread [quoted and effective], market capitalization, the natural logarithm of volume and the turnover ratio. Furthermore, cross sectional regression estimates are computed and the time-series of the selected estimators are checked to conclude on H20:

H20:
The introduction of the SOB has improved market liquidity.


H2a:
H20 is not true.

Again, a statistically significant improvement in the liquidity measures following the SOB introduction leads to accepting the hypothesis; insignificant results indicate that H1o cannot be rejected, but this does not necessarily yield it being true. 

4.2.1

Market capitalization, trading volume and liquidity

Market capitalization, trading volume and liquidity are intertwined. In general, a large market capitalization implies a large number of shares available to be traded publicly which suggests a high liquidity potential. High trading volumes indicate a liquid market: for the stocks in my dataset it is much easier to transfer ownership of shares with the daily volumes of BNP Paribas [over 1.4 billion Euros traded on a daily basis] in comparison to Ascencio [around 55,000€ traded on a daily basis which, given a stock price of 43.50€, are approximately 1,250 shares]. It is not coincidental that large caps have high trading volumes and are considered to be extremely liquid in the stock market. As a result any circular reasoning may hold and both market capitalization and trading volume are used as parameters to determine the liquidity of the market.
Bessembinder (2003) uses trading volume as a proxy for liquidity and finds that: “As predicted by Harris (1997), the largest spread reductions are for the heavily traded large stocks [p 754]. The conclusion that liquid stocks react more aggressively to market architecture changes than illiquid stocks is a result of the unbalanced distribution of market activity across all listed stocks: The majority of trading volume tends to be concentrated in a few stocks. For the NYSE, Bessembinder (2003) finds that the 50 most actively traded stocks [out of a sample of 1668] accounted for almost 75% of the trading volume in the post-decimalization period. The percentage of total NASDAQ trading volume attributable to the 50 most liquid stocks was even higher [pp 752 – 753]. As a result it is empirically incorrect to assign equal weights to all trades in my dataset and one must assign more value to the heavily traded stocks. 
The differences in liquidity as a result of market capitalization and trading volume can be translated into the bid-ask spread: A small spread signals a liquid stock and a large spread indicates an illiquid stock. This is the basis for Bessembinder’s (2003) conclusion that stocks with a lower market capitalization should have a larger spread. Figure 1 checks this assumption for my dataset. Market capitalization is denoted in billions of Euros and the bid-ask spread is calculated as a percentage of the mean stock price over the selected period: It is insufficient to use absolute values for the bid-ask spread in this comparison as this would say nothing about the magnitude of the relationship between market capitalization and the bid-ask spread. In line with Bessembinder’s (2003) findings there appears to be a relationship between market capitalization and liquidity. The bid-ask spread as a percentage of stock price increases as the market cap decreases for both the quoted and the effective spreads. 
Figure 1: 
Market capitalization and quoted and effective spreads
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Significant results [see table 5 below] are obtained when running simple linear regressions within the cross-section for market cap and the bid-ask spread for all periods and parameters described in figure. The standard errors are acceptably small as all p-values for the regression coefficients are significant at the 5% level, except for the quoted spread in the post-SOB period [p-value = 0.0612, significant at the 10% level]. All estimators have a comparable negative coefficient which accentuates the negative relationship between market cap and the bid-ask spread described above. The results for the Effective spread appear to be more reliable as the p-values are smaller and the R² is more consistent. Furthermore, the variation in the slope of the regression coefficient and the intercept is considerably smaller for the effective spread. Bessembinder’s (2003) conclusion that the effective spread is a more reliable parameter of the bid-ask spread in comparison to the simple quoted spread holds for my dataset.    
Table 5: 
Regression results 

(i)

Quoted Spreads




(ii) 

Effective Spreads

	 
	Pre-SOB
	Post-SOB
	Total period
	
	 
	Pre-SOB
	Post-SOB
	Total period

	Intercept
	2.8605
	1.6502
	3.6136
	
	Intercept
	2.4921
	1.8693
	1.8391

	Coefficient
	-0.0564
	-0.0269
	-0.0982
	
	Coefficient
	-0.0684
	-0.0518
	-0.0498

	P-value
	0.0334
	0.0612
	0.0000
	
	P-value
	0.0037
	0.0038
	0.0028

	R²
	0.0987
	0.0774
	0.4376
	
	R²
	0.1761
	0.1749
	0.1858


The second step in assessing the changes in liquidity for the  market is checking Bessembinder’s (2003) assumption that heavily traded stocks [or large caps for that matter] are influenced more by a market change in comparison to a less traded stock hold for my dataset. Figure 2 shows the absolute spread reduction in Euros following the SOB-introduction on 14-01-2009 in combination with the market capitalization of the stocks in the SOB-dataset. Both the quoted spread and the effective spread decrease as market capitalization increases: this is in line with Bessembinder’s (2003) findings for the US markets
Figure 2: 
Spread reduction
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The weakness in the analysis above is the small sample size and the imperfect relationship between market capitalization and trading volume for secondary stock markets. In comparison to previous research my sample of 49 stocks makes it hard to classify the stocks into groups sorted on market capitalization or trading volume: the extreme observations therefore greatly influence the slope of the regression. Secondly, the relationship between market capitalization and trading volume is not consistent due to a number of stocks which have a primary listing on another market. General Electric and Du Pont de Nemours, for example, both have a primary listing on the New York Stock Exchange where the majority of its volume is traded: Only a small fraction of their shares are traded on the Euronext-market. This means that while their market capitalization is hefty the volume traded is small. Regressing the spread reduction on trading volume [instead of market cap], therefore, leads to a cloud of observations where a relationship appears to be non-existent.
Despite these shortcomings: the consistency in my findings [all quoted and effective spreads show comparable results and significance levels] in combination with the conformity with earlier research validates the relationship between market capitalization and spread. I will refrain from concluding on the magnitude of the relationship between market cap and spread reduction but large caps have a smaller percentage spread compared to lower capitalization stocks and appear to react more strongly to the introduction of the Single Order Book. 
4.2.2

The bid-ask spread and the Single Order Book
Following these findings I turn to the cross-section analysis of the bid-ask spread in comparison to the control sample: Table 6 shows the results of my findings. To check Harris’ (1997) assumptions for my dataset I have included a third period in this analysis. The post-decimalization period [which runs from 16-07-2009 until 29-04-2010] has been included to compare the expected quote reduction from the Single Order Book introduction with the introduction of three-decimal trading on NYSE-Euronext.  The results in the column [€] are the absolute size of the bid-ask spread in Euro’s; the column [%] refers to the average quote size as a percentage of the average stock price within the selected period; [% change] shows the percentage quote reduction following the different break periods. One would expect the tick-size change to be a more significant market architecture change and the results below affirm this expectation: in percentage terms the bid-ask reduction following the tick size change is considerably larger than the reduction in bid-ask spread following the SOB-introduction. The validity of this conclusion is tricky, however, as most results lack significance for the post-decimalization period.
Table 6: 
Bid-Ask Spread Reduction
Panel A: 
Quoted Bid-Ask Spread

	Equal weighted SOB
	€
	% change
	%
	% change

	Pre-SOB
	0.3230
	
	1.0298
	

	Post-SOB
	0.2295
	-34.17
	0.9310
	-10.09

	Post-Decimalization □
	0.2293
	-0.12
	0.7284
	-24.54

	
	
	
	
	

	Volume weighted SOB
	€
	% change
	%
	% change

	Pre-SOB
	0.0382
	
	0.1218
	

	Post-SOB
	0.0184
	-73.14
	0.0746
	-49.05

	Post-Decimalization □
	0.0185
	0.55
	0.0587
	-71.31

	
	
	
	
	

	Equal weighted control group
	€
	% change
	%
	% change

	Pre-SOB
	0.0612
	
	0.1628
	

	Post-SOB *
	0.0442
	-32.51
	0.1507
	-7.74

	Post-Decimalization □
	0.0411
	-7.32
	0.1054
	-35.77

	
	
	
	
	

	Volume weighted control group
	€
	% change
	%
	% change

	Pre-SOB
	0.0335
	
	0.0892
	

	Post-SOB
	0.0226
	-39.56
	0.0770
	-14.79

	Post-Decimalization □
	0.0221
	-2.01
	0.0567
	-30.46


Panel B: 
Effective Bid-Ask Spread

	Equal weighted SOB
	€
	% change
	%
	% change

	Pre-SOB
	0.2555
	
	0.8328
	

	Post-SOB
	0.1998
	-24.56
	0.8256
	-0.86

	Post-Decimalization
	0.1516
	-27.65
	0.4940
	-51.36

	
	
	
	
	

	Volume weighted SOB
	€
	% change
	%
	% change

	Pre-SOB
	0.0370
	
	0.1205
	

	Post-SOB
	0.0180
	-71.67
	0.0746
	-47.97

	Post-Decimalization *
	0.0172
	-4.78
	0.0561
	-28.49

	
	
	
	
	

	Equal weighted control group
	€
	% change
	%
	% change

	Pre-SOB
	0.0527
	
	0.1403
	

	Post-SOB *
	0.0405
	-26.29
	0.1382
	-1.52

	Post-Decimalization □
	0.0349
	-14.79
	0.0897
	-43.25

	
	
	
	
	

	Volume weighted control group
	€
	% change
	%
	% change

	Pre-SOB
	0.0297
	
	0.0790
	

	Post-SOB
	0.0208
	-35.43
	0.0710
	-10.65

	Post-Decimalization □
	0.0198
	-5.04
	0.0508
	-33.50


All results are significant at the 1% level except for:

* 
significant at the 5% level

□
not significant
How should this table be read? If we turn to the top column of panel A [quoted bid-ask spread for the equal weighted SOB dataset] we can see that the absolute bid-ask spread has fallen from 0.3230€ to 0.2295€, which is a decrease of 34.17% following the SOB-introduction. Given the decline in stock prices over the entire period the quoted spread as a percentage of stock price has decreased from 1.0298% to 0.9310%; this is a decrease of 10.09%. To check whether this decline in spread is a result of the SOB-introduction this percentage should be compared with the control group: in this case the control group shows a decrease in quoted spread of -7.74%. As predicted by Bessembinder (2003) and Harris (1997) both the introduction of the Single Order Book and the decimalization lead to a decrease in the quoted bid ask spread as well as the effective spread for the SOB stocks. The largest absolute decrease is observed for the equal weighted quoted bid-ask spread from 0.3230€ to 0.2295€. Investors will be more concerned with the bid-ask spread as a percentage of stock prices as this is a more practical proxy for trading costs and liquidity: in percentage terms the SOB-introduction has led to a decrease in the bid-ask spread of almost 48% for the volume weighted effective spread.     
Including the control sample enables us to compare the decrease in bid-ask spread with the entire market. All reductions in the bid-ask spread are perceptible in both the SOB-dataset and the control sample. The magnitude of the reductions in the control sample, however, is smaller in comparison with the SOB dataset [except for the equal-weighted effective spread]. The empirically most reliable measure according to Bessembinder (2003) and Harris (1997), the volume weighted effective spread, shows a spread reduction of 47.97% for the SOB dataset compared to 10.65% for the control sample: A substantial difference. This result is even more noteworthy when we combine the conclusions in chapter 3.1 with the contents of the control sample. Where the SOB dataset contains a [small] number of medium- and small caps, the control sample is made up of only large cap stocks. Following Bessembinder’s (2003) findings this would imply that the difference in spread reduction could be even larger if the control sample contained a comparable number of smaller capitalization stocks. Based on the analysis of the bid-ask spread hypothesis H20 should be accepted with 99% certainty: the introduction of the Single Order Book appears to have increased market liquidity. Can we reach a similar conclusion following the analysis of trading volume and the time-series? 
4.2.3

Trading volume and the Single Order Book

Volume-based liquidity parameters like trading volume and the turnover ratio [or liquidity ratio] are based on the assumption that markets characterized by flexibility, depth and breadth are more liquid and can therefore absorb large volumes of trading without moving the price of a security very much. The turnover ratio is constructed as described in the theoretical chapter 2.3; log(volume) is the natural logarithm of the number of shares traded on a daily basis. These parameters are used as a proxy for both market liquidity and market size.
Table 7: 
Volume based parameters
Panel A:
Turnover ratio



Panel B:
Log(volume)

	Turnover ratio
	SOB
	Control
	
	Log(volume)
	SOB
	Control

	Mean total pre-SOB
	3,285,537
	4,686,579
	
	Mean total pre-SOB
	4.88
	6.18

	Mean total post-SOB
	3,475,667
	4,430,686
	
	Mean total post-SOB
	4.83
	6.13

	absolute difference
	190.130
	-255.893
	
	absolute difference
	-0.05
	-0.05

	% change
	5.79
	-5.46
	
	% change
	-0.93
	-0.86

	p-value
	0.38
	0.27
	
	p-value
	0.29
	0.00


Panel A shows the analysis of the turnover ratio which yields mixed results: Following the SOB-introduction the turnover ratio has increased by more than 5% while the control sample shows a decrease of the same magnitude. This would imply that the liquidity of the SOB-stocks, in comparison to the control sample, has increased by more than 10%.  Panel B shows the results for the natural logarithm of daily trading volume: For both the SOB-dataset and the control group liquidity appears to have decreased and there is no evidence of increased liquidity or market-size following the SOB-introduction. These mixed results can be explained by the lack of significance for both parameters: The large p-values make it impossible to reject hypothesis H20 using these volume-based parameters.
4.2.4

Cross-sectional regression
In the preceding chapters I have tested the liquidity variables in isolation, but it is vital to revisit these results within the cross section of data: We have found that hypothesis H20 cannot be rejected based on the bid ask spread analysis. To check whether the introduction of the SOB has genuinely influenced the observed spread reduction and to reach a conclusion on the magnitude of the influence of the SOB introduction on the spread reduction in comparison to other factors it is essential to run a cross-sectional regression of the entire dataset: In the following regression estimates all stocks [SOB and control sample] over the combined sample periods are used to test the significance of the various individual parameters as well as the joint model significance. 

4.2.4.1

Model specification 

Three essential features of a correct specification of the regression model are the choice of the functional form, the choice of explanatory variables [regressors] to be included in the model and whether the model assumptions for a multiple regression hold. The selected functional form is a standard linear – linear model and the dependant variable is the effective bid-ask spread reduction.  In a quote driven market the magnitude of the bid-ask spread is decided by the market maker and depends on three components [Huang & Stoll (1997)]: order processing, adverse information effects and inventory considerations by the market maker. As the European NYSE  markets are large order driven markets all market participants collectively determine the bid and ask prices; Handa et al (2003) suggest that the bid-ask spread is a function of: (i) order imbalance, (ii) a parameter representing the probability of order execution against an informed trader, (iii) the difference in asset valuation between buyer and seller and (iv) the influence of an information shock. All these theoretic parameters should lead to a stable price setting mechanism and are therefore linked to volatility. An increase in parameters (i), (iii) and (iv) and a decrease in parameter (iii) all lead to an increase in the effective bid-ask spread which, ensuing, lead to larger bid-ask bounce and price jumps and thus higher volatility. It is therefore theoretically correct [and methodically straightforward] to use volatility as the main explanatory variable in the regression model. In empirical work volatility is generally proxied by variance: My regression estimation does not deviate from this routine. In Chapter 4.2.1 I have described in detail the influence of liquidity [proxied by market capitalization and trading volume] on the spread reduction so this should be included as explanatory variable. Additionally, Chapter 4.2.3 describes the use of the turnover ratio as a proxy for liquidity so this adds up to three informative liquidity explanatory variables. The influence of the Single Order Book introduction on the effective spread reduction is the subject of analysis so this is the third explanatory variable. The functional relationship, sorted by theoretical principality, is as follows:

Effective bid-ask spread decrease = F (Volatility, Liquidity, SOB) 
          
(VII)
This functional relationship leads to the following multiple OLS regression model to test the [magnitude of the] influence of the SOB introduction on the decrease in the effective bid ask spread:


SR = 
α + β1 VAR + β2 L(MC) + β3 L(VOL) + β4 TR + β5 SOB + ε

(VIII)

Where α is a constant; β1 through β5 are slope coefficients; SR is the absolute spread reduction; VAR is the average stock variance over the entire period; L(MC) is the average natural logarithm of total market capitalization; L(VOL) is the average natural logarithm of the number of shares traded on a daily basis; TR is the average turnover ratio; SOB is the Single Order Book dummy with value 1 when the individual stock belongs to the SOB-dataset and 0 otherwise; The SOB dummy measures the influence of the SOB change on the spread reduction witnessed.
4.2.4.2

Regression results
To check the influence of the SOB introduction on the spread reduction within the cross-section I run the following OLS regressions estimates. As stated in the preceding paragraph, the choice of a correct set of explanatory variables within the regression model is vital for reliable results: Whether or not the model is complete is primarily based on theoretical considerations. Given that there are no omitted variables within the theoretical model the first step is to check the model for irrelevant variables. Including irrelevant variables impairs the precision of the OLS estimate: Least squares coefficients will be unbiased, but standard errors of the coefficients will be larger than necessary. Table 8 shows the OLS regression results including its statistical significance. I will turn to these results after discussing the evolution of error terms shown in table 9.  
Table 9 shows the standard errors for the independent variables in the four different regression estimates described in Table 8. Excluding irrelevant variables should lead to smaller standard errors of the regression coefficients, which is clearly perceptible as we move from regression (i) to regression estimate (iv). Excluding all variables leads to the smallest standard error for the SOB coefficient but the lack of explanatory power of the model is adamant. The difficulty in deciding which model is the most correct, empirically speaking, is the tradeoff between the individual standard errors, the R2 of the regression estimate and the significance level of the F-test. As the standard errors improve when I gradually exclude explanatory variables the R2 of the regression estimate decreases, while the F-value remains stable and all models remain significant at the 1% significance level. Based on theoretical choices and empirical analysis one can conclude that model (ii) is the most reliable model to use. 
Table 8:
Regression results
	(i) SR = α + β1 VAR + β2 L(MC) + β3 L(VOL) + β4 TR + β5 SOB

	
	α
	β1
	β2
	β3
	β4
	β5

	coefficient
	-0.1273
	13.3315
	0.0256
	-0.0215
	0.0000
	0.0204

	p-value
	0.2555
	0.0168
	0.0345
	0.0206
	0.4929
	0.2761

	F-value
	0.0004
	
	
	
	
	

	R²
	0.2039
	
	
	
	
	

	
	
	
	
	
	
	

	(ii) SR = α + β1 VAR + β2 L(MC) + β3 L(VOL) + β5 SOB

	
	α
	β1
	β2
	β3
	
	β5

	coefficient
	-0.0964
	13.5888
	0.0241
	-0.0250
	
	0.0159

	p-value
	0.3449
	0.0144
	0.0421
	0.0013
	
	0.3619

	F-value
	0.0002
	
	
	
	
	

	R²
	0.2001
	
	
	
	
	

	
	
	
	
	
	
	

	(iii) SR = α + β1 VAR + β2 L(MC) + β5 SOB

	
	α
	β1
	β2
	
	
	β5

	coefficient
	-0.0464
	11.1511
	0.0041
	
	
	0.0434

	p-value
	0.6601
	0.0517
	0.6960
	
	
	0.0079


	F-value
	0.0069
	
	
	
	
	

	R²
	0.1127
	
	
	
	
	

	
	
	
	
	
	
	

	(iv) SR = α + β5 SOB

	
	α
	
	
	
	
	β5

	coefficient
	-0.0464
	
	
	
	
	0.0462

	p-value
	0.6601
	
	
	
	
	0.0041

	F-value
	0.0041
	
	
	
	
	

	R²
	0.0772
	
	
	
	
	


Table 9:
Evolution of error terms
	Regression
	(i)
	(ii)
	(iii)
	(iv)

	α
	0.1113
	0.1016
	0.1053
	0.0103

	β1
	5.4824
	5.4553
	5.6645
	 

	β2
	0.0119
	0.0117
	0.0105
	 

	β3
	0.0091
	0.0076
	 
	 

	β4
	0.0000
	 
	 
	 

	β5
	0.0186
	0.0174
	0.0160
	0.0157


What are the most striking conclusions when we move across the regression coefficients? The intercept is fairly constant and close to zero, but the lack of significance in all regression estimates makes it impossible to conclude on the value of the intercept. The results for β1 are peculiar: The large positive coefficient indicates that an increase in variance leads to an increase in the spread reduction and thus a lower spread. Based on economic theory one would expect this coefficient to be negative. The sign and magnitude is comparable for all three model variations. β2 is small [as expected because of the use of the natural logarithm] and persistently positive, mirroring the relationship between market capitalization and spread reduction described in chapter 4.2.1. When excluding L(VOL) from the regression estimate, however, the coefficient loses its explanatory power. β3 is consistently negative throughout the regression models indicating that an increase in trading volume leads to an increase in the effective bid-ask spread: again an unexpected causal relationship when we consider liquidity theory. The regression coefficient β4 is close to zero [as is its standard error] and the turnover ratio is therefore dropped in the subsequent regressions as being irrelevant: This was to be expected when we bear in mind the insignificant results found in chapter 4.2.3. β5, the coefficient under scrutiny, is consistently positive and small, vindicating the presumed positive influence on spread reduction [and consequently] liquidity advocated by NYSE-Euronext. This conclusion is most evident in regression estimate (iv), where the SOB-dummy is used as the sole explanatory variable for spread-reduction: about 4.5% of all spread reduction can be explained by the SOB-introduction and this influence is significant at the 1% level.
Besides the regression model described in equation (VIII) a number of explanatory variables and interaction terms are added to check the regression results for different variations of the model above. In Appendix A all regression results using SR as dependant variable are shown. EXCH is an exchange dummy with value 1 when the stock’s primary listing is on a stock exchange other than Amsterdam, Brussels or Paris and 0 otherwise and SOB*EXCH is an interaction term. The exchange dummy is insignificant and the explanatory power and significance of the interaction terms [SOB*EXCH, SOB*L(MC), SOB*(L(VOL), SOB*VAR] appear to be indeterminate. 
Joint significance for all regression estimates [F-test, where H0: all β are equal to zero and Ha: One or more of the parameters is not equal to zero] shows that there is a significant relationship between the selected functional model and the dependent variable, spread reduction, at the 1% significance level. All regression estimates and coefficients are jointly significant and deviate from 0. The T-tests [where H0: βi = 0 and Ha: βi ≠ 0] for individual coefficients, however, show mixed results. For about half of the βi, p-values exceed the critical significance levels [5% or 1%] mainly rejecting the individual significance of the coefficients; some individual coefficients are significant when we alter the regression model somewhat by omitting certain independent variables. The SOB coefficient displays individual significance in regression estimate (iii) and (iv) but this vanishes when we include L(VOL) in the regression estimate. L(VOL) is individually significant at the 1% level in all regression estimates and this poses the following problem for the conclusion on the SOB-coefficient: Has the SOB-introduction influenced liquidity and is the significant effect of L(VOL) on spread reduction an indirect result of the SOB-introduction or is the SOB-introduction truly insignificant in the regression model of choice?
Possible distortions as a result of multicollinearity within the independent variables are most likely to be found in the liquidity variables L(MC), L(VOL) and TR. Checks for multicollinearity, however, demonstrate negative results: pairwise correlation between the variables does not exceed 0.6
 and running bivariate regressions between the three variables yields R2 not exceeding 0.45. To check the relationship between liquidity and the SOB introduction a number of regressions are estimated using L(VOL), ΔVOL, VOL ratio and the Amihud-ratio. In Appendix B all variables are explained and the testing process is described: We can conclude that the influence of the SOB-introduction on the selected liquidity variables is non-existent and that the SOB-introduction therefore has no significant influence within regression estimate (ii). These regression results are in line with my findings in chapter 4.2.2: The SOB introduction has a small and positive effect on spread reduction. The F-values show that the functional model is jointly significant but the individual significance of the SOB-factor is questionable. Based on the regression estimates the null-hypothesis cannot be rejected. My findings, however, do not support Euronext’s claim of improved liquidity 
4.2.5

Time series analysis

According to a study conducted by Ahn et al (2007) the transitory influence of a tick-size change on the Tokio Stock Exchange is much larger than the permanent component [p 193]. In other words: a change in market architecture generally influences the bid-ask spread within the first few weeks following the market change and remains constant in the following period; the NASDAQ (2001) reached a similar conclusion researching a tick-size change on April 9, 2001. They analyzed the behavior of bid-ask spreads within the first two weeks following the tick-size change, is a comparable trend visible in my dataset? 
Figure 3:
Quoted and Effective Spread as percentage of stock price
[image: image4.png]—aQ
—F

WAV

2,5

o wn =
N — —

201d 2035 Jo %

s
o





Figure 3 shows the quoted [Q] and effective spread [E] as a percentage of the average stock price three weeks preceding and three weeks following the SOB-introduction on NYSE-. There is definite downward sloping trend within the selected period but it is uncertain if this can be attributed to the SOB-change. Both the quoted spread and effective spread seem to decline in anticipation of the SOB-change and shows a small subsequent decline following the SOB introduction on 14-01-2009. However, there is no economic reasoning why the bid-ask spread would behave in such a manner, why would the spreads decrease in anticipation of the SOB change? Furthermore, the post-SOB decline is extremely small when we compare this with the percentages found in chapter 4.2.2 for the cross section analysis and a similar pattern is noticeable in the control sample for that period. A further check on the post-decimalization period yields comparable indefinite results, I cannot endorse that the influence of a market architecture change on the bid-ask spread is most distinct within the first few weeks. 
When we expand the time-series analysis to the volume based parameters [turnover ratio and the natural logarithm of the number of shares traded on a daily basis] the results are comparable to the findings on the bid-ask spread. The turnover ratio’s course is very erratic and skewed and does not demonstrate any particular direction in the period preceding or following the SOB-introduction. Log(volume)’s path is more stable but shows no significant decrease after the SOB-introduction: I cannot conclude that the influence of a market architecture is mainly transitory and can be distinguished with the first few weeks following the change. Bessembinder (2003) has checked the conclusions reached by NASDAQ (2001) for the US markets and posed that it cannot be rejected that these findings are the result of focusing on a non-representative sample period [two weeks]. As the literature is indeterminate on the immediate effect of a market architecture change and my findings are imprecise as well no conclusions can be made on my secondary hypothesis H20 based on the time-series analysis: H20 cannot be rejected.
CHAPTER 5: CONCLUSION

On 14 January 2009 NYSE Euronext introduced the Single Order Book (SOB) for the Amsterdam, Brussels and Paris Euronext markets which unites all trading activity into a single stream on one market of reference. According to NYSE Euronext this introduction should lead to benefits for issuers, investors and clearing members in four different ways. This study is focused on the final claim that spreads will improve and investors will have access to larger markets and more reliable prices, market size will increase and efficiency and liquidity will improve as a result of the introduction of the SOB. The aim of this paper is to check if NYSE Euronext’s claim is valid.

Previous research on market efficiency is rooted in the Efficient Market Hypothesis [EMH] which is based on the assumption that prices move randomly; the vast strand of literature on anomaly testing, however, shows that markets do not function efficiently in certain time spans. Market efficiency within the EMH implies that there should be no autocorrelation between the variances of different time periods but the less stringent Martingale Model enables us to test market efficiency permitting the violation of the assumptions of homoskedasticity and the independence of the error term. The Variance Ratio Test described by Lo & MacKinlay (1988), widely used in recent academic work [Berneburg (2004), Kim (2006), Hoque et al (2007), Kim and Shamsuddin (2008)], is based on the assumption that the variance of a k-period return is equal to k times the variance of a one-period return. A variance ratio of 1 signals perfect market efficiency and, consequently, a variance ratio closer to perfect market efficiency following the SOB-introduction confirms NYSE Euronext’s claim. High liquidity allows investors to exchange assets relatively easily into money equivalents and reduces risk while for low liquidity assets trading may be more difficult and more expensive: NYSE Euronext’s credibility and appeal to listed firms and traders alike depends on the liquidity of their market. Previous work by Amihud and Mendelson (1986), Cooper et al (1985) and Bessembinder (2003) use the bid-ask spread, the natural logarithm of trading volume and the turnover ratio as proxies for market liquidity: An increase in the volume based parameters and a decrease in the bid-ask spread [quoted and effective] after the introduction of the Single Order Book signal an improvement in liquidity and warrant NYSE Euronext’s claim. Using a daily data frequency [the period ranges from 02-06-2008 to 15-07-2009] information on prices, trading volume, the bid-ask spread and market capitalization was collected from Bloomberg.  
The results for my dataset are clear: there is no proof of an improvement in market efficiency as the VR’s for different holding periods do not move closer to VR = 1 in reaction to the SOB-introduction. For the SOB-dataset it appears that for three out of four holding periods efficiency has decreased whereas efficiency within the control sample has improved. Even though the results are convincing, the lack of statistical significance proves it impossible to accept the alternative hypothesis: H1o cannot be rejected. 

Bessembinder’s (2003) conclusion that stocks with a large market capitalization react more violently to changes in market architecture is valid for my dataset: There is a negative relationship between market capitalization and the quoted [and effective] spread and the spread reduction following the SOB-introduction is larger for stocks with large market capitalization in comparison to small caps. The relationship between trading volume and the bid-ask spread is not present in my dataset and this could be the result of a number of large caps within the SOB-dataset having a primary listing on another stock exchange. Following the SOB-introduction the bid-ask spread has decreased [signaling improved liquidity] for the SOB-stocks in comparison to the control sample. Extending this analysis to the volume based liquidity parameters leads to a different conclusion: The turnover ratio within the SOB-dataset has increased by more than 10% relative to the control sample while the natural logarithm of volume is stable. Due to the lack of significance of the results it is not possible to reach a conclusion: the data does not significantly support or reject Euronext’s claim. Time-series analysis of these three parameters does not change my conclusion. 

Within the cross-sectional regression analysis it is evident why these results are unreliable: The influence of the SOB-introduction on the change in liquidity [again proxied by the bid-ask spread reduction] is marginal or non-existent. The slope coefficient is extremely small considered in isolation and insignificant in the functional model of choice. Its explanatory power on spread reduction is dwarfed by other liquidity parameters like the natural logarithm of volume and factors not included in the regression. This is a result of the magnitude of the market architecture change, the market quality of developed equity markets and the time period. Moving 40 odd stocks to a single line of order flow and one market of reference is a trivial change in comparison to a tick-size change, a move to market automation [electronic order books instead of market makers] or a change from call auction to continuous trading. According to Kim & Shamsuddin (2008) market efficiency varies with the level of equity market development. Developed equity markets, like the markets of Amsterdam, Brussels and Paris, function close to maximum efficiency and liquidity [give or take the occasional shock and anomaly]. A minor change in the market architecture will not have a big impact on market quality. As this event study collides with the peak of the instability of stock markets as a result of the financial crisis all collected data on spreads, prices and volumes is greatly influenced by the general unrest and insecurity of the market. Trying to materialize the influence of the SOB-introduction from this muddle might have proven to be impossible. 
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APPENDIX A

Regression estimates with spread reduction as dependant variable

	SR = α + β1 VAR + β2 L(MC) + β3 L(VOL) + β4 SOB + β5 SOB*L(MC) + β6 SOB*(L(VOL) + β7 SOB*VAR

	 
	α
	β1
	β2
	β3
	β4
	β5
	β6
	β7 

	coefficient
	-0.0036
	7.6255
	0.0106
	-0.0168
	-0.1003
	0.0159
	-0.0089
	8.1604

	p-value
	0.9867
	0.4582
	0.6963
	0.4695
	0.6844
	0.5233
	0.7187
	0.5078

	F-value
	0.0018
	 
	 
	 
	 
	 
	 
	 

	R2
	0.2050
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 

	SR = α + β1 VAR + β2 L(MC) +  β4 SOB + β5 SOB*L(MC) 

	 
	α
	β1
	β2
	 
	β4
	β5
	 
	 

	coefficient
	-0.0031
	11.0725
	-0.0002
	 
	-0.0121
	0.0056
	 
	 

	p-value
	0.9889
	0.0550
	0.9918
	 
	0.9617
	0.8249
	 
	 

	F-value
	0.0164
	 
	 
	 
	 
	 
	 
	 

	R2
	0.1132
	 
	 
	 
	 
	 
	 
	 

	
	
	
	
	
	
	
	
	

	SR = α + β1 VAR + β3 L(VOL) + β4 SOB + β6 SOB*(L(VOL)

	 
	α
	β1
	 
	β3
	β4
	 
	β6
	 

	coefficient
	0.0815
	12.7933
	 
	-0.0146
	0.0354
	 
	-0.0026
	 

	p-value
	0.4557
	0.0246
	 
	0.4163
	0.7601
	 
	0.8905
	 

	F-value
	0.0010
	 
	 
	 
	 
	 
	 
	 

	R2
	0.1664
	 
	 
	 
	 
	 
	 
	 

	
	
	
	
	
	
	
	
	

	SR = α + β1 VAR + β2 L(MC) + β4 SOB + β7 SOB*VAR

	 
	α
	β1
	β2
	 
	β4
	 
	 
	β7 

	coefficient
	-0.0326
	4.8360
	0.0036
	 
	0.0284
	 
	 
	9.6120

	p-value
	0.7606
	0.6192
	0.7311
	 
	0.2517
	 
	 
	0.4241

	F-value
	0.0127
	 
	 
	 
	 
	 
	 
	 

	R2
	0.1184
	 
	 
	 
	 
	 
	 
	 

	
	
	
	
	
	
	
	
	

	SR = α + β1 VAR +  β3 L(VOL) + β4 SOB

	 
	α
	β1
	 
	β3
	β4
	 
	 
	 

	coefficient
	0.0954
	12.8942
	 
	-0.0169
	0.0196
	 
	 
	 

	p-value
	0.0224
	0.0217
	 
	0.0114
	0.2671
	 
	 
	 

	F-value
	0.0004
	 
	 
	 
	 
	 
	 
	 

	R2
	0.1662
	 
	 
	 
	 
	 
	 
	 

	
	
	
	
	
	
	
	
	

	SR = α + β4 SOB + β5 SOB*L(MC) + β6 SOB*(L(VOL) + β7 SOB*VAR

	 
	α
	 
	 
	 
	β4
	β5
	β6
	β7 

	coefficient
	0.0104
	 
	 
	 
	-0.1143
	0.0265
	-0.0257
	15.7860

	p-value
	0.2887
	 
	 
	 
	0.3206
	0.0481
	0.0019
	0.0203

	F-value
	0.0002
	 
	 
	 
	 
	 
	 
	 

	R2
	0.1985
	 
	 
	 
	 
	 
	 
	 


APPENDIX B: LIQUIDITY AND THE SOB-DUMMY
The regression estimates in Chapter 4.2.4.2 show that the significance of the coefficient of the SOB-dummy vanishes when L(VOL) is included in the estimate: is this insignificance the result of the indirect influence of the SOB-introduction on trading volume or is the SOB dummy truly insignificant in the regression model of choice? To check the influence of the SOB-introduction on the liquidity variable L(VOL) I have taken a number of steps. In the table below all different regression estimates are shown.
	(i) L(VOL) = α + β1 SOB

	 
	α
	β1

	coefficient
	6.1083
	-1.2979

	p-value
	0.0000
	0.0000

	F-value
	0.0000
	

	R2
	0.2386
	

	
	
	

	(ii) ΔVOL = α + β1 SOB

	 
	α
	β1

	coefficient
	-0.0642
	0.0056

	p-value
	0.1783
	0.9384

	F-value
	0.9384
	

	R2
	0.0001
	

	
	
	

	(iii) VOL ratio = α + β1 SOB

	 
	α
	β1

	coefficient
	0.9895
	0.0023

	p-value
	0.0000
	0.8924

	F-value
	0.8924
	

	R2
	0.0002
	


The first regression confirms the connection between the natural logarithm of trading volume and the SOB-dummy found in chapter 4.2.4.2: the coefficient is negative and significant and R² is 0.2386. Regression estimates (ii) and (iii) check the influence of the SOB-introduction on the change in trading volume between the pre- and post-SOB period where ΔVOL and VOL ratio are the absolute change in trading volume between the two periods and volume post/volume pre-SOB respectively. The coefficients are insignificant and the influence of the SOB-introduction has no influence on the chosen liquidity parameter.
A further check on the influence of the SOB-introduction on liquidity is carried out by using a different liquidity variable: the Amihud-measure. Amihud (2002) has developed a price impact measure which represents the daily price movement associated with one Euro of trading volume. For a liquid stock the Amihud-measure is low, a substantial turnover is needed to change the stock price; for an illiquid stock the Amihud-measure is higher. The Amihud-measure for a stock is calculated by:


A = Average {(absolute return on trading day) / (Euro volume on trading day)}   

For my regression estimate a ratio is constructed by dividing the post-SOB Amihud-measure by the pre-SOB Amihud-measure to check whether the SOB-introduction has an influence on the liquidity improvement shown by the A-ratio [average A = 0.9548 after filtering of outliers].

Checking for outliers [see the figure below] in the Amihud-ratio there are 5 observations within the SOB-dataset which have an extremely high value: The stocks OncoMethylome Sciences, GDF Suez, the preferential stock Suez Environnement PFD and the ETF’s Rorento and Rolinco. All these deviations are caused by a large Amihud measure in the post-SOB period as a result of an extremely high observation caused by a low traded volume on that day. This volume is considerably low [10€ for Rorento, 70€ for Rolinco and 21€ for OncoMethylome Sciences among others] so it is safe to assume these Amihud ratios are the result of faulty data and should therefore be filtered. 
[image: image5.emf]Amihud Ratio

0,1

2,1

4,1

6,1

8,1

10,1

12,1

14,1

16,1

0 20 40 60 80 100 120

Observation

Amihud Ratio

Control sample SOB sample


The regression estimate between the Amihud-ratio and the SOB-dummy returns insignificant results which is in line with the earlier estimates: The SOB introduction does not have an indirect influence on the liquidity variables.  
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� �HYPERLINK "http://www.fd.nl/artikel/10855643/euronext-komt-single-order-book"��http://www.fd.nl/artikel/10855643/euronext-komt-single-order-book� retrieved on 01-11-2010.


� �HYPERLINK "http://www.nyse.com/press/1232007512262.html"��http://www.nyse.com/press/1232007512262.html� retrieved on 01-11-2010.


� E(Ri) = Rf + β [Rm – Rf] where E(Ri) denotes the required rate of return on the risky asset; Rf represents the risk-free rate and [Rm - Ri] refers to the market premium. Systematic risk (β), the sensitivity of the test asset returns (Ri) to market returns (Rm), depends on the covariance between the return on the test asset (portfolio) and the market return divided by the market variance: β = Cov(Ri,Rm) / Var(Rm). The CAPM relationship can be derived from empirical data by using regression estimates to construct a suitable beta.


� Market of Reference


� Remember that VR is defined as the ratio of 1/k times the variance of the k-period return to the variance of the one period return 


� Anderson et al (2003) p 666 use a threshold of 0.7 as a rule of thumb warning of potential problems with multicollinearity 
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