ERASMUS UNIVERSITY ROTTERDAM

ERASMUS SCHOOL OF ECONOMICS

MSc Economics & Business

Master Specialisation Financial Economics

Short Term Implications from the Ratification of the Kyoto Protocol
An Event Study on GHG Emission-Intensive Companies

Author: 

V. V. Velikov

Student number:
323939
Thesis supervisor: 
Dr. D.J.C. Smant

Finish date:  

April 2011
PREFACE AND ACKNOWLEDGEMENTS

I would like to thank my thesis supervisors for their constructive criticism and up-to-the point comments, which made my thesis writing an easier task!


[image: image1]
ABSTRACT

This paper examines the short-term implications from the ratification of the Kyoto Protocol. By implementing an event study on pollution-intensive companies, I investigate if there is abnormal performance around the ratification date, due to pressures from regulation policies. The results point towards lack of abnormal returns with exception of few cases. I conclude that in general no abnormal performance exists and investors do not seem disturbed from environmental regulation.
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1. INTORDUCTION
     As a result of the global economic development and industrialization, the demand of raw materials has substantially jumped for the last few decades. This has brought up global environmental issues on the table of discussion and has become an important concern for the international community. The change of climate due to human activity is considered one of the most serious threats among the variety of environmental challenges. Failure to find a solution might harm the sustainability of the world socio-economic order as we know it. As an attempt to prevent this malicious possibility the United Nations Climate Convention on Climate Change came up with the Kyoto Protocol, which sole purpose is to combat global warming. The adoption of the protocol took place in Kyoto, Japan on 11 December 1997. It entered into force on 16 February 2005. Attached to the protocol there is an Annex I list. It consists of 39 industrialized countries that have agreed to diminish their GHG (greenhouse gas) emissions. 
    In general this paper tries to parameterize how the ratification of the Kyoto Protocol economically affects sectors and countries, and tries to express it in figures. What it does is to assess how an informational signal (that a given country ratifies the treaty) influences the stock prices of several energy-intensive industries and the companies that fall under the criteria of heavy polluters. The news of ratification is a sign that emission regulation is about to be imposed on sectors that emit higher quantities of greenhouse gases. This automatically means that firms from those sectors will have to cut production or spend money for cleaner technologies. Both scenarios are heralds of shareholders’ value loss, so investors will probably want to pull up and allocate their financial assets elsewhere, which in its turn will lead to stock price decline of such energy-intensive companies. In other words I try to see if the news of ratification cause any abnormal decline in the stock price, are those news instantly incorporated in the price, as market equilibrium theory argues, and thus measure the reaction of the market and the investors. In the course of analysis I try to answer the following research questions: Is there evidence of abnormal performance around the ratification date? Are the results showing positive or negative impacts from Kyoto Protocol ratification? If such performance occurs, is it statistically significant to serve as basis for further reliable elaborations? What do those results mean from a market perspective and what do they say about the perception and attitude of investors? The first task of the paper is to determine if there are any stock price movements, enforced by the informational signal. Then I check if those price movements are in line with theory or contradict with it. At the end, based on the results a conclusion is being made on the effect of ratification.  

    Environmental regulators have always been perceived as hindrance for the interests of business, and there has been a long lasting conflict between them. The reason is that regulation policies often constitute actions constraining the firms such as increased production costs or restricted production. The risk from GHG regulation can be expected to spread out from several directions. One of these is the direct cash flow of companies, due to heightened spending for GHG reduction measures or the purchase of emission credits. Another channel is the opinion of investors and the market perception for the company as a whole, which will certainly affect the stock prices. Also the cost of capital is another way for companies to loose value. Stricter demands for financing of debt might occur, such as higher risk premium and lowered credit ratings. So the problem with the effects of regulation on companies has taken a central stage of discussion. It is becoming ever so interesting to see how regulation mechanisms for limiting GHG emissions influence profitability, competitiveness and productivity of industries to which they are applied. From the standpoint of financial economist, the idea of the research question is interesting for yet another not so obvious reason. The market reaction to the ratification event shows the perception of investors of the whole “green idea”. It shows what the beliefs of investors concerning the issues of global warming prevention are. Do they see it as a detrimental to business-as usual scenario or they don’t care about regulations and emissions trading and are not affected by “green” news. Or on the opposite-investors believe in the green corporate future and its key role for the development of economies and the shaping of company policies. All of this is in a short term sense of course. 

   The Kyoto Protocol has been a theme of discussion in many studies. Most of them deal with the long term implications of the treaty. Some of them are directed towards the developing countries, others investigate the effect over major economies, such as Canada, Japan, US (even not having ratified Kyoto,  the United States is often used by researchers as an example of the high costs the treaty might incur). Many experts come up with projections that support the theory of a limited effect on the global gross domestic product (GDP) as a result of GHG mitigation. But in this line of thoughts researchers in the filed find that sector effects will be substantially uneven. Of course, there is a debate on the effects of Kyoto and its implementation cost, but all studies agree upon one thing. Namely, the costs of implementation can be substantially diminished by the adoption of number of flexibility mechanisms such as emissions trading, the clean development mechanism and the joint implementation. The sole purpose of those mechanisms is to reduce the overall cost, as this is done by allowing emission abatement to take place in relatively low cost locations. The exact effect is still unknown or at least inaccurate, because some regulation policies haven’t been smoothed out yet.

    The event study literature is vast in volume, yet analysis on the short term implications of the Kyoto Protocol ratification hasn’t been done before. This is deemed to be one of the contributions to the body of research as far as this paper is concerned. It investigates the short term implications of the Kyoto ratification on company stock performance and respectively the originating investors’ moods. Another contribution of the paper is the analysis of several industries together, and the performed comparison between them. Most of the studies prior to this one concentrate on a single industry only, without investigating the possible difference that will most certainly occur. As said earlier, the implications from ratification and the following regulatory policies will unevenly affect GHG-intense sectors. This event study also incorporates in its analysis the short term effects on Australia, which ratified Kyoto pretty late (2007). And there is no event study up to date, which investigates the short term ratification implications for this country yet. 
    The study investigates stocks from four industries, namely Chemical, Metal & Mining, Construction and Oil & Gas. There are three samples that are scrutinized. The first one consists of all countries and companies. The second one is divided on an industry principle and the third one consists of Japan, Canada, Australia and the EU. All companies are deemed serious polluters of air and a major source of carbon emissions. The countries that fall under analysis are from Annex I. They are mostly industrialized and developed countries with well developed stock markets, which is crucial for the data collection and the overall empirical analysis. During the data selection process some countries were discarded from the sample due to lack of information.

     The procedure I use in the paper to analyze the Kyoto ratification implications is called event study. An event study is an attempt to determine whether a particular event in the capital market or in the life of a company has affected the company’s stock market performance.  An event study aims to determine whether an event or announcement caused an abnormal movement in a company’s stock price. It is a very popular methodology used in various areas such as finance, economics and accounting. I use this specific approach because it provides a measure of the impact of an event on the wealth of the firm’s claimholders. I also use it because in the field of law and economics, event studies are used to examine the effect of regulations, as well as to assess how market participants react to such occurrences. The above mentioned arguments make the event study approach the most suitable one for the goals of this research.   

     I find evidence of positive abnormal performance for the 3 day event window [-1; +1], for the whole sample, which includes all countries and industries used in the analysis. This implies that the market reacts to the news of ratification; however the abnormal return predictions are often economically insignificant. On an industry level there is not enough evidence of abnormal performance and all industries under scrutiny behave pretty much the same. So we turn our attention to the country analysis. It turns out that Japan is highly sensitive, contrary to Canada and the EU, while for Australia the evidence is too contradictory to come to the conclusion of existing abnormal performance. It can be seen that evidence of negative abnormal performance is missing for the whole sample. On industry level the situation is pretty much the same. All industries show the lack of substantial rejection rates and abnormal performance models come up with either mixed or positive ARs ( Abnormal Returns) or CARs (Cumulative Abnormal Returns) and thus no evidence is found for the existence of negative abnormal performance. The same goes for Canada, the EU and Australia. The results show similar to the previous tests trend, namely that Japan is showing significant evidence of negative abnormal performance. It seems that for this country the news of ratification affect negatively the investors.

    The rest of the paper is organized as follows. In section 2 I review the literature, investigating the relation between the environmental performance and the financial results of companies, and then I review papers, which try to predict the impact of Kyoto on the global economy and on separate countries and industries. In section 3 I outline the usual econometric problems which occur with event studies. In section 4 I explain how I have collected the data and describe it. I also explain how the samples are designed. In section 5 I lay out the methodology for the event study and explain the models being used. I also give some argumentation for my choice of the event date. In section 6 I present the empirical results and provide some explanation why they might have occurred. I conclude with section 7 and make some suggestions that could be incorporated in further research.

2. LITERATURE REVIEW
     There is a huge body of research papers debating whether environmental performance, or GHG-emission decrease (by means of imposed regulation or simply as a company choice), has a positive or negative effect on company returns. The so called “traditionalists” standpoint is that implementing eco-efficient technologies due to regulatory changes raises operating costs and diminishes financial performance of energy-intensive industry sectors. The afore-mentioned statement however is losing ground for the last two decades, as new insight shows just the opposite of shareholder value loss.

     Traditionalists argue that regulatory threat increases expected future regulatory costs; firms may have to incur higher compliance costs, penalties, or liability costs (Bowen et al., 1983; Hill and Schneeweis, 1983; Blacconiere & Patten, 1994; Freedman and Patten, 2004). Regulatory threat also has a negative influence on the required rate of return because it affects not only the level of a firm’s future cash flows but also the volatility of future cash flows (Bowen et al., 1983; Hill and Schneeweis, 1983). An increase in the expected volatility of future cash flows leads to higher required rate of return than otherwise. Both a decrease in a firm’s expected future cash flows and an increase in the required rate of return work to lower the firm’s stock price. In the traditionalist view, environmental investments were often seen as an extra cost (Cohen et al., 1995). In consensus with that, Walley and Whitehead (1994) propose that instances, where environmental efforts can improve firm performance are rare. As a proponent of traditionalists, Friedman (1970) argues that any environmental expenses required for regulatory compliance are not in the best interest of shareholders and will result in degradation of firm performance and value. 

     The supporters of eco-efficiency integration find positive relationship between pollution reduction and financial performance. In the 1970s the Council on Economic Priorities found that expenses for pollution reduction have a positive correlation with financial performance among pulp and paper firms. In addition to that companies with better pollution control have higher profits and lower stock betas as Spicer (1987) finds out in his research. Pollution prevention may not only reduce disposal and mitigation costs but also avoid the cost of installing and operating pollution control devices (Hart 1995, Hart and Ahuja 1996). In favor of the positive link between environmental and financial performance, authors like Poreter and Van der Linde (1995) and Reinhardt (1999), argue that pollution reduction provides future costs savings by means of increased efficiency, reduction of compliance costs and minimizing future liabilities. In 1997 Russo and Fouts come to the same result of positive relation between improving eco-efficiency and superior financial results, comparing various financial results and an index of environmental performance developed by CEP (Council on Economic Priorities). Improvement in existing markets can be realized through the reputational benefits of positive environmental performance (Klassen and McLaughlin,1996). Dowell, Hart, and Yeung (2000) also note that the development and maintenance of stringent environmental management standards can have positive reputational effects. In 2000 Dowell et al. find higher Tobin’s q for companies that adopt environmental standards. These findings are partially supported by King and Lenox (2001), who investigate whether companies who reduce their pollution emissions earn financial gain out of it. They find an association between pollution reduction and financial gain and show that companies in cleaner industries have higher Tobin’s q. In this line of thoughts Afonso et al. (2001) study the effect of greenhouse-gas emissions on US economy. They find that energy-intensive industries respond with significantly positive abnormal returns to a regulatory event, which is in contrasts with the vision of Kyoto Protocol detractors who point to the negative effect regulation would have on the US economy. The positive effect of eco-friendly regulatory event is also supported by Ziegler et al. (2002), who document evidence, however moderate, that there is a positive relationship between environmental performance and stock return. Derwall et al. (2005), who use modern performance evaluation techniques, suggest that eco-efficient companies jointly provide anomalously positive equity returns relative to their less-eco efficient peers over the period 1995-2003.
     The majority of researches on the Kyoto Protocol and its effects agree that this international treaty will have long term implications for all its participants. Some authors believe that Kyoto Protocol will be beneficial in economic and environmental terms. Others consider it as a futile attempt to influence global warming and a costly burden for world economy. 

     Barret (1998) believes that the benefits of ratifying and undertaking Kyoto Protocol should outweigh the corresponding costs. According to him the reduction of impact Kyoto Protocol has on economies can be achieved through voluntary measures, Kyoto mechanisms and effective market solutions. When authors point out the negative economic impacts of the Kyoto Protocol they often cite the US economy. For example Shorgen (1999) considers the Kyoto Protocol as painful for national economies that ratify it. He cites Researches at Resources for Future, where the estimated cost of compliance with Kyoto targets results in a 1-2% of GDP loss annually. For US economy, ratification would mean energy cost jumps by about 25%. Another cost estimate cited by the author is done by Charles Rivers Associates who estimate about 1,4-2%  GDP losses in 2020. And even with Clean Development Mechanisms implementation, or emission trading system, the transaction costs are most likely to occur due to market friction and increase the implementation costs even more. Negative effects of the treaty are also captured from other angles: Bosello et al. (2001) analyse the Kyoto Protocol stability and its profitability, or said in other words the incentives for countries to free ride. They note that the majority of Annex I countries loose by ratifying the treaty, and many of them have an economic reason to free-ride. That means that the net benefit from letting others to reduce emissions is bigger than the net benefit from emissions reduction. Hovi et al. (2003) come to the disturbing conclusion that the implementation of the Kyoto Protocol could cost more than it would ever help to reduce the GHG emissions. They argue that the impact on global climate, due to Kyoto implementation and target achievement will be negligible. The global temperature in 2100 will be less than 0.1 degrees Celsius lower if the treaty goals are met. In other words the impact of the Kyoto Protocol is virtually zero. So the climate gains are unlikely to outweigh the costs for Annex 1 countries.
     A major concern is how much the Kyoto Protocol will cost. Some of the researchers estimate the costs in GDP, others use the marginal cost or even the emission costs on revenues. And even though each study comes up with its own projections for the future costs of ratification, all of them agree upon the fact that the cost will be mitigated if there is an effective emissions trading system accompanied with Clean Development Mechanism.
     Bater (2000) finds, as many others, that permission trading would diminish the costs of compliance with the Kyoto Protocol by about 50% for European countries. Burniaux (2002), assesses the impact of former Soviet Union countries and their dominant role as suppliers of emission rights. He concludes that if CIS (Countries form the former Soviet block) were to use their market power and use their advantage as countries below target levels specified in Kyoto, about third or even more of the expected gains from trading permits might vanish, which would mean in its turn that Kyoto Protocol implementation will be more costly. Tulpule et al. (1998) estimate the global economic impacts associated with carbon dioxide emissions reduction. Their estimations show that the increased costs to industries associated with carbon emission penalties tend to dampen the economic activity as measured by real GDP. The countries purchasing emission quotas (OECD) experience reduction in terms of GNP and consumption due to the fact that they have to transfer income to the former Soviet Union and Eastern Europe. Ellerman and Buchner (2008), Kettner et al. (2008) and Joskow and Ellerman ( 2008) also demonstrate the immediate response of investors when considering permit holding for firms directly regulated under ETS program. The authors also find that share price of the cleaner firms within the power sector perform worse than the share prices of firms with the highest emission rates. According to McKintrick and Wigle (2002) the direct effect of carbon regulation on major industries can be tested by the impact of emission costs on revenues. They find that in the event of sharp carbon decline, the largest drops in share prices are experienced by firms from the dirtiest industries. Bovenberg and Goulder (2001) and Goulder et al. (2009) assessed the most likely implications of carbon tax implementation together with a number of cap-and-trade policies on several industrial sectors. Smale et al. (2006) did the same, but he focused his attention to Europe. All studies came to the conclusion that for many industries, compensation of less than 20% of emissions would offset the profitability impacts of regulation. In their paper Bosello and Buchner (2004) show that total costs will probably be quite low proportion of GDP. In the worst-case scenario, the costs would amount to -1% of GDP in 2010. If an emission trading system is applied, those costs would drastically decline to levels of 0,2% to 0,3%. The refusal of US to ratify the Kyoto Protocol is estimated by the authors to be beneficial for the European Union and other Annex I countries by cutting the costs in a range of -67% to 100%. This is due to the fact that without the US, the emissions permit prices are likely to decrease substantially, offering potential buyers like EU “cheap” opportunity. According to Murota and Takase (2001) and their estimations, if proactive actions are being undertaken to cope with energy efficiency by means of innovation and conservation of energy, the value added to Japan’s machinery industry will rise by 0,8% and will have spill over effects of 0,7% in value added throughout the rest of Asia and 0,5% in Western Europe. The marginal costs are the major parameter, which shows how expensive Kyoto Protocol is going to be. According to Nordhaus and Boyer (1998), the marginal costs of implementing the individual targets in the protocol could be 125$ per ton of carbon around 2010. Compared to that, the marginal cost of a cost-effective Kyoto according to the authors would be around 11$ per ton. Monne and Richels (1998) predict that marginal costs could reach 240$ per ton of carbon in 2010, if each country is reaching its target without an emission trading system. For cost-effective implementation the Kyoto Protocol is estimated to cost around 70 $ per ton. Both studies confirm that implementing Kyoto without an effective emissions trading system, the marginal costs for the ratifying countries will be excessive. . According to Kainuma et al. (1998) under the Kyoto Protocol with Annex B trading system, the marginal cost is around 70$ per tonne of carbon. Edmonds et al. (1998) estimates lie between 72$ and 109$.

     The weight of marginal costs however is not equally distributed among industries and across countries, and some sectors are more affected than others. This is especially true for countries and industries dependent on fossil fuels, directly as producers, or indirectly as consumers of fossil fuels in the production process.

     The oil revenues would be most damaged by using energy taxes to reach Kyoto targets. Bartsch and Muller (2000) estimate that on average oil producers and exporters would loose 12 to 15 percent of revenues, projected for 2010. Ghasemsadeh and Alawadhi (2000) in compliance with many other studies confirm that oil and gas exporters will be major losers in terms of the impact of the implementation of the Kyoto Protocol. They estimate that even with working Kyoto Mechanisms, aiming at marginal costs reduction, the revenue losses would be vast. Those losses wont be recovered through higher prices, and would probably amount to 40-60 billion $ per annum. Knapp (2000) analyzes the Kyoto Protocol effects on coal. This paper has direct relationship to the Metal and Mining Industry because 36% of this fossil fuel resource is designated for the steel industry. Knapp discovers that the protocol will most certainly have a significant, but variable impact on coal exporting countries, which are dominated by Australia, USA and Canada. Tulpule et al (1998) note that for Australia, which has strong reliance on fossil fuels, export to energy intensive industries and has a high population growth rate. All these contribute to Australia’s above average emissions growth rate. The EU and Japan on the other hand have low-projected emissions growth. This is due to a shift into gas-fired power generation, iron and steel emissions from output are projected to fall and also the EU and Japan have low population growth, contribution to lower demand fro fuel.
3. SAMPLE SELECTION AND DATA DESCRIPTION
     The selection of the sample/samples that is/are going to be used in an event study holds a key role in the whole process. Since the data sample/s is/are the starting point of the analysis, any problems invoking undesired selection bias will damage not only the results obtained from the AR estimation models, but also the test statistics used to check the statistical significance of these results. So in order to end up with usable and bias-free sample/s, few problems have to be taken care of. 

     The data in this analysis is collected from the DataStream database. I have collected several time series and static data types for each stock. The first data type is the official daily closing price, which is the default data type for all equities. The next one is the turnover by volume, which represents the number of shares traded on a particular day. The third data type is the market value/capitalization. This is the share price multiplied by the number of regular shares. The fourth time series data type is the market-to-book value. It is defined as the market value of the ordinary (common) equity divided by the balance sheet value of the ordinary (common) equity in the company.  I also collect time series data on a number of indices. I use the DataStream value-weighted local market indices, for the industries samples, again DataStream-based, all-world, value-weighted indices are used. For the risk-free rate I used the 3 month T-bill rate.  All the data types are denominated in US dollars. The static data type is called last 30 corporate events.  It traces the last 30 corporate actions for events from 1st January 1988, for an individual stock. The types of issues included are: Rights Issue, Bonus Issue, Stock Distribution Cash Amount Equivalent, Stock Distribution, Stock Dividend, Cash Distribution, Capital Repayment, Takeover, Merger, Demerger, Exchange, Stock Split, Subdivision, Consolidation, Reverse Split and Trading Lot Size Change.

     For each stock and index I collect 255 observations. This number represents a trading sequence of stocks close to a calendar year. The number of observations is based on the event study method computational demands. So I eliminate companies that have less than 250 daily quotations before the ratification date, and less than 10 observations after the announcement date.

     All the abovementioned data types are collected for Annex I countries (industrialized countries that have ratified the Kyoto Protocol and agreed upon diminishing their greenhouse gases output levels), which are originally 33 in count. 

     After collecting the unprocessed data, I use several sample selection rules in order to evade any unwanted bias. 

     The first selection rule is that securities must be ordinary common shares, thus excluding ADRs, REITs, close-end funds and SBIs. When a stock is traded on other exchanges, only its domestic quotes are taken, where the company was established. 

     Second, I take under consideration the issue with thin trading, or also called non-synchronous trading. This is the case when market news are not immediately incorporated in the price of the stock because the stock is not traded. Calculating daily stock returns from recorded price series gives zero returns for non-trading days and relatively large positive or negative returns on days when the stock is traded. Maynes and Rumsay (1995) call these results lumped returns. When there are too many zeroes, the undesirable effect that comes out is that betas of thin-traded stocks will be lower that the betas of actively traded stocks, which will directly lead to variance underestimation and bias in the test statistics. That is why I use the lumped returns method only for thickly traded stocks, as Bartholdy et al. (2005) suggest. Thickly traded stocks are those, which are traded on more than 80% of the trading days. In order to have a sample with regularly traded stock, I use the turnover by volume data type, which indicates how many thousands of stocks were traded on daily basis. If for any stock there are more than 50 missing observations (which constitutes 20% of non-trading days), the stock is dropped from the sample. The reader might think that such a selection would induce bias, because the more traded stocks are the ones with big market capitalization. In other words, by discarding thinly traded stocks my samples are mainly consisting of large companies. Table 3 shows that this is not the case. It is obvious that for some samples the percentage of small, thickly-traded, companies is relatively high. 
----------------------------------------
INSERT TABLE 3 HERE

----------------------------------------
     The third sample selection rule is to make sure that during the selected time series period there are no other events, but the one we investigate. Even though this is hardly achievable goal, since there is no way we can possibly account for each event in the world and its effect for each stock, some adjustments can still be made. Here comes to help the DataStream composite data type of last 30 corporate events. It provides the last corporate actions for an individual stock for issues like: rights, bonuses, cash, capital repayments, takeovers, mergers, stock splits, consolidations, etc. If some stock from the sample has any of the above mentioned events occurring during the estimation and event window, then it is discarded from the sample.

     Altogether I have collected static and time series data for 939 companies, out of which 545 answered the above-mentioned criteria. Also at the starting point of the study the number of countries was 33. In the process of data collection the countries were diminished to 21, because for some of the states sufficient data on stock prices and other indicators were missing. The countries constituting the final sample are Australia, Austria, Canada, Spain, France, Greece, Italy, Japan, The Netherlands, New Zealand, Poland Sweden, UK, Belgium Denmark, Finland, Germany Norway, Portugal, Switzerland and Turkey. The countries excluded from the sample were Bulgaria, Czech Republic, Croatia, Hungary, Ireland, Latvia, Lithuania, Romania, Russia, Slovakia, Slovenia and Ukraine. Table 1 shows all the countries participating in the analysis and several descriptive statistics are given for each country’s return series distribution. It can be seen that the skewness is close to zero but excess kurtosis is present in all return series, which is a sign for non-normality.
----------------------------------------
INSERT TABLE 1 HERE

----------------------------------------
     I divide the data into several samples for the purposes of this study. The first one is the all-country sample, which consists of 545 stocks. I also create 4 industry samples. The Chemical Industry sample consists of 120 stocks, the Construction Industry has 188 securities, 108 for the Metal & Mining industry and 85 for the Oil & Gas Industry sample. I also compare 3 countries and one economic union. The countries compared are Japan, Canada, and Australia. The countries from the EU zone were grouped together and compared to the above mentioned. In my opinion the EU member states should be looked as one, due to the common economic and trading strategies of the EU towards countries outside the union. Moreover the majority of the stocks is listed on the same stock exchanges in Europe and participates in the formation of the European stock market indices. So it is very likely that the stocks will react in a relatively common manner to informational signals affecting the whole European Economic Area. This is why I think that the EU can be considered as a single entity in this analysis. The Canada sample consists of 34 securities, which is the smallest number, and for the testing of the null hypothesis a T-distribution is used, to compensate for the small number of stocks. The sample of Japan has 127 stock and those of Australia and EU respectively have 83 and 165. Table 2 consists of panel data on the descriptive statistics of abnormal returns for all samples that are being analyzed. Again skewness is close to zero, while kurtosis is always higher than 3 (as required for the normal distribution). This again is a clear sign of non-normality of abnormal returns.
----------------------------------------
INSERT TABLE 2 HERE

----------------------------------------
     For the sample to be unbiased, it has to have companies with versatile book-to-market ratios and market capitalization. It is shown by Ahern (2008) that event study methods exhibit biased results when dealing with samples grouped on the above-mentioned characteristics. Table 3 describes the size of companies and shows the percentage of small and big firms in each sample. In 3 of the samples the small caps percentage is higher but not sample predominant. For 4 of the samples the predominant percentage is for the big caps with percentage of around 40%. This is a reason for more careful interpretation of the final results. Table 3 also shows the B/M ratios for each sample. Even though for all samples there are more companies with low B/M ratio, there is no reason to consider that low B/M ratio is predominant, since its percentage gravitates around the low 20%.  
----------------------------------------
INSERT TABLE 3 HERE

----------------------------------------
     The choice of event date also is an important part of the event study process and sample formation. It has to be correctly chosen and the event that happens must be with some sort of implications for all the participating companies in the sample. Of course the event effect will be of different magnitude for different stocks, but it has to carry some causality in it. For this event study the event date I have chosen is the date of ratification for each country of the Kyoto Protocol. This means that for some countries in the sample the event date is not the same, because some states have ratified later than others. The other alternative for an event date was the entering into force of the Kyoto protocol, which happened with the ratification of Russia in October 22, 2004. However there was a solid reason for not choosing this specific date. Researchers like Kim and Lyon (2007), Keohane et al. (1993), Bernstein (2002), and Martin and Simmons (2005) have investigated the effect of international institutions and the way signing an international treaty might affect national policy, even before the treaty goes into effect. They all come to the conclusion that ratification, rather than entering of the treaty into force, has exerted pressure on national policies. This means that for a lot of countries the effect was felt right after the ratification and way before entering into force (almost all countries have ratifies before October 22, 2004, except for Turkey and Australia). So for those countries it would be useless to implement an event study with an event date way after those countries have taken measures in anticipation of the Protocol’s initiation.
4. METHODOLOGY

     The event study methodology aims to separate company specific events from market-and industry-specific events, and has often been used as evidence for or against market efficiency. If there is evidence for systematical non-zero abnormal security performance after a particular event, this would be inconsistent with market efficiency (Brown and Warner, 1980, and Fama, 1991). The event study is composed of two time frames: the estimation window and the event window. An event is defined as a point in time when a company makes an announcement or a significant market event occurs. There are four event windows that are being tested in this study. The first one is the event date itself or [Day 0], the next event window is the three day event window, which is composed of one day prior the event, the event day itself and one day after day 0. Its notation is [-1; +1]. The next one is the five day event window, [-2; +2]. And the fourth event window is the 11 day event window, [-5; +5]. The estimation window is used to determine the normal behavior of a stock’s return with respect to a market or industry index. The estimation of the stock’s return in the estimation window requires us to define a model of “normal” behavior. In this paper 5 models are being used with the idea to have more solid base for deduction. The usual length of the estimation window is one calendar year prior the event, or 252 trading days. In this paper the null hypothesis, H0, is that on and around the ratification date, the abnormal performance AR ( Abnormal Returns) or CAR (Cumulative Abnormal Returns) is equal to zero. The alternative hypothesis, H1, states that abnormal returns or cumulative abnormal returns are different from zero on or around the event date. So if the abnormal return models come up with negative or positive returns, those results will be tested for statistical significance using cutoff intervals. If those abnormal returns turn out to be statistically significant then the H0 is rejected. 
     The methodology of event studies basically consists of three major steps. The first thing to do is to estimate the abnormal returns by applying different return models. The second step is to employ tests statistics in order to see if the obtained results from the abnormal returns estimation are statistically significant. And the third step is to consider if the results from the test statistics are in favor of accepting or rejecting the null hypothesis. In this part I explain which specific models for abnormal return estimation I use and the reasons for applying them, which test statistics I incorporate to test the statistical significance of the AR results, how to test the null hypothesis and also consider the problems with committing type I and II errors and the power of the test statistics.

4.1 MODELS FOR ESTIMATION OF ABNORMAL PERFORMANCE
[image: image2.wmf]
     Before looking separately at each model, I would like to point out why the choice of estimation method is so important for the final results and conclusions in an event study. 

    If estimation models accurately capture the reality, they would produce less biased results and well specified test statistics. This in turn will significantly improve the process of making more solid and certain conclusions. If there are pricing biases in the samples of stocks, then the abnormal returns will be certainly biased as well. The reasons for such prediction biases could be many. Some of those are thin trading, skewness in the return distribution, dominance of high or low market capitalization in the sample as well as high or low book-to-market ratio. 

4.1.1 Mean Adjusted Model

  The first model for AR estimation is the Mean Adjusted Model. It implies that the stock’s mean return from the estimation window will stay the same during the event window. So for every stock “i” in period “t” the AR is estimated as the difference between the realized return of the stock and the mean return from the estimation window. It is an easy to implement model and can be quickly utilized for abnormal returns exploration. It is suitable for comparison purposes and a good starting point for an event study. Other than that the model is bound for estimation bias and may often lead to the discovery of nonexistent abnormal returns.

Return of stock “i” at time “t”:
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Average return for the estimation window:
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Abnormal return from the Mean Adjusted Model:
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Where Pi,t  is the price of stock “i”, Ri,t is the return of stock “i”, 
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 is the average return of stock “i”, N is the number of observations and 
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 is the abnormal return of stock i at day t.

4.1.2 Market Model

     The second choice for AR estimation is the Market Model. In the event study literature this is the most utilized model. It adjusts for systematic risk in estimating the stock’s AR, so the variance of AR will be related to a market index. The model parameters α and ß are estimated using OLS regression technique. The OLS regression however relies on several assumptions concerning the error terms of AR: the variance of ARs is constant over time and there is no time series correlation, in other words no heteroskedasticity and autocorrelation. However thin trading and non-normal returns can generate autocorrelation or serial correlation. Variance increase during the event window could lead to heteroskedasticity. OLS regression technique also relies on normal distribution of ARs and the evidence from empirical research shows that ARs are right skewed and leptokurtic.  Authors like Fama and French (1992) and Ahren (2009) suggest that using a simple model with only a market index as an explanatory variable will tend to discover false positive ARs for firms with high B/M ratios and false negative ARs for firms with low B/M ratio. However, the use of multifactor models offers no remedy as well. Brown and Warner (1984) find that in the presence of thin trading, more elaborate methods such as the FF3 and FF5 have only marginal benefit. They also add that the power and specification of multifactor models is very close to the OLS regression-based market model. Campbell et al. (2009) states that a simple Market Model for calculation of abnormal returns work as well as more elaborate methods and that the latter do not improve the test specification and power. 

Abnormal return from the Market Model:
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Where: 
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 is the return on an industry index, when correcting the abnormal returns for industries comparison. And 
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 are parameters estimated during the estimation window, using OLS regression.

4.1.3 Market Adjusted Model

     The third model I use to estimate ARs is the Market Adjusted Model. It is a special case of the Market Model because it imposes the restrictions that α=0 and ß=1 and it doesn’t require estimation window to calculate the model parameters. Again this model is easy to implement and gives results quickly. There is potential for estimation bias and possibility of over rejecting the null hypothesis, but authors like Campbell at al. (2009) consider it useful and an even a match to multifactor models as far as specification and power are concerned.

Abnormal return from Market Adjusted Model:
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Where 
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 is the return on the market at day t.

4.1.4 CAPM Model

     By including the risk-free rate to the general Market Model, it is implied that investors need to be compensated for bearing systematic risk in the form of risk premium above the riskless rate. The market risk premium is the expected excess return on the market portfolio, or
[image: image13.wmf])
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. This premium is sometimes referred as the equity premium. The limitations of CAPM and the Market Model are pretty much identical. Banz (1981) points out that if CAPM is used, the ARs estimated by it are too low for small firms. If the CAPM is used in a sample with firms having high P/E ratio, then the estimated ARs are too high (Basn 1983). Ahren (2008) finds negative correlation in non-random samples between market equity and estimated from the CAPM abnormal returns. Namely that firms with low market equity exhibit negative deviations from zero, and vice versa. If the sample of securities is dominated by such factors, most certainly the results will be misguiding. Yet again scholars do not find a way better model that can serve as a total replacement of Market Model and CAPM. Fama and French (1997) argue that more complex models only bring additional estimation error to the abnormal returns. Ahren (2009) points out that multifactor models have no clear-cut contribution as opposed to the standard market model.

Abnormal return from CAPM:
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Where 
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 is the risk-free rate at time t.

4.1.5 Theil’s Technique

     The last model for AR estimation is the non-parametric regression of Theil. Its usefulness is expressed in the fact that it allows for non-normality in the cross-section of ARs, which significantly diminishes the pricing bias and is reported to perform better than OLS regression because focusing on the median estimates eliminates the possibility of outlier observations to affect the model parameter estimation. After investigating the normality of the securities in the samples, it becomes clear that stocks exhibit excess skewness and kurtosis. Therefore this model is very suitable for my event study.

This method follows five steps for the”j” pair of observations that belong to the estimation window:

Step1: Sort the pairs of returns 
[image: image16.wmf]t

m

t

i

R

R

,

,

,

 into ascending order based on the values of
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Step2: Separate the data pairs into two groups based upon the median.

Step3: Calculate the following slope parameter for each of the N/2 data pairs in each group with the following expression:
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      For j=1 to N/2          (5)

Where N is the number of data items.

Step 4: Sort the calculated slope parameters into ascending order. The stock 
[image: image19.wmf]b

 will equal the median slope.

Step5: Using the slope parameters derived at the previous step, calculate the values of 
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for all data pairs. Then the stock alpha (
[image: image21.wmf]a

) is the median value of these alphas.

     As it becomes obvious sometimes a simple model can be as powerful and well specified as a complicated one. The majority of authors agree that implementing a multifactor method for estimating abnormal returns has only marginal contribution to the pricing bias and adds more estimation error. Therefore I have decided to use more simple methods rather than an elaborate one. Also the use of several models allows me to compare their results. If the majority of models come up with similar abnormal returns, the conclusions would be more definitive.  

4.2 TEST STATISTICS

     After revising the models for extraction of abnormal returns, the next step is to see whether those returns are statistically significant and therefore, is it possible to draw any plausible conclusions from them. This is done by using several test statistics some which are parametric and others that are non-parametric, implying that they are not dependent on the distributional assumptions of the excess returns. In this event study I use 3 parametric tests (Standardized Test Statistic, Cross Sectional Dependent Test Statistic and BMP Test Statistic) and 2 non-parametric (GSIGN and GRANK Test Statistics).  I use a multitude of test statistics because each one of them has some advantage and takes care of specific econometric problem, as will become clear later in this section. Another reason for using so many tests is to make conclusions more solid. If the majority of test-stats comply with each other then the conclusions for the abnormal performance will be less doubtful. According to practitioners one of the most robust and reliable test is the GRANK, followed by the GSIGN and BMP. As a whole non-parametric test are deemed more reliable than parametric tests.

4.2.1 Standardized Test Statistic (STD)

     The Standardized test statistic is the simplest test statistic I use. It accounts for heteroskedaticity in abnormal returns across firm returns by standard deviation estimation. According to Brown and Warner (1984) it is well specified if the AR distribution is normal, samples are large and randomly drawn and there is no thin trading. However, in most event studies those conditions are not met, which usually leads to considerable bias and low power of the test statistic. The empirical evidence unequivocally shows that the Standardized test over rejects the null hypothesis of no AR on the event day (or window). 

Average abnormal return:
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Standard deviation of abnormal return:

[image: image99]
Standard deviation of the adjusted for forecast error abnormal return:
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Adjusted for forecast error abnormal return:
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Test statistic for the event date:
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Test statistic for CAR window of 3 days:
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Where
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4.2.2 Cross Sectional Dependent Test Statistic (CSD)

     The CSD test statistic differs from the previous one by taking into account the cross-sectional dependence that may be present in the data. Cross-sectional dependence occurs especially if there is event-date clustering which is the case of this particular event study.

Failure to make an adjustment when cross-sectional dependence is present might lead to underestimation of the variance of the ARs, which in its turn would lead to too many rejections of the null hypothesis. 

Average of abnormal return:
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[image: image100] Standard deviation of abnormal return:                                                                                             

Standardized abnormal return:
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Cross-sectional average of the standardized abnormal return:
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Standard deviation of the cross-sectional average of the standardized abnormal return:
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Test statistic for the event date:
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Test statistic for CAR window of 3 days:
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Where
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4.2.3 Generalized Sign Statistic (GSIGN)

     As a non-parametric test the GSIGN is robust to the distributional assumptions, which makes it very useful when dealing with non-normal ARs. Campbell et al. (2009) find that the GRANK is relatively powerful, especially for 1-day stock price reaction. In terms of power it also performs very well for longer event windows and is well specified when using the market adjusted model or the market model. It is also appropriate to use in multi-country samples, where event induced variance and event clustering are present and the event window is longer. Campbell et al (2009) conclude that the GSIGN test is the most powerful and well-specified of all significance tests they apply.

Sign of the test statistic:
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 -value of the test statistic:


[image: image57.wmf]å

å

=

=

´

=

N

i

Ti

t

it

S

Mi

N

p

1

1

1

1


Test statistic for the event date:
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Test statistic for CAR window of 3 days:
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Where 
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 is the number of securities, 
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 is the number of observations in the estimation period, 
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 is the number of non-missing returns in the estimation period for security “i” and 
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 is the number of stocks in the event window for which the abnormal return or the cumulative abnormal return is positive.

4.2.4 Generalized Rank Test (GRANK)

     The GRANK test is the second non-parametric test that is being used. As the GSIGN it is also very suitable when dealing with ARs that do not obey normality. The GRANK is also robust to event induced volatility due to re-standardization of 
[image: image64.wmf]s
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 by the cross-sectional standard deviation on event days (which will become clear later). Its empirical power is higher than parametric tests as well as simple rank test, which has the weakness that in longer event windows loses power. This, however, is not the case with GRANK, which does not suffer from the reduced number of observations in the event window and avoids the under rejection symptom of rank test and parametric tests. The GRANK test is also robust to autocorrelation of ARs. 

Average abnormal return:


[image: image65.wmf]å

=

´

=

i

T

i

t

i

i

i

AR

T

AR

1

,

1


Standard deviation of abnormal return with adjustment for the forecast error:
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Standardized abnormal return:
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Cumulative abnormal return:
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Standard deviation of cumulative abnormal return with adjustment for the forecast error:
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Standardized cumulative abnormal return:
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In order to account for possible event-induced volatility, Boehmer, Mucumeci and Poulsen (1991) re-standardize the 
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 with the cross-sectional standard deviation to get the re-standardized
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Average of the standardized cumulative abnormal return:
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Standard deviation of the standardized cumulative abnormal return:
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Re-standardized cumulative abnormal return:
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Thus we use 
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 as one abnormal return and define generalized abnormal returns as follows:

Generalized standardized abnormal return:
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This means that the CAR-window is considered to be one time point in which the abnormal return (GAR) equals the re-standardized CAR, and for all other time points GAR equals the usual standardized abnormal return.

Standardized rank of the generalized standardized abnormal returns:
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Average of the standardized rank of the generalized standardized abnormal return:
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Standard deviation of the standardized rank of the generalized standardized abnormal return:
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Test statistic for the event date:
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Test statistic for CAR window of 3 days:
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Where 
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is the standardized rank for day 0. All other notations have been explained for the previous test statistics.

4.2.5 BMP Test Statistic

     The BMP [ Boehmer, Mucumeci and Poulsen (1991)] test works with data from the event window. Therefore it can consider any event induced variance and is not affected by the presence of event-date clustering. Without adjusting for event-induced volatility, the variance estimated over the estimation period underestimates the variance in the event window, causing parametric and non-parametric tests to falsely reject the null hypothesis.

Average abnormal return for the event date:
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Test statistic for the event date:
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Standard deviation of each 
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 for Market Adjusted and Mean Adjusted models:
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 Standard deviation for the Market and CAPM models, adjusted for estimation error:
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Standardized cumulative abnormal return:
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Average of the standardized cumulative abnormal return:
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Standard deviation of standardized cumulative abnormal return:
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Test statistic for CAR window of 3 days:
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Again, all notations for this test statistic have been used and explained in the previous sections.

4.3 NULL HYPOTHESIS TESTING
     In the hypothesis testing framework, there are always two hypotheses that go together, known as the null hypothesis (denoted as H0) and the alternative hypothesis (denoted as H1).The H0 is the statement or the statistical hypothesis that is actually tested. In the event study field the null hypothesis is that H0: AR=0/CAR=0, in words that the abnormal return on the event day or the cumulative abnormal return in the event window is not statistically different from zero, and H1: AR≠0/CAR≠0. This states the hypothesis that the true but unknown value of AR/CAR could be 0, is being tested against an alternative hypothesis where AR/CAR is not 0. This is known as the two sided test. There are two ways of conducting a hypothesis test: via the test of significance approach or via the confidence interval approach. In my event study I use the first one. After estimating the test statistics and defining which hypothesis are we testing, the next step is to choose a significance level, often denoted α. I use three significance levels, namely 1%, 5% and 10%. Given a significance level, a rejection and non-rejection region can be determined. If a 5% significance level is employed, this means that 5% of the total distribution will be in the rejection region, 2.5% equally on both tails of the distribution. For each significance level there is a corresponding critical value with which to compare the test statistic. The critical value will be that value x that puts 5% into the rejection region. If the test statistic lies in the rejection region then reject the null hypothesis, else do not reject it.

  The null hypothesis is usually rejected if the t-statistic is statistically significant at a chosen significance level. There are two possible errors that could be done:

(1) Rejecting H0 when it was really true-Type I error.

(2) Not rejecting H0 when it was in fact false- Type II error.

The probability of type I error is just α, the significance level or the size of the test chosen.

If the size of the test is reduced the chances of making type I error is reduced but at  the same time the chances of committing type II error are growing(not rejecting the null hypothesis at all). So there is always a direct trade-off between type I and type II errors when choosing a significance level. In practice, up to a certain level, type I errors are usually considered more serious and hence a small size of the test is chosen.

  Another important issue is the power of the test. It is defined as the probability of rejecting an incorrect null hypothesis. The power of the test is also equal to one minus the probability of a type II error. Sample size is the key to detecting situations where H0 is false and avoiding type II errors. The more information we have the less variable the results will be. So the two preventive measures to minimize the chances of type I or II error is to set a low cutoff probability for rejecting H0 and to select a large sample size to ensure that any differences or departures that really exist won’t be missed. 

 A thorough empirical analysis would also require involving a sensitivity analysis on the results to determine whether the use of different size of test alters the conclusions. If conclusions are robust to changes of the significance levels then one can be more confident in the exactness of his conclusions.

5. EMPIRICAL RESULTS

     The main research question of this study is whether the Kyoto Protocol ratification has any short-term effects on the stock price performance of Annex I countries. In order to answer this question I investigate is there evidence of abnormal performance around the ratification date, are the results showing positive or negative impacts from Kyoto Protocol ratification, and  if such performance occurs, is it statistically significant to serve as basis for further reliable elaborations. The null hypothesis that is being tested states that there is no abnormal performance around the event date. I expect abnormal return models to come up with negative ARs and CARs and t-stats to confirm that those results are statistically significant for the majority of event windows.               

     Table 4 gives the results for the two-sided hypothesis test for the whole sample. For the event date we see from Table 4a that abnormal performance estimation models come up with different returns (ranging between 0,58% and -0,88%). It has to be noted that if more than one AR estimation model has different sign it is not possible to make a solid conclusion, even in the presence of multiple rejections from the test statistics. This is the case with the event day (Table 4a): all models except for the Market Adj. Model reject the null hypothesis for the GSIGN statistic at all confidence levels. And all models except for the Market Model reject the null hypothesis for the 5% and 10 % confidence levels for the STD. The Mean and Market Adj. Models both reject the null at the 10% level for the BMP. However the lack of conformity between estimation models’ ARs and CARs does not allow concluding if there is existing statistically significant abnormal performance. 
----------------------------------------
INSERT TABLE 4a HERE

----------------------------------------

     Table 4b shows the results from the 3 day event window. All models, but the Mean Adjusted Model, show very close in sign and in value abnormal returns (0,31% to 2,29%). If we take a look at the test statistics we see that 4 out of 5 models show rejection of the null for the GSIGN at the 10% level. 4 out of 5 models find that BMP rejects at5 and 10 % and the same goes for the STD as well. For all models except for the Mean Adjusted Model, the BMP and STD results are pretty much the same. For the 3 day event window I find strong evidence of positive abnormal performance, even though it might be economically insignificant. If the majority of test statistics (at least three) for the given model are in compliance with each other, then it could be determined that the abnormal performance model under scrutiny exhibits statistically significant abnormal returns for the given event window. At the next stage we compare if different that abnormal performance estimation models and their test statistics exhibit similar results. Again, if for the majority of models, again at least three of them, the same test statistics are persistent and are insensitive to confidence level changes, then it can be concluded that for the given event window there is a strong statistical evidence of abnormal performance and the conclusion could be deemed as more reliable.
----------------------------------------
INSERT TABLE 4b HERE

----------------------------------------

     Table 4c shows the results for the 5 day event window. Again, it can be observed that some abnormal performance estimation models find negative CARs, while the rest find positive CARs. The greatest difference is between Theil and CAPM models, 3,12% and -2,11% respectively. Again the negative sign of the CAPM model could be explained with the higher risk premium demanded, while Theil’s model is based on the market model regression, but outlier observations are not considered and median values are used to estimate the parameters. In this way very high or low returns are not included in the estimation of parameters. We can not elaborate on the rejection rates again, because of the lack of unity among the abnormal return models and their mixed estimates. So it can not be judged that there is statistically significant abnormal performance for the cumulative period of 5 days.
----------------------------------------
INSERT TABLE 4c HERE

----------------------------------------
     Table 4d shows the results for the longest event window of 11 days. Again no unity in signs for the different abnormal performance estimation models is observed, and there is even higher difference between Theil and CAPM, due to the cumulative nature of abnormal returns. Based on those differences among return measures, we can not make conclusions yet again about the existence of abnormal returns even if there are many rejections of the null hypothesis, which is the case here. Looking at Table 4d it can be seen that 5 models and 4 t-stats confirm rejection of the null hypothesis, but in support of either negative or positive returns. This does not allow rejecting the null hypothesis because it would mean that during the event window there is negative and positive abnormal performance. Of course this is not possible. So for the whole sample it can be concluded that there is evidence of positive abnormal performance for the 3 day event window. Abnormal performance estimation models are coming pretty much to the same CAR results and these results show strong statistical significance across test statistics. For the other event windows conclusions can not be made due to differences in the CARs’ signs.
----------------------------------------
INSERT TABLE 4d HERE

----------------------------------------
     Table 5 shows the results for the Chemical Industry. For all event windows, except for the longest one, the abnormal return estimation models discover positive abnormal performance, even though it is of negligible economic magnitude. It ranges between 0,03% to 4,46%. Looking at Table 5a, the results unequivocally show that abnormal performance at Day 0 is absent. For the Mean Adj. Model and CAPM the null is only rejected by the GSIGN t-stat at 5% and 10 % confidence levels. 
----------------------------------------
INSERT TABLE 5a HERE

----------------------------------------

     The same trend continues for the 3 day event window, (Table 5b). For the Market Adj. Model the null is rejected by STD at 10%, by GSIGN at 5% and 10%, and at all levels by the BMP. For the Market Model the null is rejected for the GSIGN at 10%, and for the BMP at all levels. For the CAPM the null is rejected only by GSIGN at 10 %. And for the Theil Model the null is again rejected only by GSIGN at 10%. Again the results across models and t-stats are not strong at all to acknowledge any abnormal performance. 
----------------------------------------
INSERT TABLE 5b HERE

----------------------------------------

     For the 5 day event window the rejection rate is even lower (Table 5c). For the Mean Adj. Model the null hypothesis is not rejected by any test statistic. For the Market Adj. Model the null is rejected only by the BMP at 5% and 10 % confidence levels. For the Market Model and for the CAPM the null is not rejected again by any t-stat. For the Theil Model the null is rejected at all levels by the GSIGN test. 
----------------------------------------
INSERT TABLE 5c HERE

----------------------------------------

     For the longest event window [-5; +5] we can not make any conclusions because some abnormal performance estimation models predict positive CARs while others, like CAPM and the Mean Adj. Model, show negative CARs. It can be said for the Chemical industry that test statistics do not confirm that there is abnormal performance for none of the event windows. The null hypothesis is rarely rejected, and there is no visible consistency across t-stat measures. 

     Table 6 shows the results for the Construction industry. From the returns, represented by the abnormal performance estimation models, it can be seen that consistency in terms of positive or negative returns is exhibited for the event date itself and for the 3 day event window, (Table 6a and Table 6b). The rest of the event windows (Table 6c and Table 6d) exhibit mixed, negative and positive, CARs and is useless for them to be tested for statistical significance. From Table 6a it can be seen that for the Mean Adj. Model the null hypothesis is rejected at the 1% level by the GSIGN and the BMP and for the CAPM the null is rejected at 5% and 10 % by the GSIGN and BMP. For the Theil Model the GSIGN rejects the null for 5% and 10%.Evidently the GSIGN t-stat rejects at 5% and 10 % for 3 models, and this is the most persistent measure for day 0. However it is not backed up by other t-stats except for the BMP for two models, but still this evidence is not enough to conclude that for the given event window, the models’ estimates of abnormal performance are statistically significant.
----------------------------------------
INSERT TABLE 6a HERE

----------------------------------------

     From Table 6b we see that the rejection rate drops even more for the 3 day event window. For the Market Adj. Model the null is rejected at 10% only by GSIGN. For the Theil Model the null is rejected only by STD at 5% and 10 % levels. The results unequivocally show that the construction industry does not exhibit abnormality in returns around the event date. For the one and three days event windows the test statistics show very small number of rejections of the null hypothesis and even when rejections occur, they are not persistent across all models. 

----------------------------------------
INSERT TABLE 6b HERE

----------------------------------------
     Table 7 shows the results for the Metal & Mining industry. Tables 7a and 7d both show that the abnormal performance estimation models find different in sign abnormal returns. Again the greatest difference is between Theil and CAPM, which is showing across the results on a regular basis. Tables 7b and 7c show the results for the 3 and 5 day event windows. The majority of models agree on the sign of CARs in those two periods, so we can continue with the elaborations for the test statistics. Table 7b shows that for the CAPM the null is rejected at the 1% level by CSD and at the 5% and 10 % by BMP. For the Theil Model the null is rejected at the 1 % level by the STD and CSD. 
----------------------------------------
INSERT TABLE 7b HERE

----------------------------------------
     For the 5 day event window (Table7c), for the Mean Adj. Model the null is rejected only by the GSIGN at the 10 % level. For the CAPM the null is rejected at the 1% level by STD and BMP and at the 10 % level for the GSIGN. 
----------------------------------------
INSERT TABLE 7c HERE

----------------------------------------

Again the rejections results are inconsistent across models and t-stats so it can be concluded that there is no statistically significant abnormal performance for both periods, namely the 3 and 5 day event windows. This automatically means that there is not enough evidence to reject the null hypothesis for any of the event windows, so the existence of abnormal performance for the Metal & Mining industry can not be confirmed by the results in Table 7.

     Table 8 shows the results for the Oil and Gas industry. Unity among estimation models can be observed only for the 3 day event window as can be seen from Table 8b. The majority of models agree on the sign of CARs. For the rest of the event windows the results are mixed with positive and negative C/ARs. The only interpretation can be made for the 3 day event window. From Table 8b it can be seen that for the 3 day event window the null is rejected only by the GSIGN at 5% and 10 % for the Mean Adj. Model. For the CAPM the null is rejected at 1% by STD and BMP. And for the Theil the null is only rejected for the 5% and 10 % by STD. 
----------------------------------------
INSERT TABLE 8b HERE

----------------------------------------
This industry, similarly to the previous ones, did not show convincing results pointing towards the existence of abnormal performance for any event window.
     Table 9 gives the results for Australia. There is not a single event window for which we can see consistency of either positive or negative C/ARs. The mixed results from the abnormal performance estimation models can be due to the volatility of the return series. This specific sample has one of the highest volatilities as can be seen from table 2, panel 9. Other than that the rejection rates are very high. But if we don’t pay attention to the sign of the estimated abnormal returns, and accept their statistical significance, that would mean we justify the existence of both negative and positive abnormal performance for the same event window, which doesn’t make sense at all. So based on those facts it could be said that there is no evidence of abnormal performance for the Australian sample.

     Table 10 shows the empirical results for Canada. This sample shows very clean results in terms of C/AR estimates. There is unity among abnormal performance models for all event windows. Also the ARs and CARs estimated by different models are very close and this gives a solid foundation for further elaborations of their actual statistical significance. From Table 10a we can see that for day 0, for the CAPM the null is rejected at 5% and 10 % levels by STD and GSIGN and at 10% by BMP. For Theil Model the null is rejected at 10% by the GSIGN. 
----------------------------------------
INSERT TABLE 10a HERE

----------------------------------------
     For the 3 day CAR window (Table10b) the only model rejecting the null is the CAPM at 10% for BMP. 
----------------------------------------
INSERT TABLE 10b HERE

----------------------------------------
     For the 5 day event window (Table10c) the Market Adj. Model rejects at 5% and 10 % for the BMP. The CAPM rejects the null at 5% and 10 % for the GSIGN and at 1% for the BMP. Theil Model rejects at 10% for BMP. 
----------------------------------------
INSERT TABLE 10c HERE

----------------------------------------

For the longest event window [-5: +5], Table 10d the only model rejecting the null is the CAPM at 1% for GSIGN and BMP and at 5 and 10% for STD. 
----------------------------------------
INSERT TABLE 10d HERE

----------------------------------------
The results from all event windows show that no statistically significant abnormal performance exists for the given sample. Moreover the abnormal performance estimation models estimates conform to those conclusions, showing low magnitude C/ARs, of no economical significance whatsoever.  
     Table 11 gives the results for Europe. The European sample is also relatively a “clean one”. For all event windows there are no drastic differences between estimation models’ C/ARs. Tables 11a and 11b find that for the 1 and 3 day event windows the returns are negative while for the 5 and 11 days event windows the results are positive. Unfortunately these estimations cannot be backed by the test statistics, because rejection rates are rather poor. For day zero (Table 11a), for the Mean Adj. Model the null is rejected at 5% and 10 % by BMP. For the Market Adj. Model the null is rejected at 5% and 10 % by the GSIGN and at 10% by the BMP. For the CAPM the null is rejected by STD at 10% and by BMP at 5% and 10 % confidence levels. 
----------------------------------------
INSERT TABLE 11a HERE

----------------------------------------
From this it can be said that no abnormal performance is detected by the t-stats for the one day event window. For the 3 day event window (Table 11b) the abnormal performance estimation models show cumulative returns even lower than the event date itself. For the Market Adj. Model the null is rejected at 1 % by the GSIGN and BMP and at 5% and 10% levels by STD. For the Market Model the null is rejected at the 10 % level by GSIGN and BMP. And for the Theil Model the null is rejected at 5% and 10% by the GSIGN t-stat. 
----------------------------------------
INSERT TABLE 11b HERE

----------------------------------------
The number of rejections for different t-stats and their persistence across models does not imply that the estimated CARs are statistically significant. 
     For the 5 day event window (Table 11c), for the Mean Adj. Model the null is rejected at 5% and 10 % for STD and at 1% by BMP. For the Market Adj. Model the null is rejected at 5% and 10 % by STD and at the 1% level by the GSIGN and BMP. For the CAPM the null is rejected at 5 and 10 % by BMP. For the Theil Model the null is rejected at 1 % by the GSIGN. Even though the BMP test is rejecting the null for 3 models with consistency, the other t –stats do not exhibit such behavior and so there is no supportive evidence that statistically significant abnormal performance exists.
----------------------------------------
INSERT TABLE 11c HERE

----------------------------------------
     For the 11 day event window (Table 11d), for the Mean Adj. Model the null is rejected at 5% and 10 % by STD and BMP. For the Market Adj. Model the null is rejected at 5% and 10 % for the STD and at 1 % by GSIGN and BMP. For the CAPM the null is rejected only at 10 % by BMP. For the Theil model the null is rejected at 1% by the GSIGN. 
----------------------------------------
INSERT TABLE 11d HERE

----------------------------------------
Again, the evidence from the rejection rates that the abnormal performance is statistically significant is not strong enough. So for the whole European sample there is not enough solid evidence to confirm the existence of abnormal performance.

     Table 12 shows the results for Japan. The first impression is that for all event windows the abnormal performance estimation models find negative abnormal returns. Exceptions are the Market and Market Adj. Models (Table 12a). And Tables 12b and 12c where the CAPM predicts positive CARs. For the 3, 5 and 11 day event windows the majority of models agree upon the negative sign of CARs as can be seen from Tables 12b-12d.   
     For day 0 (Table 12a), for the Mean Adj. Model the null is rejected at 5% and 10 % by STD and at 1 % by GSIGN and BMP. For the Market Adj. Model the null is rejected at 10 % by BMP. For the CAPM the null is rejected by GSIGN and BMP at the 1 % level. For the Theil the null is rejected at 5% and 10 % for the STD and at the 1 % level by GSIGN and BMP. For 3 models 3 test statistics show persistence in rejecting the null and what is more important at the 1 % level, so it can be inferred that there is statistically significant negative abnormal performance at day 0. 
----------------------------------------
INSERT TABLE 12a HERE

----------------------------------------
     For the 3 day event window (Table12b), for the Mean Adj. Model the null is rejected at 1 % level by GSIGN and BMP. For the Market Model the null is rejected at 5% and 10 % by the GSIGN. For the CAPM the null is rejected at the 1 % level by STD and BMP. For Theil the null is rejected at 1 % level by GSIGN and BMP. Again for 3 models we have the persistency of 2 test statistics at the 1% confidence level. This time the results are not backed by the STD test, so we have the majority of t-stats not rejecting the null. So the scales are tipped to the side of no statistically significant abnormal performance. 
----------------------------------------
INSERT TABLE 12b HERE

----------------------------------------

     For the 5 day event window (Table 12c), for the Mean Adj. Model the null is rejected at 1 % level by STD, GSIGN and BMP. For the Market Adj. Model the null is rejected at 5% and 10 % by the BMP. For the Market Model the null is rejected at 10 % by STD, at 1% by GSIGN and at 5% and 10% by the BMP. For the CAPM the null is rejected at the 1% level by STD, GSIGN and BMP. For the Theil Model the null is rejected at 1 % gain for the STD, GSIGN and BMP tests. All models show rejection rates. For 3 models the rejections are at the 1 % level and are exhibited by 3 test statistics. Even the Market Adj. Model shows some rejections, and normally it is not rejecting at all. So we can conclude that for the 5 day event window we have statistically significant negative abnormal performance.
----------------------------------------
INSERT TABLE 12c HERE

----------------------------------------
     For the 11 day event window (Table12d), for the Mean Adj. Model the null is rejected at 1% level by the STD, GSIGN and BMP. For the Market Model the null is rejected at 5% and 10 % by GSIGN and BMP. For the CAPM the null is rejected at 10 % by STD and at 5% and 10 % by GSIGN and BMP. For Theil the null is rejected at 10% by STD and at 1 % level by GSIGN and BMP. The null is rejected at the 10 % level by STD for 3 models. The null is rejected at 5% and 10 % by GSIGN and BMP for four models. The 3 tests show some persistency across models and only STD is sensitive to the size of the test. All in all it can be inferred that the results are showing statistically significant negative CARs but still we have to be cautious about final judgment.
----------------------------------------
INSERT TABLE 12d HERE

----------------------------------------
 For the 1 and 5 day event windows the results show that there is strong evidence for statistically significant negative abnormal performance. This is backed up by 3 models and 3 tests across models, rejecting the null at all confidence level. There is sensitivity robustness to change of confidence levels, so the conclusions can be more valid. For the other event windows of 3 and 11 days there are some results in favor of negative abnormal performance significance, but no conclusions can be made.

6. CONCLUSIONS
    This study has investigated the short term implications and the effect of the Kyoto Protocol ratification on a wide variety of publicly traded companies. This was the main research question. In order to answer it, I have tested if there was abnormal performance around the ratification date, and if that performance was negative and statistically significant. Thus we could see what the overall reaction of the market is and how investors react to environmental regulation. The research was targeted at stocks that belong to industry sectors, deemed to be GHG-intensive. In other words I have tried to investigate if the informational signal of the ratification event affected the stock prices of companies that are serious polluters. 

   My research has added value to the topic of the Kyoto implications, by performing a short-term analysis, which hasn’t been done before. The other thing that contributes to this specific area of research is the incorporation and comparison of four industries, while the majority of papers deal with a single industry at a time. The study also investigates the short-term implications for Australia, which is the latest member of the protocol’s signatories.

    The approach that has been used in the paper is called an event study. Its main objective is to determine if a particular event/informational signal has any affect on companies’ stock- price performance. Distinctive features of the event study are the estimation and the event windows. The first one is used to determine the normal stock price behavior, while the second is the time frame around the event itself, and is used to estimate the occurrence of abnormal performance. In order to capture the presence of abnormal performance, an array of five AR estimation models is being used. After that tests for statistical significance are being run. Those are called test statistics. In this paper I have used five of them, three parametric and two non-parametric tests.

    The null hypothesis claims that on the event date/during the event window, there is no abnormal performance. The alternative hypothesis H1 claims that there is abnormal performance on the event date/during the event window. For testing the null the two-sided test is used, since the both AR/CAR<0 and AR/CAR>0 are assumed under the alternative hypothesis.

    The first main finding is that there is evidence of abnormal performance, judging from the two-sided tests of the null hypothesis. Statistically significant abnormal returns are detected in the whole sample, which comprises all countries and industries in this analysis. Those results correspond to the 3 day event window, consisting of one day prior the event, the event date itself and one day after the event date [-1; +1]. This is an indication that market participants are reacting to the informational signal of Kyoto ratification and trade on it. Even though the evidence of abnormal performance is present, the estimation models predict close to zero abnormal returns. On its behalf, this shows that despite the statistical significance of the abnormal returns, their economical significance is virtually unnoticeable. This would imply that markets are not highly disturbed by the news of ratification and investors do not consider the news as a high-alert trading signal. Evidently market players do not worry that the ratification of Kyoto will pressure energy-intensive companies and result in loss of firm value. An alternative explanation could be that investors expect long-term rather than short-term effects from the Protocol’s ratification. But to test this statement I need a way longer estimation and event windows, which is beyond the scope of this particular research. It must be noted that those results do not imply market efficiency (which is expressed in the lack of abnormal returns and instant incorporation of any news into the price of a stock). After all, even though the abnormal performance is minimal, it exists and is statically significant. This main finding answers the first main question, namely is there abnormal performance around the announcement date of the Kyoto Protocol ratification.

    The second main finding is that results show that negative abnormal performance is hard to be validated. For the whole sample only the 5 day event window displays some abnormal performance evidence but it is not conclusive. It would be more accurate to say that as a whole the market doesn’t react negatively to the news of ratification. It seems that in general investors are not afraid that GHG regulation policies will significantly affect in a negative way the stock prices of major polluters from the four industries. This result gives answer to the second research question, which was asking if the impact from Kyoto would be positive or negative. It is exactly the opposite to the expectations of this paper and its author. Still it makes sense. This finding is in support of the new trend of researches on environmental regulations which state that environmental regulations actually have positive effects on energy-intensive companies.

    The third finding of the paper is that all industries exhibit lack of substantial evidence of abnormal and negative performance. Comparing them, it can be seen that all four show inconsistency of rejection rates among event windows and test statistics. Even unworthy of drawing solid conclusions, the results still can undergo several interesting interpretations, based on the number of rejections for both sets of hypotheses. Arguably there are some differences between sectors, which is in line with the expectations of the paper and other authors, that different industries will be impacted at a different scale. The chemical industry exhibits the fastest incorporation of the news of ratification into the stock prices of companies. This relatively higher sensitivity to information is probably due to the high level of pollution abatement capital expenditures that companies in this industry have to deal with. It is only preceded by the petroleum products industry sector. The highest level of rejections for the two-sided test is demonstrated by the Oil & Gas industry, which is also an expected reaction. This is also supported by other studies, projecting the expectation that the Oil and Gas sector will be hit by major revenue losses due to environmental regulation. The Metal & Mining industry seems most unaffected, compared to the other three. It exhibits the lowest number of rejections. A reason for this could be the ability of mining companies to turn their production facilities quickly towards recycling activity, which is deemed to be one of the growth sectors in the future. For the construction industry it may arguably be implied that investors do trade on the signal, but the trend is not negative. It seems market participants do not consider environmental regulation to be detrimental to industry profits. This doesn’t come as big surprise, because the greatest producers of cement, consequently polluters (China, India, US, Brazil), haven’t ratified the Kyoto protocol.

    The fourth main finding implies that Japan shows enough substantial and consistent rejections of the null hypothesis for the two-sided test across test statistics and performance measures for the one and five day event windows. As far as this country is concerned, the market participants trading on the local stock markets are obviously not indifferent to the news of Kyoto Protocol ratification. It seems that investors think that the ratification of Kyoto and the following regulation policies will have serious implications on the local economy. As an addition, from the two-sided tests of the null hypothesis, it becomes clear that the reaction towards the Kyoto ratification is negative. Obviously the heavy reliance of Australia on fossil fuels and its tight export relations with Japan as a major buyer makes Japan vulnerable to emission abatement policies, as an effect of the Kyoto ratification. The reduced quantities of output and the higher production cost of fossil fuels will cost more money to energy intensive sectors in Japan. These results comply with the expectations of this analysis and are also in line with other authors’ papers on the implications of Kyoto Protocol.

    For the whole event study it can be said that there is evidence of abnormal performance and some cases of negative abnormal performance. Looking at the bigger picture, it seems that markets still look undisturbed by the ratification of the Kyoto Protocol and in a short term period, investors generally do not see any detrimental effects on GHG intensive companies. This could be because the mitigation policies are still discussed and are under construction so to speak. Also the Emissions Trading Scheme hasn’t showed its full potential and we are still in the wake of the first period of Kyoto implementation. It seems that the idea of environmentally-friendly corporate behavior is still not a major determinant in the strategy of investing.

   At the end I would like to point out some limitations of this research. First it has to be taken into consideration that some of the findings of the study could be interpreted in a different fashion. One of the most reliable test statistics in the present methodology of event studies is the GRANK test. In my study its numbers gravitate close to one for all samples and all event periods. It doesn’t reject the null even once for all test of the null. Another thing to be considered is the way abnormal returns are estimated. In this paper the performance models often predict different values by number and sign, and this makes conclusions even more obscure and harder to make. For future research it can be recommended that a single, more elaborate method is used. 

Table 1 
Table 1 shows all the countries participating in the analysis and several descriptive statistics are given for each country’s return series. The table shows the number of stocks that a country participates with, its percentage of the whole sample, as well as the descriptive statistics of the return distribution.

	Country
	Number of Stocks
	% of Overall Sample
	Mean Return
	Standard Deviation
	Skewness
	Kurtosis

	Australia
	90
	16.5 %
	0,12%
	0,04
	0,28
	4,61

	Austria
	5
	0.9 %
	-0,02%
	0,01
	-0,09
	3,46

	Belgium
	7
	1.2 %
	0,09%
	0,02
	0,71
	7,14

	Canada
	34
	6.2 %
	0,00%
	0,03
	0,03
	3,77

	Denmark
	3
	0.5 %
	0,12%
	0,02
	1,14
	11,39

	Finland
	8
	1.4 %
	0,14%
	0,02
	-0,39
	8,89

	Germany
	25
	4.58 %
	-0,13%
	0,03
	-0,23
	6,56

	Norway
	5
	0.9 %
	0,02%
	0,02
	0,033
	4,63

	Portugal 
	7
	1.2 %
	0,03%
	0,01
	0,16
	7,80

	Switzerland 
	15
	2.75 %
	-0,03%
	0,02
	0
	4,39

	Turkey
	41
	7.52 %
	-0,14%
	0,04
	-0,10
	2,96

	Spain
	17
	3.1 %
	0,06%
	0,01
	-0,02
	4,83

	France 
	34
	6.2 %
	-0,01%
	0,02
	-0,25
	6,34

	Greece
	34
	6.2 %
	-0,03%
	0,02
	0
	3,19

	Italy 
	12
	2.2 %
	0,00%
	0,02
	-0,28
	4,18

	Japan
	137
	25 %
	-0,06%
	0,03
	0,08
	3,61

	Netherlands
	8
	1.4 %
	0,03%
	0,02
	0,08
	5,14

	New Zealand
	4
	0.7 %
	0,12%
	0,01
	-0,34
	3,33

	Poland
	14
	2.56 %
	-0,09%
	0,02
	-0,19
	5,28

	Sweden
	14
	2.56 %
	0,08%
	0,02
	-0,12
	4,33

	UK
	31
	5.68 %
	0,03%
	0,02
	-0,21
	12,75


Table 2

Table 2 consists of panel data on the descriptive statistics of abnormal returns (AR). There are 9 panels of descriptive statistics. Each one represents a sample that has been tested and shows the descriptive statistics for the abnormal returns obtained from the five estimation models. 

Panel 1
	WHOLESAMPLE
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,03
	
	0,01
	
	4,92

	Market Adj. Ret.
	
	0,01%
	
	0,02
	
	0,16
	
	4,17

	Market Model
	
	0,00%
	
	0,02
	
	0,15
	
	5,057

	CAPM Model
	
	0,75%
	
	0,08
	
	0,13
	
	5,86

	Theil's Model
	 
	0,18%
	
	0,05
	 
	0,02
	 
	4,54


 Panel 2

	CHEMICAL IND.
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,02
	
	0
	
	5,29

	Market Adj. Ret.
	
	0,00%
	
	0,02
	
	0,15
	
	4,45

	Market Model
	
	0,00%
	
	0,02
	
	0,15
	
	5,41

	CAPM Model
	
	-0,12%
	
	0,11
	
	0,04
	
	4,35

	Theil's Model
	 
	0,17%
	 
	0,04
	 
	-0,07
	 
	4,36

	Panel 3
	
	
	
	
	
	
	
	
	

	CONSTRUCTION IND.
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,02
	
	-0,07
	
	5,34

	Market Adj. Ret.
	
	0,02%
	
	0,02
	
	0,10
	
	4,20

	Market Model
	
	0,00%
	
	0,02
	
	0,07
	
	5,44

	CAPM Model
	
	-0,04%
	
	0,07
	
	0,20
	
	7,17

	Theil's Model
	 
	0,10%
	 
	0,04
	 
	0,02
	 
	4,42

	Panel 4
	
	
	
	
	
	
	
	
	

	METAL&MINING IND.
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,03
	
	0,11
	
	4,08

	Market Adj. Ret.
	
	-0,01%
	
	0,03
	
	0,31
	
	4,01

	Market Model
	
	0,00%
	
	0,03
	
	0,32
	
	4,39

	CAPM Model
	
	-1,06%
	
	0,09
	
	0,10
	
	6,16

	Theil's Model
	 
	0,37%
	 
	0,05
	 
	0,05
	 
	4,40

	Panel 5
	
	
	
	
	
	
	
	
	

	OIL&GAS IND.
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,03
	
	0,12
	
	5,00

	Market Adj. Ret.
	
	0,01%
	
	0,03
	
	0,17
	
	4,53

	Market Model
	
	0,00%
	
	0,03
	
	0,14
	
	4,96

	CAPM Model
	
	-2,09%
	
	0,06
	
	0,17
	
	5,58

	Theil's Model
	 
	0,17%
	 
	0,06
	 
	0,15
	 
	5,76


	Panel 6

JAPAN
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,03
	
	0,08
	
	3,71

	Market Adj. Ret.
	
	0,00%
	
	0,02
	
	0,20
	
	3,52

	Market Model
	
	0,00%
	
	0,02
	
	0,20
	
	3,88

	CAPM Model
	
	0,43%
	
	0,18
	
	-0,18
	
	2,59

	Theil's Model
	 
	0,03%
	 
	0,04
	 
	0,08
	 
	3,37

	Panel 7
	
	
	
	
	
	
	
	
	

	EURO
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,02
	
	-0,15
	
	6,37

	Market Adj. Ret.
	
	0,03%
	
	0,02
	
	0,11
	
	4,98

	Market Model
	
	0,00%
	
	0,02
	
	0,05
	
	6,39

	CAPM Model
	
	0,06%
	
	0,02
	
	0,31
	
	11,04

	Theil's Model
	 
	0,02%
	 
	0,04
	 
	-0,08
	 
	4,68

	Panel 8
	
	
	
	
	
	
	
	
	

	CANADA
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,03
	
	0,03
	
	3,77

	Market Adj. Ret.
	
	0,04%
	
	0,03
	
	0,02
	
	3,19

	Market Model
	
	0,00%
	
	0,03
	
	0,04
	
	3,67

	CAPM Model
	
	0,12%
	
	0,03
	
	-0,16
	
	3,82

	Theil's Model
	 
	0,03%
	 
	0,05
	 
	0,02
	 
	2,28

	Panel 9
	
	
	
	
	
	
	
	
	

	AUSTRALIA
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Performance Measure
	Mean AR
	 
	Stand. Dev.
	Skewness
	Kurtosis

	Mean Adj. Ret.
	
	0,00%
	
	0,04
	
	0,29
	
	4,81

	Market Adj. Ret.
	
	0,02%
	
	0,04
	
	0,27
	
	4,72

	Market Model
	
	0,00%
	
	0,04
	
	0,30
	
	4,78

	CAPM Model
	
	4,01%
	
	0,04
	
	0,30
	
	4,71

	Theil's Model
	 
	1,16%
	 
	0,07
	 
	0,25
	 
	8,07


Table 3

     The left side of Table 3 describes the size of companies in each sample. For each sample the table shows how many companies are considered to be small caps and how many big caps [Small/Big (#)]. The table also shows what the percentage of small or big companies is in each sample [Small/Big (%)]. The principle on which the size is based is of general nature and it states that small caps are companies between 100$ million and 1$ billion. Big caps are in the range of 10$ billion to 100$ billion. 
     The right side of Table 3 describes the data in each sample in terms of high or low book-to-market ratio. It gives information about the number of companies in each sample considered to have high or low B/M ratio, [High/Low (#)], and their percentage from the sample [High/Low (%)]. The distinction principle is based on the mean value in each sample. Companies, having twice the mean value or more, are considered to have high B/M ratio. Companies, having two times lower value than the mean or less, are considered to be with low B/M ratio.

	Type of Sample
	 
	Market Capitalization
	 
	 
	Book-to-Market Ratio

	 
	
	
	
	
	
	
	
	
	 

	 
	Small(#)
	Small (%)
	Big (#)
	Big (%)
	
	Low (#)
	Low (%)
	High (#)
	High (%)

	 
	
	
	
	
	
	
	
	
	 

	Whole Sample
	125
	23%
	150
	27,50%
	
	142
	26%
	57
	10,50%

	Chemical Ind.
	41
	34%
	49
	41%
	
	18
	14,80%
	6
	5%

	Construction Ind.
	47
	25%
	85
	45%
	
	43
	22,70%
	26
	13,60%

	Metal & Mining Ind.
	30
	28%
	49
	45%
	
	25
	23%
	17
	15,30%

	Oil & Gas Ind.
	30
	36%
	15
	18%
	
	8
	9,50%
	6
	7%

	Australia
	17
	20%
	15
	18,10%
	
	20
	24%
	7
	8%

	Canada
	13
	38%
	5
	12%
	
	10
	31%
	4
	12,70%

	European Union
	69
	42%
	20
	12%
	
	41
	25%
	13
	8%

	Japan
	34
	27%
	56
	44%
	 
	26
	20,50%
	9
	7%


Table 4a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day zero for the entire sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR 

Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,27%
	-2,13**


	-4,54***


	-1,00

	-68,16***

	-0,44


	Market Adj. Model
	0,27%


	1,98**


	1,26

	-0,99

	1,87*

	0,59


	Market Model
	0,25%


	1,52

	-7,35***


	-0,99

	1,02

	0,61


	CAPM Model
	-0,88%


	-2,40**


	-2,09**


	-0,99

	-2,85***


	-0,13


	Theil Model
	       0,58%


	1,19

	-1,49

	-0,96

	1,42

	0,82



Table 4b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3day event window for the entire sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,16%
	-0,68
	-1,94*
	-1,00
	-0,81
	-0,14

	Market Adj. Model
	0,31%
	2,31**
	2,61***
	-0,99
	2,82***
	0,40

	Market Model


	0,49%
	3,11***
	2,39**
	-0,99
	3,05***
	0,69

	CAPM Model


	0,85%
	-4,48***
	1,35
	-0,99
	-3,85***
	0,07

	Theil Model


	2,29%
	3,52***
	-1,97**
	-0,97
	2,08**
	1,88*


Table 4c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the entire sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,19%
	-1,46
	-1,97**
	-1,00
	-1,80*
	-0,13

	Market Adj. Model
	-0,07%
	1,27
	1,96**
	-0,99
	1,41
	-0,06

	Market Model
	0,00%
	1,48
	1,33
	-0,99
	0,40
	0,00

	CAPM Model
	-2,11%
	-8,80***
	-1,19
	-1,00
	-5,67***
	-0,15

	Theil Model
	3,12%
	4,03***
	-4,53***
	-0,97
	1,55
	2,00**


Table 4d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the entire sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,57%
	-1,40
	-1,89*
	-1,00
	-2,05**
	-0,27

	Market Adj. Model
	0,16%
	1,85*
	2,01**
	-0,99
	2,36**
	0,10

	Market Model
	0,88%
	1,99**
	3,79***
	-0,99
	2,58**
	0,64

	CAPM Model
	-13,97%
	-14,40***
	-4,03***
	-1,00
	-7,05***
	-0,67

	Theil Model
	7,98%
	7,07***
	-6,16***
	-0,97
	1,66*
	3,43***


Table 5a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the chemical industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,21%
	-0,84
	-2,01**
	-1,00
	-0,28
	0,29

	Market Adj. Model
	0,41%
	0,52
	0,05
	-0,99
	1,57
	0,95

	Market Model
	0,03%
	-0,69
	-0,90
	-0,99
	0,34
	0,07

	CAPM Model
	-0,64%
	-0,54
	-2,10**
	-0,99
	-0,56
	-0,06

	Theil Model
	0,74%
	0,03
	-0,53
	-0,97
	0,59
	0,70


Table 5b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the chemical industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,40%
	0,16
	-0,31
	-0,99
	0,79
	0,32

	Market Adj. Model
	0,81%
	1,64*
	2,01**
	-0,99
	3,25***
	1,07

	Market Model
	0,80%
	1,40
	1,71*
	-0,99
	2,72***
	1,14

	CAPM Model
	4,46%
	0,52
	1,79*
	-0,99
	0,46
	0,26

	Theil Model
	2,76%
	1,49
	-1,68*
	-0,97
	1,48
	1,51


Table 5c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the chemical industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,29%
	-1,27
	-1,42
	-1,00
	-1,42
	-0,17

	Market Adj. Model
	0,76%
	1,09
	1,50
	-0,99
	2,04**
	0,77

	Market Model
	0,48%
	0,26
	1,31
	-0,99
	0,92
	0,53

	CAPM Model
	2,67%
	-0,51
	0,41
	-0,99
	-0,37
	0,12

	Theil Model
	2,54%
	0,50
	-3,53***
	-0,97
	0,39
	1,08


Table 5d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the chemical industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,85%
	-1,45
	-1,07
	-1,00
	-1,86*
	-0,35

	Market Adj. Model
	0,40%
	0,57
	0,61
	-0,99
	1,17
	0,27

	Market Model
	0,44%
	0,25
	1,56
	-0,99
	0,76
	0,32

	CAPM Model
	-11,19%
	-3,68***
	-3,81***
	-1,00
	-2,02**
	-0,35

	Theil Model
	7,26%
	1,42
	-4,74***
	-0,97
	0,53
	2,07**


Table 6a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the construction industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,35%
	-0,94
	-3,35***
	-1,00
	-2,72***
	-0,53

	Market Adj. Model
	-0,10%
	-1,08
	0,38
	-0,99
	-0,82
	-0,25

	Market Model
	-0,07%
	-0,80
	-0,28
	-1,00
	-1,48
	-0,19

	CAPM Model
	-0,56%
	-1,43
	-2,10**
	-1,00
	-2,02**
	-0,10

	Theil Model
	-0,09%
	0,71
	-2,20**
	-0,96
	-0,06
	-0,14


Table 6b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the construction industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,27%
	-0,27
	-0,84
	-1,00
	-1,50
	-0,24

	Market Adj. Model
	0,19%
	0,66
	1,95*
	-0,99
	1,09
	0,25

	Market Model
	0,08%
	0,68
	1,53
	-0,99
	0,47
	0,12

	CAPM Model
	2,25%
	-0,16
	0,68
	-0,99
	-0,36
	0,23

	Theil Model
	1,03%
	2,26**
	-1,03
	-0,96
	1,45
	0,92


Table 6c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the construction industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,47%
	-0,88
	-1,34
	-1,00
	-2,11**
	-0,32

	Market Adj. Model
	0,29%
	0,95
	3,17***
	-0,99
	1,33
	0,30

	Market Model
	-0,04%
	0,07
	1,62
	-1,00
	-0,21
	-0,04

	CAPM Model
	0,98%
	-1,87*
	-0,56
	-1,00
	-1,95*
	0,08

	Theil Model
	1,35%
	2,31**
	-1,88*
	-0,96
	1,09
	0,93


Table 6d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the construction industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,30%
	-0,27
	-0,91
	-1,00
	-1,13
	-0,13

	Market Adj. Model
	1,61%
	2,48**
	3,43***
	-0,99
	3,37***
	1,15

	Market Model
	1,11%
	1,41
	2,81***
	-0,99
	1,68*
	0,92

	CAPM Model
	-5,13%
	-3,00***
	-0,88
	-1,00
	-2,53**
	-0,28

	Theil Model
	4,51%
	4,10***
	-1,95*
	-0,96
	1,38
	2,10**


Table 7a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the metal and mining industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,22%
	-0,44
	-1,97**
	-1,00
	-0,57
	-0,24

	Market Adj. Model
	0,54%
	1,49
	1,51
	-0,99
	1,91*
	0,86

	Market Model
	0,55%
	1,14
	-0,09
	-0,98
	1,52
	0,91

	CAPM Model
	-1,03%
	-1,56
	-1,02
	-1,00
	-1,48
	-0,13

	Theil Model
	1,89%
	1,72*
	-0,07
	-0,96
	1,36
	1,95*

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,03%
	-0,14
	-1,54
	-1,00
	-0,22
	-0,02

	Market Adj. Model
	0,42%
	0,82
	1,07
	-0,99
	1,13
	0,38

	Market Model
	0,57%
	1,10
	0,05
	-0,99
	1,60
	0,54

	CAPM Model
	0,60%
	-3,52***
	0,07
	-0,99
	-2,19**
	0,04

	Theil Model
	6,11%
	2,95***
	-0,69
	-0,96
	1,48
	3,67***


Table 7b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the metal and mining industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

Table 7c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the metal and mining industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,04%
	-0,36
	-1,69*
	-1,00
	-0,50
	-0,02

	Market Adj. Model
	-0,19%
	0,03
	-0,24
	-0,99
	0,09
	-0,13

	Market Model
	-0,20%
	-0,20
	-1,27
	-1,00
	-0,19
	-0,14

	CAPM Model
	-3,42%
	-6,69***
	-1,83*
	-0,99
	-3,25***
	-0,19

	Theil Model
	9,35%
	3,72***
	-2,02**
	-0,96
	1,24
	4,53***


Table 7d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the construction metal and mining sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,40%
	-0,66
	-1,82*
	-1,00
	-0,98
	-0,13

	Market Adj. Model
	0,07%
	0,01
	-0,17
	-0,99
	0,05
	0,03

	Market Model
	1,16%
	0,43
	-0,28
	-0,99
	0,62
	0,57

	CAPM Model
	-18,86%
	-10,66***
	-4,25***
	-1,00
	-3,99***
	-0,74

	Theil Model
	20,21%
	5,43***
	-3,66***
	-0,96
	1,12
	6,61***


Table 8a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the oil and gas industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,02%
	-1,15
	-1,29
	-1,00
	-1,14
	-0,92

	Market Adj. Model
	0,63%
	1,85*
	0,13
	-0,99
	1,16
	0,56

	Market Model
	0,84%
	2,13**
	0,03
	-0,99
	1,31
	0,76

	CAPM Model
	-1,22%
	-2,01***
	0,78
	-0,99
	-1,00
	-0,34

	Theil Model
	-0,03%
	4,39***
	-0,32
	-0,98
	0,61
	-0,02


Table 8b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the oil and gas industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,03%
	-0,88
	-2,14**
	-1,00
	-0,67
	-0,53

	Market Adj. Model
	-0,67%
	-0,52
	-1,16
	-0,99
	-0,51
	-0,34

	Market Model
	0,64%
	0,87
	0,29
	-0,99
	0,84
	0,33

	CAPM Model
	-4,70%
	-6,85***
	0,12
	-1
	-3,64***
	-0,76

	Theil Model
	-0,31%
	2,38**
	-1,11
	-0,98
	0,19
	-0,14


Table 8c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the oil and gas industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,12%
	-0,09
	-0,46
	-1,00
	-0,08
	0,04

	Market Adj. Model
	-2,37%
	-1,41
	-1,93*
	-0,99
	-1,18
	-0,94

	Market Model
	-0,62%
	-0,15
	-0,22
	-1,00
	-0,12
	-0,25

	CAPM Model
	-10,43%
	-10,17***
	-0,96
	-1,00
	-4,10***
	-1,33

	Theil Model
	0,69%
	0,57
	-1,86*
	-0,98
	0,56
	0,24


Table 8d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the oil and gas industry sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,89%
	-0,87
	-1,46
	-1,00
	-1,19
	-0,50

	Market Adj. Model
	-4,33%
	-1,57
	-1,66*
	-0,99
	-2,00**
	-1,15

	Market Model
	0,23%
	0,67
	1,93*
	-0,99
	0,98
	0,06

	CAPM Model
	-25,22%
	-14,42***
	-0,11
	-1,00
	-4,58***
	-2,19**

	Theil Model
	3,32%
	1,03
	-2,47**
	-0,98
	0,63
	0,79


Table 9a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the Australian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,83%
	-3,34***
	-3,60***
	-1,00
	-3,80***
	-0,95

	Market Adj. Model
	-0,16%
	-0,71
	-2,91***
	-1,00
	-0,44
	-0,08

	Market Model
	0,57%
	1,00
	-0,71
	-1,00
	0,63
	0,29

	CAPM Model
	-3,47%
	-8,61***
	0,39
	-1,00
	-4,21***
	-0,77

	Theil Model
	3,74%
	2,90***
	-0,49
	-1,00
	1,26
	1,49


Table 9b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the Australian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-2,52%
	-2,7***
	-4,98***
	-1,00
	-2,00**
	-0,76

	Market Adj. Model
	-1,89%
	-2,16**
	-2,21**
	-1,00
	-2,08**
	-0,56

	Market Model
	0,49%
	1,07
	0,65
	-1,00
	1,05
	0,14

	CAPM Model
	-11,63%
	-15,66***
	1,22
	-1,00
	-6,77***
	-1,49

	Theil Model
	13,33%
	7,16***
	-0,54
	-1,00
	1,73*
	3,09***


Table 9c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the Australian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,17%
	0,76
	-0,22
	-0,99
	0,74
	0,03

	Market Adj. Model
	-4,69%
	-3,92***
	-3,95***
	-1,00
	-3,55***
	-1,08

	Market Model
	-0,78%
	0,19
	0,64
	-1,00
	0,17
	-0,18

	CAPM Model
	-20,98%
	-21,46***
	0,51
	-1,00
	-7,22***
	-2,09**

	Theil Model
	22,52%
	11,94***
	-1,13
	-1,00
	1,92*
	4,20***


Table 9d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the Australian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,23%
	-0,21
	-0,91
	-1,00
	-0,29
	-0,19

	Market Adj. Model
	-7,08%
	-4,26***
	-3,62***
	-1,01
	-5,46***
	-1,09

	Market Model
	2,25%
	2,33**
	4,16***
	-1,00
	3,86***
	0,35

	CAPM Model
	-42,18%
	-29,60***
	1,99**
	-1,00
	-7,72***
	-2,83***

	Theil Model
	53,17%
	19,25***
	-1,92*
	-1,00
	1,88*
	6,68***


Table 10a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the Canadian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,65%
	1,55
	1,21
	-0,99
	1,31
	0,67

	Market Adj. Model
	0,01%
	0,08
	-1,03
	-0,99
	0,07
	0,00

	Market Model
	-0,04%
	-0,47
	-1,44
	-1,00
	-0,46
	-0,04

	CAPM Model
	1,00%
	2,17**
	1,98**
	-0,99
	1,95*
	0,68

	Theil Model
	0,96%
	1,44
	1,73*
	-0,97
	1,53
	0,83


Table 10b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the Canadian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	1,11%
	0,86
	0,52
	-0,99
	1,04
	0,66

	Market Adj. Model
	1,07%
	0,88
	0,98
	-0,99
	1,12
	0,49

	Market Model
	1,14%
	1,13
	0,67
	-0,99
	1,41
	0,70

	CAPM Model
	1,47%
	1,26
	0,82
	-0,99
	1,65*
	0,57

	Theil Model
	1,29%
	0,87
	1,61
	-0,97
	1,58
	0,64


Table 10c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the Canadian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	1,74%
	0,89
	0,87
	-0,99
	1,43
	0,80

	Market Adj. Model
	1,93%
	1,22
	1,21
	-0,99
	2,11**
	0,70

	Market Model
	0,98%
	0,52
	0,47
	-0,99
	0,71
	0,47

	CAPM Model
	2,83%
	1,94*
	2,26**
	-0,99
	3,54***
	0,85

	Theil Model
	1,92%
	0,81
	0,95
	-0,97
	1,82*
	0,73


Table 10d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the Canadian sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	2,14%
	1,13
	1,53
	-0,99
	1,52
	0,66

	Market Adj. Model
	0,20%
	-0,12
	-1,15
	-1,00
	-0,14
	0,04

	Market Model
	2,87%
	1,06
	-0,06
	-0,99
	1,48
	0,92

	CAPM Model
	3,91%
	2,14**
	3,40***
	-0,99
	3,09***
	0,79

	Theil Model
	3,51%
	0,97
	0,81
	-0,97
	1,38
	0,90


Table 11a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the European sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,46%
	0,79
	-0,02
	-0,99
	2,03**
	0,49

	Market Adj. Model
	0,32%
	0,44
	2,16**
	-0,98
	1,73*
	0,54

	Market Model
	0,13%
	-0,34
	-0,65
	-0,99
	0,60
	0,25

	CAPM Model
	0,48%
	1,85*
	0,99
	-0,99
	2,14**
	0,52

	Theil Model
	0,11%
	0,56
	-1,05
	-0,96
	1,13
	0,14


Table 11b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the European sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	0,09%
	-0,38
	0,11
	-0,99
	0,33
	0,05

	Market Adj. Model
	0,82%
	2,08**
	3,90***
	-0,98
	3,95***
	0,80

	Market Model
	0,31%
	0,64
	1,86*
	-0,99
	1,68*
	0,34

	CAPM Model
	0,14%
	0,38
	0,54
	-0,99
	0,50
	0,09

	Theil Model
	-0,09%
	0,38
	-2,09**
	-0,96
	0,94
	-0,06


Table 11c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the European sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,10%
	-2,55**
	-1,50
	-1,00
	-2,80***
	-0,52

	Market Adj. Model
	0,75%
	2,13**
	4,88***
	-0,98
	3,05***
	0,56

	Market Model
	-0,45%
	-0,88
	1,43
	-1,00
	-0,57
	-0,37

	CAPM Model
	-1,06%
	-1,40
	-0,17
	-1,00
	-2,09**
	-0,51

	Theil Model
	-1,13%
	-0,97
	-3,62***
	-0,96
	-0,92
	-0,64


Table 11d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the European sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-1,44%
	-1,96**
	-0,71
	-1,00
	-2,34**
	-0,46

	Market Adj. Model
	0,99%
	2,16**
	3,34***
	-0,98
	3,13***
	0,50

	Market Model
	-1,01%
	-1,41
	1,20
	-1,00
	-1,46
	-0,57

	CAPM Model
	-1,38%
	-1,18
	0,26
	-1,00
	-1,80*
	-0,45

	Theil Model
	-1,78%
	-1,17
	-4,12***
	-0,96
	-1,40
	-0,69


Table 12a. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for day 0 for the Japanese sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the Event Day [ Day 0]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,91%
	-2,40**
	-6,17***
	-1,00
	-5,38***
	-0,65

	Market Adj. Model
	0,38%
	0,68
	1,63
	-1,00
	1,82*
	0,43

	Market Model
	0,04%
	-0,26
	-0,85
	-1,00
	-0,27
	0,05

	CAPM Model
	-0,90%
	0,90
	-6,19***
	-1,00
	-4,60***
	-0,04

	Theil Model
	-1,19%
	-2,37**
	-3,47***
	-0,96
	-2,67***
	-0,68


Table 12b. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 3 day event window for the Japanese sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 3 Day Event Window [-1; +1]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-0,80%
	-0,98
	-4,13***
	-1,00
	-2,92***
	-0,32

	Market Adj. Model
	-0,21%
	-0,78
	-1,21
	-1,00
	-0,61
	-0,14

	Market Model
	-0,36%
	-0,92
	-2,54**
	-1,00
	-1,29
	-0,27

	CAPM Model
	9,67%
	4,23***
	-0,32
	-0,97
	32,67***
	0,30

	Theil Model
	-0,86%
	-1,40
	-3,57***
	-0,96
	-2,08**
	-0,28


Table 12c. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 5 day event window for the Japanese sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 5 Day Event Window [-2; +2]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-2,09%
	-3,17***
	-6,41***
	-1,00
	-5,95***
	-0,66

	Market Adj. Model
	-0,40%
	-1,07
	-2,20**
	-1,00
	-1,15
	-0,20

	Market Model
	-0,83%
	-1,83*
	-3,70***
	-1,00
	-2,56**
	-0,49

	CAPM Model
	8,41%
	2,95***
	-3,49***
	-0,98
	21,24***
	0,20

	Theil Model
	-2,34%
	-2,58***
	-5,86***
	-0,96
	-3,75***
	-0,59


Table 12d. Abnormal returns (ARs) and cumulative abnormal returns (CARs) from the abnormal performance estimation models and test statistics’ values and their statistical significance for 11 day event window for the Japanese sample. Significance at 10%, 5% and 1% levels are indicated by *, ** and ***, respectively. 

	Abnormal Performance  Estimation Models
	AR/CAR  Abnormal Performance
	Test Statistic Values for the 11 Day Event Window [-5; +5]

	
	STD
	GSIGN
	GRANK
	BMP
	CSD

	Mean Adj. Model
	-2,48%
	-2,62***
	-6,09***
	-1,00
	-6,06***
	-0,52

	Market Adj. Model
	-0,03%
	-0,34
	-1,52
	-1,00
	-0,27
	-0,01

	Market Model
	-0,65%
	-1,13
	-1,99**
	-1,00
	-2,06**
	-0,26

	CAPM Model
	-12,90%
	-1,94*
	-10,95***
	-1,02
	-27,65***
	-0,21

	Theil Model
	-2,75%
	-1,83*
	-6,73***
	-0,96
	-3,44***
	-0,46
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