
Abstract

This paper investigates the effect of development on corruption using theoretical and empirical analysis. A preliminary literature review examines past research. Thereafter, a short theoretical framework forms the basis for some hypotheses. The empirical analysis includes both multivariate regressions (using the Least Squares method) as well as a Paired Samples T-Test, a Granger causality test and extrapolation to forecast future levels of corruption and the Human Development Index. The analysis replicates the results found by other researchers in terms of explanatory variables such as Protestant population and colonial history, and suggests the existence of a causal link between development and corruption. We reach the conclusion that multiple variables influence corruption, and that economic growth (proxied by GDP) is the most influential component of the Human Development Index on corruption.
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Chapter I: Introduction

1.1. The Causes and Effects of Corruption
Governments in most countries affect almost every sector of a nation’s performance. If corruption can be thought of as government malpractice, then it logically follows that it will have a great impact. The consequences are staggering. 

Much research has been done to determine exactly which sectors are affected, and to what extent. A paper by Mauro (1995) presents empirical evidence showing that corruption leads to lower investments and economic growth. This would imply that all production and investment of a nation would be influenced by corruption, a result also obtained by Keefer and Knack (1995). This is due to several reasons, but an interesting explanation is provided by Murphy, Shleifer and Vishny (1991) who argue that in situations where rent seeking behavior is more lucrative than productive work, talent will not be allocated efficiently, because the more talented and educated persons will prefer rent seeking over productive work; causing the productive potential of a country to decline, therefore negatively impacting economic growth. 
This vision illustrates the complexity of the consequences of corruption: there is no ‘clean’ way of measuring either the causes or the effects, because these are caused by several channels, some of which are often indirect. Mauro (1995) suggests that the problem of corruption is most relevant to developing countries. In a situation where corruption exists, the flow of aid may become less effective because funds are diverted away from the intended projects, also affecting economic growth. Another way this would impact economic growth would be due to the hesitance of donors to provide assistance (monetary or otherwise) in nations where there is poor governance (IMF 1995, 32-34).

Poor governance also distorts competition (Transparency International), which leads to multiple externalities, among which a reduced level of investment. But even keeping investment at a constant level, a paper by Easterly (1990) indicates that the growth rate will be affected due to changes in the allocation of resources among sectors. Loayza (1996) finds that this could even be the case between formal and informal sectors. Shleifer and Vishny (1993) discover that corruption does indeed lead to a reorganization of the composition of government expenditure. Apparently, sectors producing goods whose market value is difficult to determine (such as missiles and bridges) are more prone to corruption because they offer lucrative opportunities for it. Hines (1995) finds this is the case for the international aircraft industry. Mauro (1995) discovers tentative evidence for a link between corruption and reduced government spending on education – affecting the development of a nation. Transparency International also explains that the distorting effect that corruption has on competition most directly induces a reduction in investment.

Besides the economic consequences explained above, there are also political, social and even environmental effects as explained by Transparency International. Politically, corruption inhibits the spread of democracy and the rule of law. Socially, people lose faith in their countries’ leadership and become less prone to social involvement. Environmental degradation is a consequence of overexploitation of environmental resources and lack of enforcement of regulation. Additionally, Transparency International states that projects damaging to the environment are given preference because they can be easily used to siphon money off public funds to private persons.

Given the substantial negative effects of corruption, the study of its causes is of paramount importance. Daniel Treisman’s article “The Causes of Corruption” (2000) was the first of its kind in examining the causes of corruption, not just the consequences. He published a follow-up article
 on the matter in 2007, in which he uses the data from Transparency International as well. In my work I will try to replicate the results of this paper using different data and measures. He finds an indication that more economically developed countries are less corrupt. However, the measure he uses for this is merely income: (per capita) GDP, not any other variables. As I will discuss in more detail in Chapter 2, this means that his definition of development  (equivalent to mere economic growth ) differs from the more complex one proposed by the United Nations. One important challenge in establishing the causes of corruption is the difficulty of establishing causality between corruption and development. To this end, Treisman (2000) uses the latitudinal distance from the equator as a proxy for economic development. The reason why he feels this is necessary is because the distance to the equator cannot in any way be influenced by corruption. Regressing this distance against corruption, he found a high significance level. This can also be mapped, as seen in figure 1.
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Hence, knowing that corruption cannot influence development, it must be so that development influences corruption. I will try to replicate this result and search for causality, but using a different method, which is discussed in Chapter 4. The work by Treisman provides several important results. For instance, he finds that Protestant nations, more developed & democratic nations and former British colonies tend to be less corrupt. .  He also analyzes past efforts by, say, Maddison (2003), Acemoglu et al (2001) and Mauro (1995). Maddison attempts to measure development using historical GDP from the year 1700 onwards, which Treisman seems to agree with as long as the assumption is made that this variable affects corruption only through its subsequent effect on development. Acemoglu measures corruption using mortality rates of European settlers in their colonies. However, Treisman disagrees with Acemoglu that this is a good proxy for corruption because it correlates with multiple other factors, such as development, the risk of malaria and the current level of human capital, which could all be able to influence corruption. Mauro uses an index for ethno linguistic fractionalization in the 1960s as an instrument for perceived corruption and discovers that perceived corruption reduces growth through its effect on investment.
Government involvement in private markets is commonly thought to be a cause of corruption, but it has been difficult to provide empirical support toward this hypothesis. The first attempt by LaPalombora (1994: 338) used the size of government budget relative to GDP as a measure for this. Another measure used is total redistributive activity, which is measured by total government transfers and subsidies and that according to La Porta et al (1999: 242) is positively correlated with corruption. However, this evidence is not conclusive, since Elliott (1997: 182-183) reports the opposite. Huther and Shah (1998) and Fisman and Gatti (1999) also obtain contradictory results. Lambsdorff (1999) provides a potential reason for these discrepancies, namely that cultural determinants (such as civic cooperation) drive both variables of government involvement and corruption.

A link exists between lack of competition and corruption. However, the direction of this link is difficult to establish. According to Transparency International, distorted competition is a consequence, not a cause of corruption. Lambsdorff (1999) explains that competition (as explanatory variable) is commonly assumed to lower the rents of economic activities and consequently reduce the motive of public servants and politicians to seize parts of these rents by means of extortion and corruption. Paldam (1999) finds evidence for a negative correlation between economic freedom (a measure of competition) and corruption. A country’s openness as a proxy to competition has been proven significant and robust in explaining corruption, after the inclusion of other variables, by Ades and Di Tella (1995 and 1997) as well as by Brunetti and Weder (1998). Treisman replicated this result in 1999 using as a measure the number of years that a country had been open to trade. 
 Lambsdorff (2005) also researches this, but focuses on absence of competition, policy distortions, political systems and some cultural dimensions such as colonialism. He finds that there is a clear link between these factors, and that corruption may be both the cause as well as the effect of these factors. As a result, he concludes that countries can be caught in ‘vicious circle’ where corruption lowers income and increases inequality, inflation, crime, policy distortions and monopolies, all at the expense of competition. He finds that this, in turn, escalates corruption. 
1.2 Outline of the thesis

I will start by defining the concepts of development and corruption such that the object of my research is clear. I then examine the relationships between the individual indicators of the Human Development Index and Corruption. In Chapter 4 I will test for causality. Chapter 5 researches the combined effects of the development indicators and other explanatory variables in multivariate regressions. Finally, in the conclusion I give some policy recommendations and present the summarized findings of this thesis. 

Chapter 2:   Definitions and Outline
2.1 Definition of economic development and its indicators

What is the difference between economic development and economic growth, and is it really so important to distinguish between the two? In short: yes. Economic growth is the growth in the productive potential of an economy (and therefore a growth in national income, measured by Gross Domestic Product (GDP)). Economic development, on the other hand, measures much more than this. To a certain extent, it measures the same thing as economic growth in the sense that one of its components is GDP. But the similarity ends there. The United Nations Development Programme explains that “Human Development” amounts to a paradigm defining an environment in which people can develop their full potential and lead productive, creative lives in accord with their needs and interests. Development is thus about expanding the choices people have. Fundamental to this is building human capabilities, the most basic of which are to lead long and healthy lives, to be knowledgeable, to have access to the resources needed for a decent standard of living and to be able to participate in the life of the community. 

To quantify the degree of `development’ of a country, the UNDP uses a Human Development Index, a composite index combining several measures that capture all the complex factors behind development. These measures are life expectancy at birth, the adult literacy rate, the combined gross enrollment ratio in education, and GDP per capita. These measures are also used as individual indices. 

The Millennium Development Goals were established in 2000, to provide quantifiable targets of poverty reduction. These include eight specific objectives (each with multiple specific sub-objectives): eradicate extreme poverty and hunger, achieve universal primary education, promote gender equality and empower women, reduce child mortality, improve maternal health, combat HIV/AIDS, malaria and other diseases, ensure environmental sustainability, develop a global partnership for development. 

2.2 Definition of corruption and Index used

It is difficult to define corruption. There are many types of corruption, but I will focus on public sector corruption, using the definition given by Transparency International (TI), which is the source I use for corruption measures. According to their definition, “Corruption is operationally defined as the abuse of entrusted power for private gain. TI further differentiates between corruption "according to rule" and "against the rule". Facilitation payments, where a bribe is paid to receive preferential treatment for something that the bribe receiver is required to do by law, constitute the former. The latter, on the other hand, is a bribe paid to obtain services the bribe receiver is prohibited from providing.” 

While there is not a clear and unique way to measure corruption,  the “Corruption Perceptions Index, compiled yearly by Transparency International, is widely cited as a reliable measure and has been used in the literature. Moreover, this index, measuring perceptions of public sector corruption, contains many components from sources such as the African and Asian Development Bank, the World Bank, the Economist Intelligence Unit and other institutions, as well as surveys and business people opinion surveys. It was construed by Johann Lambsdorff, an economist whose research in the field is extensive. Therefore, it is the effects of (under)development on this measure that I will be testing.

2.3. Methodology

2.3.1.  Necessary conditions for causality

In this paper I am looking to find an indication for causality: I would like to find whether development (“A”) leads to an increase/decrease in corruption (“B”). According to Moore et al (2009), there are three conditions that must be satisfied in order to truly determine that causality is present. Firstly, A must precede B in time. Secondly, A must be present when B reacts. Thirdly, A must be absent when B is non reactive.
It is very difficult to truly prove that a relationship is causal. The best manner to determine that would be to perform an experiment, record the data and see whether any changes occurred as a result of the experiment. An example is provided in the book Freakonomics (2006), where the author describes how the Californian School System decided to change their testing system at one point in time. This resulted in vast amounts of data, which could then be used to determine whether there was a significant difference before and after this change.
In terms of development, a similar experiment was conducted, namely the formulation of the Millennium Development Goals (MDGs) in 2000. These goals are tangible objectives to be met in 2020, and it is the first time that such a thing has ever been established by the United Nations or any other international organization. 

Why is this significant? Because there are data available from both before and after the establishment of the MDGs. Assuming that the MDGs directly affect development, is there a significant improvement in development between 2000 and now (the most recent data available are from 2007)? Should that be the case, is there a significant difference in corruption between 2000 and 2007? If the latter is true, then a case could be made for development impacting corruption: this would be an indication of a causal relationship. I will explore this in Chapter 3.
2.3.2.  Statistical analysis using ANOVA and multivariate OLS

Before testing causality I will start by researching the relationship between development and corruption. I used the statistical package SPSS. In the following chapters it can be seen that I assessed the relationship between the individual indicators of development and corruption. 

When assessing the difference in corruption between 2000 and 2007, I used SPSS for performing the Paired Samples T-Test. A detailed explanation of this test is given in Chapter 6.

For running my regressions I chose to use the statistical package EViews. I applied the Newey-West correction for all the regressions so that heteroskedasticity would be corrected for. In the regressions, I used the development indicators or measures as the independent (X) variables, and corruption as the dependent (Y) variable. 

2.3.3. Time period and countries chosen

Before starting my research, I thought that the time period in which to examine the individual relationships would be highly influential in the results. I assumed that if I didn’t pick a time period, the relationships might not be as significant. I decided on researching only a single year for the regressions because it would give the most straightforward results. This might at first seem like an odd idea – after all, in this way it is usually likely that one captures a spurious correlation. However, corruption and development are quite sticky variables, as they are usually very slow to change over time. Moreover, my multivariate regressions include dummy variables that do not change over time at all; for instance whether a country is of French colonial origin or if it has its legal origin in Scandinavian Law. Other variables, too, are sticky, such as the percentage of Catholic people in a country. Therefore, I believe that a one-year regression with these variables is sufficient to draw meaningful conclusions.

It is the case, though that if there is causality between development and corruption, this relationship will change over time. To capture this development, I chose to run an analysis comparing the levels of development and corruption between 2000 and 2007. 
The countries were chosen according to those for which data was available for both indices. In 2007, those not included in the HDI Index in 2000 and which I thus had to eliminate from the sample were Liechtenstein, Andorra, Brunei, Antigua and Barbuda, the Bahamas, Saint Kitts and Nevis, Fiji, Occupied Palestinian Territories, DPR Korea, the Marshall Islands, Micronesia, Monaco, Nauru, Palau, San Marino and Tuvalu. 
For the 2000 – 2007 analysis the sample includes 139 countries. These two years were chosen for the following reasons. Firstly, the year 2000 was chosen as it was just before the MDGs were implemented and would provide the best approximation of a ‘before’ situation. Secondly, the year 2007 was chosen because it was the most recent data available (and therefore the most time had passed since the MDGs).  


2.3.4 Testing for causality
In order to establish causality I use the Paired-Samples T-Test in SPSS, the details of which I go on to explain in section 3.4. In order to have a larger time frame I also use the method of extrapolation, of which a detailed account is given in section 3.4.

Chapter 3: Causality: A Theoretical Framework
There are several important indicators for development. Some are more relevant than others, as I will show in the multivariate regressions in Chapter 5. The Human Development Index is comprised of three of these indicators, often considered the most significant. These include Life Expectancy, Education and GDP, but this is limited. This chapter will start by examining the relationship between the indicators and corruption by means of a correlation table. Then, a theoretical analysis of each indicator will be given to see whether this intuitively makes sense. 

	
	CORRUPTION INDEX 
	EDUCATION INDEX
	GDP INDEX
	LIFE EXPECTANCY INDEX

	CORRUPTION INDEX 
	 1.000
	
	
	 

	EDUCATION INDEX
	 0.556
	 1.000
	
	 

	GDP INDEX
	 0.743
	 0.798
	 1.000
	

	LIFE EXPECTANCY INDEX
	 0.636
	 0.782
	 0.794
	 1.000


As this table shows, there is indeed some correlation between the measures. As could be expected, there is high correlation between corruption and GDP. It seems all measures are correlated to some extent, which is to be expected seeing as all affect each other. The precise effects of these measures will be interesting to explore in the multivariate regressions.
3.1 Life Expectancy and Corruption

At first glance, one would expect life expectancy and corruption to be completely unrelated. After all, life expectancy is inherent to a nation’s standard of living (it is logically an indicator of development), which is less clearly the case for corruption
It has been established in numerous studies that corruption and development are highly correlated. This makes sense. Generally speaking, nations which are less developed tend to have lower salary levels. This in turn would make it more tempting to misuse public money for private gain. A case could also be made, then, for life expectancy. Life expectancy is lower in less developed countries. Logically thinking there might be two possible reasons for why life expectancy could lead to corruption.  
The first reason would be that in a shorter life one might be inclined to act more rashly and perhaps, be tempted to make the most of this short time period by taking public money for private gain. Granted, this is far-fetched, but there also seems to be a link between nations/regions with lower life expectancy and higher crime rates. 

The second reason is more directly linked to life expectancy being an indicator for development. Generally speaking, more developed nations enjoy a higher GDP per capita – which means that the persons living in such countries are richer. Therefore, it can be said that richer people enjoy a higher standard of living. The higher the standard of living, the higher also the life expectancy. Hence, an increase in wealth leads to an increase in life expectancy. Could it be that, indirectly, a corrupt official would take public money for increasing his lifespan?
Obviously, it is not possible to prove that this is the case, firstly because good research implies that we must always falsify and not verify (by falsifying H0 we get an indication for the existence of HA), secondly because causality is impossible to fully prove. The correlation table indicated correlation of 0.636 between corruption and life expectancy, so there is room here for further research. 
3.2 Education and Corruption
One of the absolute priorities of the United Nations Development Program is to make sure all children have access to primary education. If this is so, it must be because they feel strongly that this will have a large impact on development. There are several direct and indirect reasons for this.

Firstly, if children go to primary school, there is a greater probability that they will go on to secondary school and thereafter vocational training or even university. This is good both on an individual level as well as country-wide. Individually, the persons who go even just to primary school learn to read and write. This mere fact already provides a chance for a better job and therefore a better future. This is even truer for those who go on to higher levels of education. In addition, it has been proven that there is a very strong link between female education, family planning and fertility (Subbarao and Raney (1993)). This is explained by the fact that once females are educated they are less inclined to give birth at an early age, wanting instead to exploit opportunities for economic rent, which are now substantially increased. 
Theoretically speaking, these individual opportunities are beneficial on a national scale because more women in the workforce means a bigger workforce, which means more income on a national level. This also ensures that families which have less mouths to feed have more money to spend and can have a higher standard of living, thereby closing the income gap between rich and poor. 

Secondly, a better educated workforce adds more to GDP. This is because skilled labour is more costly than unskilled labour, requiring higher pay. When people have higher wages, they have more money to spend. This in turn means that more money is injected into the circular flow of income, as can be seen below
:
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As can be seen, the higher the household expenditure, the more firms are able to produce. An increase in the productive potential in the economy ensures that exports also increase, which induces an increase both in foreign capital inflows and investment, again boosting the economy. Dependent on the tax rate in the economy, the government will also benefit from an increase in income. 

This is where corruption comes into play. In a country which is not corrupt, this increase in government income would mean that government spending could be increased, therewith investing in (for instance) health care, infrastructure or education which in turn further favors development. Unfortunately, however, in the more corrupt nations (which, as established earlier in this paper, tend to be lesser developed nations) this increase in government income will not lead to an increase in government spending. Decidedly, this does not need to have a negative impact on the economy in and of itself, but this does mean that the taxes these governments charge take away income which would be better spent purely on goods and services. 
It might also be argued, however, that because more money is injected into the circular flow of income as a result of education, this will in turn lead to higher wages, which might in the long run cause corruption to decline because it is less lucrative than working and earning an honest income. However, this would take longer than seven years, which is the time period between the implementation of the MDGs (2000) and the most recent dataset (2007). 
The correlation table indicated 0.556 as the level of correlation between the Corruption Index and the Education Index. This is not necessarily extremely high, so it will be interesting to see how this variable behaves in the multivariate regressions.

I do not think that this is a causal relation; with education lowering corruption. If, within seven years, there is a high level of correlation between the two, it is not because of a sufficiently high increase in wages to make corruption unlucrative – this is simply not a realistic achievement with a seven-year timeframe. Therefore, causality between education and corruption cannot be established, at least not in the short term.  
3.3 GDP and Corruption

A commonly made mistake is to think of development as being equivalent to the Gross Domestic Product (GDP) of a nation. This is in fact correct in the sense that nations with a higher GDP are almost surely more developed. However, this is not merely because of national income. It is striking that the Millennium Development Goals do not include “an increase of the GDP per capita”, even though the Human Development Index does include it in the compilation of the index, suggesting that it is indeed a component of development. This paradox leads to the fundamental question: is GDP per capita a direct cause for development aside from other factors such as enrollment in primary schools and child mortality – or is it not a direct cause, but an indicator of development which results from those other factors (life expectancy and education)? Or, is it possible that development is a cause of a longer life expectancy and a higher general level of education?

 If one of the latter two scenarios is the case, it means the Human Development Index is not a reliable measure of development because it takes GDP per capita to be unrelated to life expectancy and education, while it can definitely be argued it is not!  It is at this point that the crux of the problem appears: if the HDI does not correctly measure development, how is it possible to correctly establish any type of relation between development and corruption? Although it can definitely be argued that the Index is a good approximation of human development, to what extent can it be thought to be ‘correct’? 
In neoclassical theory, economic development is measured according to standards which measure GDP. Of course, this is not an adequate description of economic development but rather that of economic growth (Lucas, 1988). For instance, according to the Solow model, any nation that does not begin on ‘the right path’ will still automatically move towards that path until it reaches the optimal rate of growth given certain inputs (capital, labour). This is interesting in that already, a distinction is made between countries ‘on course’ which we know as developed countries, and those originally ‘off course’ or LDCs. According to this model, then, any nation will be able to optimize its productive potential – and this in essence means that there should be little to no differences in economic development; according to neoclassical theory. Most significantly, as Lucas describes, is that the Solow model proves that changes in the savings level of the economy will have a highly significant effect on economic growth. This means that higher taxes or lower government spending will lead to less growth. Although this conclusion remains ambiguous of nature in that increased government spending can also stimulate growth, the implications of the model to public policy are tremendous.  It also proves the negative effect that corruption has on economic growth – as more money is leaked out of the circular flow of income and into private pockets, the lower the rate of economic growth. Thus, taking for granted the strong (if insufficient) connection between economic growth and economic development, the results obtained with the regression seem logical: higher levels of corruption correlate with lower levels of economic growth, and therefore, with lower levels of economic development. The correlation between GDP and Corruption is 0.743, which is quite high. This is a good indication of a significant relationship between these variables. 
Chapter 4
Causality: Data analysis

4.1
Comparison between 2000 and 2007: The Paired Samples T Test
It is clear that there is a high level of correlation between development and corruption. However, can it be established that development causes corruption? Causality is difficult to prove. Since the Millennium Development Goals’ establishment in 2000, has there been a significant improvement in development? If so, it is plausible that the MDGs’ establishment is a direct cause for an improvement in development. If this is so, we might view this event as an ‘experiment’ – a situation which brought about this change, and hence, might also impact another change. Therefore, if development has improved since 2000, and corruption has decreased since 2000, it is an indication for development affecting corruption, and not the other way around (note, however, that this does not mean that vice-versa is impossible. It merely is an indication for this one-way relationship).
One of the most common experimental designs is the "pre-post" design. This type of study usually consists of two measurements taken on the same subject, one before and one after the introduction of a foreign element. The basic idea is that if the treatment had no effect, the average difference between the measurements is equal to 0 and the null hypothesis holds. Similarly, if the treatment did have an effect, the average difference is not 0 and the null hypothesis is rejected.

This is the measure that I used to test whether there has been significant difference in development (measured by the HDI index) before, and after the implementation of the Millennium Development Goals in 2000.  One limitation of the data is that there is no data available for the HDI in 1999 (right before the year of the MDG’s). Therefore, I started out by comparing the means between the year 2000 and the year 2007, as can be seen in Table 1 of Appendix B.  

The Paired Samples T-Test performed in Table 2 of Appendix B clearly indicates a highly significant difference in the HDI Index, with a probability of 0% that the difference between the groups’ means is zero.  Seeing as the mean difference between the two years is a negative number (-0.035), the data shows that the HDI is definitely higher in 2007. 

Now that we know that there is significant change in development between 2000 and 2007; what are the results for perceived public corruption?

I used the measure for corruption as compiled by Transparency International, but one severe limitation is that though its measure for 2007 is quite thorough, for the year 2000 it includes only 90 countries (of which one – Yugoslavia – does not exist anymore and another – Tai Wan – is not included in the 2007 index).  

At first glance (see Table 3 of Appendix B), this data appears to be worrisome. After all, how is it possible that the level of corruption in 2007 is higher (expressed by a lower mean of the CPI)? However, this is not the result obtained in the Paired Samples T Test. This is because this test only compares the cases where there is data – so, if for instance for Burundi no data was found in 2000 (even though there was data in 2007), this is not used for the analysis. This results in the means and test results as can be seen in Table 4 of Appendix B. The mean is slightly higher for 2007 than in 2000, which implies less corruption. It should also be noted that the mean corruption score for the year 2007 is now almost a whole number higher than in the previous analysis that included all countries. This is due to the fact that in 2000, Corruption International lacked data mostly for those countries which in 2007 were very corrupt. By removing these countries from the analysis, the average level of corruption is hence lower, which implies a higher level of the Corruption Index.
The results of the test are as shown in Table 5 of Appendix B. These show that the mean score in 2007 is 0.059 higher than in 2000. However, this score is not significant, with a P-value of 39.8% which means it is 39.8% possible that the means do not differ. Using an α of 5%, this difference is clearly not large enough to be significant. 

The consequence of this score is that I cannot establish causality: although there is a very high correlation between corruption and development, there is now no indication for development causing a decline in corruption, as was my original hypothesis. 

Had corruption significantly declined between 2000 and 2007, it would have been an indication for the effectiveness of the Millennium Development Goals in ameliorating development, which would have led to the decline in corruption. Unfortunately, this cannot be unambiguously established. Mostly, this is due to the short time frame. Corruption is known to be a very sticky variable, so a mere seven years is too short-term for a significant change to have taken place. 


4.2 Extrapolation: HDI Forecast and Corruption Forecast
Through the method of extrapolation it is possible to construct new data points. This is done by plotting multiple data points and then finding the line of best fit. By extending this line, it is possible to obtain further points that would seem to fit the general trend of the data. The effectiveness of extrapolation depends on the fit of the regression line. If it has a high R2 value, it can be considered to be quite an accurate depiction of future scenarios. Similarly, if the R2 is low then the estimate for the new data point(s) is highly uncertain.

By using the method of extrapolation, I can extend the time period within which to measure the changes taken place in the values of corruption and development. This might solve the problem of corruption being a sticky variable and a forecast can be made for its value in, say, 2030. 

First, I calculated the average HDI value for the years 1985-2005 with intervals of five years. I plotted these values in a scatter plot and added a trend line. This trend line forecasts an average HDI value of approximately 0.8 in 2030. It should be noted that the trend line is a rather accurate depiction of the original data points, with an R2 of 0.99. This is due to the low variation of the data points, which is a good sign because it means that the trend line is not an impossible scenario but rather something which could occur. 
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As can be seen in the chart, the value of the HDI Index looks to be approximately 0.800, whereas in 2000, as established earlier in this chapter, it was 0.707. 
The results for the corruption index are, initially, worrisome. 
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As can be seen on the chart, the trend is clearly downwards for the Corruption Perceptions Index (CPI) – which would imply an increase in corruption!

There is a simple explanation for this; namely that the newer index includes more nations. These new nations are usually ones that either did not exist before or for which enough data previously could not be collected due to little liberty of press or war conditions. These are signs of lower developed countries, which as established forebodes high levels of corruption (and thus, low levels of the CPI). This will of course lower the average CPI value. 

Correcting for these newer countries and including data only for those nations which were also originally included in 1998, the trend line is originally of a very bad fit (with an R2 of only 2%). However, when looking at the graph, it can be seen that there is one, even two possible outliers (see appendix C figure 1&2). When only omitting one data point, we get the same forecasted value for the CPI in 2030 as when we omit two, but with a lower goodness of fit, with an R2 of 0,31. Thus, I feel the below graph is the most accurate depiction of the Corruption Perceptions Index Trend. We obtain the following result:
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This result was obtained for a total of 78 countries per year measured. The absolute difference in the average value of the CPI between 2000 and 2008 is very small, which is not ideal, but the trend line indicates a steep increase in the years leading to 2030. The main problem with this result is that more corrupt nations are now not included, giving a somewhat biased result. However, the overall trend is that of a clear increase in the CPI and thus a decrease in corruption over the years, resulting in a predicted value of approximately 5,18 in 2030. 
Thus, the new means (for 2030 found using extrapolation) to be compared are as shown in Table 6 of Appendix B. It should be noted that the mean value of the CPI Index in 2000 now calculated is very different from the value previously found (4.790) due to the removal of countries in order to better compare between all the years. For a list of countries not included in the analysis, see Appendix A. 
Now, the paired samples test can be performed over this longer timeframe. Unfortunately, due to the method of extrapolation it is not possible to have a table of observations in SPSS. Consequently, SPSS is unable to perform the Paired Samples T-Test because it cannot calculate the standard deviation. However, there is an indication of an improvement in the overall corruption level. 
4.3
Granger Causality Test
Another manner of determining causality is through the Granger causality test. If variable X is a Granger-cause to variable Y, it means that past values of X provide additional information for the forecast of Y that is not contained in the past values of Y (Ahrend (2002)). For a Granger causality test it is customary to choose a lag of 2, which means you look back two periods.  The results are posted in Appendix D.
If the probability is significantly low (below 5%), the null hypothesis can be rejected. Hence, for none of the variables was it the case that corruption Granger-caused development. Interestingly, the Human Development Index, as well as the individual components of education and life expectancy are seen to Granger-cause corruption. Moreover, and rather unexpectedly, the GDP index does not Granger-cause corruption, even though it will be the most robust cause in the regressions in chapter 4.
Chapter 5: Multivariate Analysis

The multivariate analysis is carried out with the objective of examining the relationship between development and corruption. To this end, I begin with a regression estimating the effect of the development indicators on corruption. Thereafter I systematically add several further explanatory variables, which according to the existing literature may affect corruption. In the second part of this chapter I will perform several robustness checks on my baseline specification by interchanging proxies of several variables and seeing whether the results are consistent and robust. 
All regressions are similar in format: The Corruption Perceptions Index is the dependent variable, and the components of the Human Development Index - together with several variables - are the independent variables. In particular, besides the effect of development, I decided to explore the role played by colonial origins of nations, the religious majority in the nations and the openness of the economy. I also explore whether ethno linguistic fractionalization (the level of ethnic and linguistic cohesion within a country) and majority rule (used in the elections of the lower house of the country) influence corruption.
5.1. The Baseline Specification
In the previous chapter it could be seen that all three of the indicators for development were highly correlated with corruption, which indicates that there might be a significant relationship between development and corruption. What one often encounters in statistical analysis, however, is that the effects of a variable fall in strength when others are included. It is therefore important to verify if the correlation between the variables is a) robust and b) significant when other control variables are included. 
The Development Indicators

The simplest regression, presented in column (1) of Appendix E shows how the development indicators affect the CPI without including other variables. Maintaining the generally upheld significance level ‘α’ of 5%, it appears that the GDP Index is the most significant variable in this case, with the education index also having a significant effect on corruption. The life expectancy index is not significant.
The effect of the GDP Index on the CPI remains highly significant and positive for all regressions in columns (1) to (6) of Appendix E. This indicates that a rise in GDP very significantly decreases the level of corruption, ceteris paribus, even after many other variables are added to the regression.
In contrast, the effect of education is not consistently significant, being only significant in column (1) (the regression with only development indicators). However, its coefficient is consistently negative in all regressions in Appendix E, meaning that an increase in the level of education in a country on average increases corruption (albeit not significantly so). This is a surprising result, and a reason for it is explored in the conclusion.

The Life Expectancy Index was not significant in the regression in column (1) of Appendix E or column (2) (when colony dummies are added). However, its effect becomes significant once the effect of religion is included in the model by means of variables for the portion of Catholic and Protestant people in a nation (column (3) of Appendix E). This result is robust to the introduction of further variables (columns (4) to (6) of Appendix E). Moreover, what is surprising is not only that its effect becomes significant with the inclusion of other variables, but also that its effect becomes positive in all regressions in columns (2) to (6), whereas it was negative in column (1); the regression with merely the development indicators! The reason for this is that the partial effect of life expectancy on the CPI is positive, but this is only isolated when adding other variables that are related to life expectancy. Once these variables are removed from the model, their indirect effect on the CPI through life expectancy is expressed in the coefficient for life expectancy, hence resulting in a negative coefficient in the regression without these variables. It is to be expected that life expectancy on average decreases the level of corruption (i.e. having a positive effect on the CPI), so this is an indication for the correctness of the baseline specification (column (5) of Appendix E).

The Other Variables

The addition of several control variables - besides affecting the estimation results of the development indicators as explained above – have some interesting direct effects on corruption, which are consistent with the findings of the existing literature. In particular, adding three dummies capturing the the Spanish, French and British colonial past of my sample of countries (see in column (2) of Appendix E). I find that the British colony dummy has a significant positive effect on the CPI. This positive effect is significant in all regressions in Appendix E where it is included, which means that former British colonies are on average significantly less corrupt than other countries, which is consistent with the results found by Treisman. The French and Spanish colony dummies are insignificant in all regressions in Appendix E where they are included.
After adding the colony dummies, I proceed to add the variables concerning religion: one variable measures the proportion of a country’s population that is Catholic, and the other the proportion of Protestants. I add both at the same time in column (3) of Appendix E.. Of these variables, Protestant population has a significant positive effect on the Corruption Perceptions Index, which means that Protestant countries are on average less corrupt (ceteris paribus). This effect (which is consistent with the finding of Treisman) remains highly significant when including the other variables in columns (4) to (6) of Appendix E. 

The variable ‘ethno linguistic fractionalization’ is included in the regression in column (4) of Appendix E. This variable measures the level of ethnic and linguistic cohesion within a country. Ethno linguistic fractionalization did not prove significant in any regression in Appendix E where it was included. 
Finally, I included a dummy for whether a country had a majority voting system (used in the elections of the lower house of the country) in column (5) and an indicator of the openness of the economy of a country in column (6) of Appendix E. Both are insignificant and do not change the significance/insignificance of the other variables.
After running these regressions, I decided upon using the regression in column (5) of Appendix  E  as my baseline specification. It seemed the most complete model without any superfluous variables  added in.  In this regression, the variables Life Expectancy Index, GDP Index, UK Colony and Protestant Population are significant.

5.2 Robustness Check

In order to check whether my baseline specification is a correct model for estimating the effects of several explanatory variables on corruption, some robustness checks must be carried out. 
There are several proxies for the colonial origin of a country. In my baseline specification I used separate dummies for Spanish, French and British colonies. In order to check whether the other variables in the regression are still significant, I replace these with a single dummy for former colonies in the regression of column (1) in Appendix F. This variable does not have a significant effect, and interestingly enough, the Education Index and the Majority Voting System variables become significant, whereas the Life Expectancy Index now becomes insignificant. Upon examining the data, the following provides a possible explanation for such results. Examining which countries are a former colony, but neither French, Spanish nor British, it appears that there are seventeen countries which are other former colonies – for instance, Norway is a former Swedish colony. As a result, the former colony dummy that does not distinguish between these nations includes seventeen more countries that the regression using three different colonial dummies. Hence, there is likely to be some omitted variable bias in the baseline regression, because there has not been accounted for the colonial heritage of these seventeen countries. This explains the difference in the Life Expectancy Index, the Education Index  and the Majority Voting System.
Another manner to capture the colonial origin of a country is by using dummies for its legal origin. These dummies include French, German, UK and Scandinavian legal origin and substitute the three colonial dummies in regression (2) of Appendix F. When this is done, it appears that British legal origin is highly significant. This is to be expected if we consider this a proxy for colonial origin, as it was also the result obtained in the baseline specification. The significance and positive/negative effects of the other variables remain largely the same, so we can conclude that this is an indication for the robustness of our model. The only difference is that life expectancy is now no longer significant. 

In all the previous regressions, development was measured using three different indicators. Are the results still robust if these are replaced by the Human Development Index? In regression (3) of Appendix F we see that there is a difference in the results. Although the UK colony dummy and the Protestant population variables remain significant, the variable for the Catholic population as well as the Spanish and French colony dummies become significant, such that it would now be concluded that former Spanish colonies on average are more corrupt and former French colonies on average are less corrupt. The HDI Index itself is, as would be expected, highly significant. We can see that differences are now very largely accounted for by religion and colonial heritage, more so than when separate dummies were included. One possible explanation is that the separate indicators Life Expectancy, Education and GDP are already different for countries of different religions and colonial heritage and thus, when not specified in the model, these differences are reflected in the respective variables. 
When the HDI is paired with the legal origin dummies (hence replacing both the development indicators and the colonial heritage dummies) in regression (4) of Appendix F, the Protestant population variable and the UK legal origin dummy remain significant, but now the French and German legal origin dummies become significant too. This result too might be explained by the fact that differences in Life Expectancy, Education and GDP can partially be accounted for by differences between countries of different legal origins, and that these differences are now reflected solely in the latter variables.

The regression in column (5) of Appendix F combines the HDI with the former colony dummy (hence replacing both the development indicators and the colonial heritage dummies). In this regression the HDI is highly significant (as is to be expected) and the Protestant population variable remains significant. However, the Majority Voting System variable now becomes significant.  

Finally, it can be concluded that the baseline specification (as presented in regression (5) of Appendix E) is quite robust. After the robustness checks made using the Human Development Index, it seems imperative that the indicators are used separately in the regressions to distinguish between the effects. There is a slight problem with using the separate former colony dummies, but the results when comparing these with the regressions run using legal origin as a proxy for colonial heritage instead (columns (2) and (4) of Appendix F) indicate that  the results are quite robust. When replacing these with a single colony variable, however, it seems that the results change significantly, which means that there is a big difference between former UK, French and Spanish colonies and former colonies that belong to none of the three categories. Hence, we can conclude that the chosen model (as seen in column (5) of Appendix E) is quite a sound model for countries which are former UK, French and Spanish colonies or have not been colonies, but not for countries which are former colonies of nations that are  not the UK, France or Spain. 
Chapter 6
Conclusions

There is a myriad of causes of corruption, but the effect of development on the phenomenon is not yet established. 
I found an indication for the existence of a causal link between development and corruption. Unfortunately, as corruption is quite a sticky variable, there was no significant change in corruption between 2000 and 2007. However, the forecast I made by extrapolation does seem to imply that there will be a substantial change in corruption, which could be an argument for development being a cause of corruption. This, in a way, replicates Treisman (2000) when he regressed the distance of a nation to the equator with corruption. Moreover, the Granger causality test finds that HDI Granger-causes the CPI, which also is an indication for development causing corruption.
My research replicated Treisman’s results when he found a significant link between the Gross Domestic Product and the Corruption Perceptions Index, except when I performed the Granger Causality Test.

The results obtained with regards to the Education Index were not as expected, namely that education had a negative (insignificant at 5% significance level) effect on the CPI (and thus, an increase in education increases corruption!). Ahrend (2002) obtains the same result. He offers a possible explanation. Countries that have low levels of civil monitoring of those in public office experience negative effects on corruption when there is an increase in education, as they might increase agents’ rent seeking capacity. He finds evidence that countries that lack press freedom experience negative effects on corruption from increases in secondary and higher education. This could be a possible explanation of our obtained result. 
Life expectancy, the third component of the Human Development Index, was found to be significantly influential when paired with other variables, and it was also significant in the Granger causality test. 

Finally, the HDI variable proved highly significant. Having examined the component parts it can now be established that this is largely due to GDP and life expectancy.

Aside from development, I replicated the result obtained by La Porta et al (1999) in terms of countries with Protestant traditions being less corrupt. One reason for this might be the argument presented by Max Weber in his work “Protestant Ethic and The Spirit of Capitalism” (1904), which argues that Protestantism has a positive effect on economic development.  I also replicated Treisman’s result of former UK colonies being less corrupt.

6.1
Policy recommendations

On the basis of the results obtained, several policy recommendations can be proposed. However, before doing so it must be noted that all components are inextricably linked. A positive effect on education will invariably positively affect GDP, which will positively affect life expectancy.

Bearing this in mind, it seems there are two major actors, which could be able to influence the level of corruption in a country: international aid donors (governments and organizations) and the governments of more corrupt countries themselves. Let us look at the first component. Knowing that the biggest difference can be made by incrementing GDP, donor countries should focus on economic growth when giving aid. Perhaps the most substantial way to do this would be to increase imports from such a country, or to inject capital and invest more into these countries. The problem with this is that there is little investor confidence in these types of nations. Therefore, perhaps the most significant way to decrease corruption would be to follow suit of the International Monetary Fund (IMF) and develop the markets of these countries into free markets, with little tax and few other leaks with a robust financial system. 
Secondly, as life expectancy is also a significant variable, it seems that improving life expectancy is not just a critical step towards improving a country’s level of development, but also an effective manner in decreasing corruption. This probably won’t only have a direct effect (which would be likely to be long term). It seems clear that amelioration of health outcomes of a country will also improve GDP, which will decrease corruption.

Finally, in terms of education, it is more difficult to give recommendations. This is because improving education will also improve GDP, which will decrease corruption. However, the results indicate an increase in corruption when education improves (in regressions paired with other variables). Hence, a preliminary step must be made in terms of improving civil monitoring and press freedom. Unfortunately, this is difficult to realize for international actors, but NGO’s and above all national governments in such nations can play an important role here. However, as this negative effect of education was not very robust, it might be preferable to focus on improving the GDP and life expectancy.   
Therefore, the question that, when answered, will ‘solve’ the corruption matter is the same which lays at the fundaments of economics: should one take a classical approach and liberalize markets to the point that these function optimally, or should one take a Keynesian approach and affect economic growth through investment in other variables such as labor markets, education and health care? There is no unique answer to this question, and perhaps this is the reason why corruption to this day is still so widespread. After all, there is more than one path to development.
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Appendix A: List of Countries Not Included in CPI Index Comparison
	Afghanistan
	
	Guinea
	
	Palestinian Authority

	Albania
	
	Guinea-Bissau
	
	Panama

	Algeria
	
	Guyana
	
	Papua New Guinea

	Armenia
	
	Haiti
	
	Paraguay

	Bahrain
	
	Honduras
	
	Puerto Rico

	Bangladesh
	
	Iran
	
	Qatar

	Barbados
	
	Iraq
	
	Rwanda

	Belize
	
	Jamaica
	
	Saint Lucia

	Benin
	
	Kiribati
	
	Saint Vincent and the Grenadines

	Bhutan
	
	Kuwait
	
	Samoa

	Bosnia and Herzegovina
	
	Kyrgyzstan
	
	Sao Tome and Principe

	Burkina Faso
	
	Laos
	
	Saudi Arabia

	Burundi
	
	Lebanon
	
	Serbia and Montenegro

	Cambodia
	
	Lesotho
	
	Seychelles

	Cape Verde
	
	Liberia
	
	Sierra Leone

	Central African Republic
	
	Libya
	
	Solomon Islands

	Chad
	
	Macau
	
	Somalia

	Comoros
	
	Macedonia
	
	Sri Lanka

	Congo, Democratic Republic
	
	Madagascar
	
	Sudan

	Congo, Republic of
	
	Maldives
	
	Suriname

	Cuba
	
	Mali
	
	Swaziland

	Cyprus
	
	Malta
	
	Syria

	Djibouti
	
	Mauritania
	
	Tajikistan

	Dominica
	
	Mongolia
	
	Timor-Leste

	Dominican Republic
	
	Montenegro
	
	Togo

	Equatorial Guinea
	
	Mozambique
	
	Tonga

	Eritrea
	
	Myanmar
	
	Trinidad and Tobago

	Gabon
	
	Nepal
	
	Turkmenistan

	Gambia
	
	Nicaragua
	
	United Arab Emirates

	Georgia
	
	Niger
	
	Uruguay

	Grenada
	
	Oman
	
	Vanuatu

	Guatemala
	
	Pakistan
	
	Yemen

	 
	
	 
	
	Yugoslavia


Appendix B 

Table 1: Difference in the Human Development Index between 2000 and 2007

	
	HDI 2000
	HDI 2007

	 Mean
	 0.707107
	 0.741787

	 Observations
	 139
	 139

	Standard Error
	0.015
	0.014847


Table 2:  Paired Samples T-Test on the Human Development Index between 2000 and 2007

	
	Paired Differences
	T
	df

	Sig. (2tailed)

	 
	Mean
	Std. Deviation
	Std. Error Mean
	95% Confidence Interval of the Difference
	Mean
	Std. Deviation
	Std. Error Mean

	 
	Lower
	Upper
	Lower
	Upper
	Lower
	Upper
	Lower
	Upper

	HDI
	2000 -2007
	-.034679
	.019434
	.001648
	-.037939
	-.031420
	-21.039
	138
	.000


Table 3: Difference in the Corruption Perceptions Index between 2000 and 2007
	
	CPI 2000
	CPI 2007

	 Mean
	 4.789773
	 3.988701

	 Observations
	 88
	 177


Table 4: Difference in the Corruption Perceptions Index between 2000 and 2007 after correcting for country differences 

	
	Mean
	N
	Std. Deviation
	Std. Error Mean

	CPI
	2007
	4.85
	88
	2.387
	.255

	 
	2000
	4.79
	88
	2.399
	.256


	
	Paired Differences
	T
	df
	Sig. (2-tailed)

	 
	Mean
	Std. Deviation
	Std. Error Mean
	95% Confidence Interval of the Difference
	Mean
	Std. Deviation
	Std. Error Mean

	 
	Lower
	Upper
	Lower
	Upper
	Lower
	Upper
	Lower
	Upper

	CPI
	2007 - 2000
	.059
	.653
	.070
	-.079
	.198
	.848
	87
	.398


Table 5: Paired Samples T-Test on the Corruption Perceptions Index between 2000 and 2007

Table 6: Predicted means of the HDI Index and the CPI Index in 2030 using extrapolation
	
	Mean value in 2000
	Predicted Mean value in 2030

	HDI Index
	0.707
	0.795

	CPI Index
	5.0857
	5.180


Appendix C: Graphs of Corruption Perception Index in time, including trendline forecast
Figure 1:
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Figure 2:
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Appendix D: Granger Causality Tests
	
	
	
	

	
	
	
	

	 Null Hypothesis:
	Obs
	F-Statistic
	Probability. 

	
	
	
	

	
	
	
	

	 Corruption Perceptions Index does not Granger Cause HDI
	 79
	 0.18557
	0.8310

	 HDI does not Granger Cause Corruption Perceptions Index
	 4.45737
	0.0149**

	
	
	
	

	
	
	
	

	
	
	
	

	 Education Index does not Granger Cause Corruption Perceptions Index
	 82
	 3.69739
	0.0293**

	 Corruption Perceptions Index does not Granger Cause Education Index
	 0.33157
	0.7188

	
	
	
	

	
	
	
	

	GDP Index does not Granger Cause Corruption Perceptions Index
	 79
	 1.94904
	0.1497

	Corruption Perceptions Index does not Granger Cause GDP Index
	 1.01086
	0.3689

	
	
	
	

	
	
	
	

	
	
	
	

	Life Expectancy Index does not Granger Cause Corruption Perceptions Index
	 82
	 3.37915
	0.0392**

	Corruption Perceptions Index does not Granger Cause Life Expectancy Index
	 0.23414
	0.7918

	
	
	
	

	
	
	
	

	** = significant at 5% level
	
	
	


Appendix E: Regressions (Dependent Variable: Corruption Perceptions Index 2007)

	 
	(1)
	(2)
	(3)
	(4)
	(5) Baseline Specification
	(6)

	Education Index
	-4.362* (2.101)
	-1.609 (2.388)
	-2.129 (1.908)
	-2.006 (1.892)
	-2.043 (1.887)
	-2.182 (1.907)

	Life Expectancy Index
	-0.739 (1.724)
	0.899 (1.774)
	3.074* (1.452)
	4.483*** (1.704)
	4.304* (1.706)
	3.882* (1.704)

	GDP Index
	13.453*** (1.798)
	11.495*** (2.017)
	9.215*** (1.651)
	8.994*** (1.643)
	9.317*** (1.661)
	8.412*** (1.701)

	Spanish Colony
	 
	-0.548 (0.467)
	-0.551 (0.452)
	-0.600 (0.449)
	-0.552 (0.450)
	-0.514 (0.444)

	French Colony
	 
	0.647 (0.691)
	1.066 (0.555)
	1.019 (0.551)
	1.017 (0.549)
	0.718 (0.622)

	UK Colony
	 
	0.986* (0.425)
	1.188*** (0.341)
	1.150*** (0.338)
	1.008*** (0.359)
	0.811* (0.370)

	Catholic Population
	 
	 
	0.007 (0.004)
	0.008 (0.004)
	0.009* (0.004)
	0.008 (0.004)

	Protestant Population
	 
	 
	0.036*** (0.005)
	0.036*** (0.005)
	0.037*** (0.005)
	0.035*** (0.005)

	Ethnolinguistic Fractionalisation
	 
	 
	 
	0.968 (0.628)
	0.911 (0.628)
	0.676 (0.630)

	Majority Voting System
	 
	 
	 
	 
	0.360 (0.306)
	0.318 (0.303)

	Openness of the Economy
	 
	 
	 
	 
	 
	0.007 (0.004)


Appendix F: Robustness Check: Regressions (Dependent Variable: Corruption Perceptions Index 2007)

	 
	(1)
	(2)
	(3)
	(4)
	(5)

	Human Development Index
	 
	 
	13.980*** (1.380)
	12.848*** (1.346)
	12.271*** (1.450)

	Education Index
	-4.470* (1.766)
	-3.176 (1.846)
	 
	 
	 

	Life Expectancy Index
	3.295 (1.749)
	2.739 (1.758)
	 
	 
	 

	GDP Index
	10.844*** (1.630)
	10.377*** (1.517)
	 
	 
	 

	Catholic Population
	0.004 (0.004)
	0.004 (0.004)
	0.009* (0.004)
	-0.002 (0.004)
	-0.000 (0.004)

	Protestant Population
	0.035*** (0.006)
	0.027*** (0.008)
	0.037*** (0.006)
	0.028*** (0.009)
	0.035*** (0.006)

	Ethnolinguistic Fractionalisation
	0.966 (0.678)
	0.683 (0.656)
	0.885 (0.614)
	0.888 (0.682)
	1.107 (0.702)

	Majority Voting System
	0.747* (0.298)
	0.524 (0.315)
	0.279 (0.326)
	0.440 (0.350)
	0.678* (0.340)

	French Legal Origin
	 
	0.579 (0.434)
	 
	1.079* (0.447)
	 

	German Legal Origin
	 
	1.359* (0.615)
	 
	2.032*** (0.655)
	 

	UK Legal Origin
	 
	1.196*** (0.430)
	 
	1.640*** (0.465)
	 

	Scandinavian Legal Origin
	 
	1.293 (0.918)
	 
	1.645 (0.992)
	 

	Former colony
	-0.238 (0.344)
	 
	 
	 
	-0.607 (0.381)

	Spanish Colony
	 
	 
	-0.920* (0.438)
	 
	 

	French Colony
	 
	 
	1.724*** (0.539)
	 
	 

	UK Colony
	 
	 
	1.178*** (0.381)
	 
	 


Appendix G: Data Sources
Data collection: scope and limitations

Data collection has been done by Transparency International for the corruption measures and by the United Nations Development Programme (UNDP) for the Human Development measures. It should be noted that both encountered some problems in the process. Most notably, both indices included a rather limited amount of countries as little as ten years ago. Though the range has been expanded, in the year 2000 and before the Corruption Perceptions Index included less countries. 
The data on all other variables is from Persson (2000), covering 83 countries. 
When comparing corruption and development between 2000 and 2007, the analysis includes 139 countries for the HDI index, and 78 countries for the Corruption Index
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� Source: Wikimedia Commons [http://commons.wikimedia.org/wiki/File:Circular_flow_of_income.png]


� * : significant at 5% significance level


***: significant at 1% significance level


Notation: Coefficient* (Standard Error).


� * : significant at 5% significance level


***: significant at 1% significance level


Notation: Coefficient* (Standard Error)
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