The ‘Day-of-the-week effect’ and ‘January effect’ on the US, German & Japanese stock market

Justin J. Doekhi
In this paper, I examine the day-of-the-week effect and the January effect in the S&P, DAX and NIKKEI during the period 1995-2010. In all the researched countries, I find that every day has a significant impact on the weekly return, with the Monday return as the lowest, following an increasing pattern during the week. In the investigated period, there is no sign of the January effect in the US or Germany. In contradiction, in Japan, the month January generates significantly higher returns than the other months. With the help of the GARCH model, I find a significant relation between stock returns and volatility in the Japanese and US market. However, this relation is positive in the US  and negative in Japan.
Introduction
In the past decades, with the trend of internationalization visible, more and more investors started to diversify their portfolios into foreign investments. The main reason to diversify your portfolio is to decrease the risks and earn more profits. When two markets are nearly the same, it has no use to invest in both of them: they would have the same expected profitability (Harvey, 1995). According to Apolinario, Santana and Sales (2006) it is a clear sign that if anomalies are present in financial markets, the difference between the markets is big.       
Calendar anomalies in financial markets are widely investigated in the past. Something is called an anomaly, if it is not in agreement with the current theory. A calendar or seasonal anomaly is not in agreement with the Capital Asset Pricing Model (Sharpe, 1964). There are several calendar anomalies known, but in this study, I will put the focus on two of them: The January effect and the Day-of-the-week effect. Berument & Kiymaz (2001) also suggest that these two effects are the most common in the financial markets. In this study it will become clear if there is indeed a January effect and a Day-of-the-week effect in the S&P (US), DAX (Germany) and NIKKEI (Japan) in the period 1995 - 2010. I choose for these indices, because they are the biggest indices in the most developed continents of the world; North-America, Europe and Asia. This research can show us if the anomalies are visible in the big indices in the most developed continents. 
The January effect is an anomaly that shows us abnormal returns in the month of January, compared to the rest of the months. There are several explanations that can cause this effect, but none of them are actually proven. The first and most accepted one has everything to do with tax-loss selling (Reinganum, 1983). At the end of the year, companies sell stocks at a loss to offset the gains from other stocks. Hereby, the companies pay less tax over the profits they made. Also liquidity trading can cause a January effect. In the last month of the year, people mostly get extra money. This can be used to invest in stocks (Ogden, 1990). The January effect can shift over time. There are researches that show abnormal returns already in December due to tax-loss selling (Chen & Singal, 2003). Still, there is no clear straightforward answer for what is causing this January effect. 
The Day-of-the-week effect shows that at some days of the week, significant abnormal returns (or significant abnormal negative returns) can be realized. One of the first researchers that came with a result was Frank Cross (1973). He showed that the returns on the S&P were significantly negative on Mondays. A reason why this anomaly is widely investigated is to see whether stocks move randomly. If this effect is visible, we can say that stocks do not move randomly, which is in contradiction with the Efficient Market Hypothesis (EMH). The EMH or ‘Random Walk Theory’ suggests that you cannot benefit from predicting stock price movements. If the Day-of-the-week effect is visible, investors are possible to benefit from predicting stock price movements.     
The next chapter will give summary of the literature that is available on these anomalies. It will also give a quick review of what is known in the investigated countries. After that, I will give a description of the data that is used for my empirical research and will be clear what methodology is used. In this paper, for the Day-of-the-Week effect, I will not only focus on returns of the investigated stock markets, but also on the volatility. Thereafter I will continue with discussing the results. This paper will end with the conclusion of my research.   
Literature

Richard H. Thaler (1987) already said it in his article in the ‘Economic Perspective’; 
“(..) seasonal patterns, an even more puzzling class of anomalies.” The January effect is a member of that puzzling class of seasonal patterns, and perhaps the most known anomaly. There is a lot of literature written about this subject, but a clear explanation of this effect does not really exist. Keim (1989) had an explanation that had everything to do with the bid-ask spreads. In December, due to selling pressures, the quotes of the closing prices are often bid quotes. In January, this phenomena turned around and the closing prices then would often be ask quotes, which drove the price to higher levels. In the US, there is a lot of evidence for this January effect. R. Roll (1983) stated in his paper that the last trading day of December and the first four trading days in January had the biggest returns. He also argued that this was the case due to the bid-ask spreads. That was called the ‘Turn-of-the-Year effect.’ Haugen & Jorion (1996) showed in their paper a January effect for the NYSE in the period 1926 – 1993. But there was one remark; this effect was only there for the firms with the lowest market capitalization. A more recent study about the January effect suggests that the effect is declining in the US stock market (Anthony Yanxiang Gu, 2002). It also concludes that the relation between yearly return and the January effect is negative. So, economically better years have a lower January effect. In Japan, there is evidence that there is a January effect visible, and that it has nothing to do with taxes or loss offsets (Kato and Schallheim, 1985). So it would be great to see if this January effect is still visible nowadays. 
Also about the Day-of-the-Week effect is a lot of written. French (1980) and Cross (1973) investigated the S&P for the Day-of-the-Week effect and found that the Friday returns were the highest returns and Monday returns were the lowest. Some studies even see a negative Monday return, like the one from Gibbon & Hess (1981). In the paper from Dubois & Louvet (1996) they say that the Day-of-the-Week effect is disappearing in the US, but it is still strong in the European countries. They also saw lower returns in the beginning of the week. Solnik & Bousquet (1990) also find a negative return in the beginning of the week, but then on French stock market. Note that it is clear that there is a lot of common results between the researchers. They mostly all see a lower returns in the beginning of the week. Lakonishok & Levi (1982) described in their paper that this effect is caused due to settlement delays. For example, if you have a transaction now, most of the time, the actual payment will be a few days later (not anymore nowadays, but for sure in the future). A purchase on Wednesday will for example be settled on Friday and a purchase of Thursday will be settled on Monday, due to the weekend. The receiver is willing to pay a little bit more (interest) for the two extra days, if the EMH holds. As an effect of this, the prices will rise on Thursday. The prices will fall on Monday, because then there are no extra interest days. 

Also information environment can play a role in causing the Day-of-the-Week effect. Fishe, Gosnell & Lasser (2006) state in their research that in times of bad information, there is not the effect of a lower Monday returns. If there is a time of a lot of good information, this effect is indeed visible.      
All these results are based upon the returns. Most studies also include research in volatility, like Berument & Kiymaz (2001) and Apolinario, Santana and Sales (2006). This approach is named the Autoregressive Conditionally Heteroscedastic (ARCH) approach or (Generalized)ARCH approach. The researchers all assume that in stock markets, the variance in the residuals is not constant over time. In Ordinary Least Square methods, the assumption is that the variance of the residuals is constant. A lot of the researchers, look for relationships between stock prices and volatility. Campbell & Hentschel (1992) for example, see a negative relation between stock returns and volatility increases. On the other hand, Nelson (1991) finds a positive relation between the two variables. Some find no evidence of a relation between variance and stock returns (Baillie & DeGenarro, 1990) In this paper, It would be nice to see if higher volatility, or risk, also will lead to higher returns.  
Data & Methodology

Data

In this paper, I use data from stock markets in the three biggest countries on the wealthiest continents: S&P (US), NIKKEI (Japan) and DAX (Germany). For the Day-of-the-week effect, I use the daily returns, from Monday to Friday, on the stock markets from January 1995 up to December 2010. For the January effect, I use monthly data, with the same range in time. For the Day-of-the-week-effect, I also examine two separate ranges: the first period: 1995 – 2000 and the second 2000 – 2010. There is a trend of disappearing anomalies (Dubois and Louvet. 1996). With this method, I can take a closer look at this phenomena, and see if it is indeed the case for the researched stock markets.   
Descriptive Statistics: Monthly Returns on the Indices (in %)

	
	Mean
	Median
	Maximum
	Minimum
	Std. Dev.

	S&P 
	0.635
	1.125
	15.733
	-16.774
	4.844

	DAX
	1.484
	0.861
	42.295
	-22.880
	8.409

	NIKKEI
	-0.052
	0.148
	17.537
	-20.360
	5.785






Table 1
Descriptive Statistics: Daily Returns on the Indices (in %). 

	
	Mean
	Median
	Maximum
	Minimum
	Std. Dev.

	S&P 
	0.032
	0.033
	11.580
	-9,035
	1.251

	DAX
	0.068
	0.030
	16.780
	-12.146
	1.741

	NIKKEI
	0.000
	0.000
	12.327
	-9.454
	1.336


 Table 2
Descriptive Statistics: S&P Returns per day (in %)

	

	Monday
	Tuesday
	Wednesday
	Thursday
	Friday

	Mean
	0.036
	0.059
	0.038
	0.017
	0.010

	Median
	0.000
	0.018
	0.074
	0.035
	0.055

	Std. Dev.
	1.342
	1.327
	1.196
	1.255
	1.121

	Maximum
	11.580
	10.789
	5.731
	6.921
	6.325

	Minimum
	-8.930
	-5.739
	-9.035
	-7.617
	-5.828


              Table 3 

Descriptive Statistics: NIKKEI Returns per Day (in %)


	

	Monday
	Tuesday
	Wednesday
	Thursday
	Friday

	Mean
	-0.048
	0.009
	0.006
	0.035
	-0.004

	Median
	0.000
	0.000
	0.000
	0.000
	0.002

	Std. Dev.
	1.413
	1.310
	1.326
	1.360
	1.267

	Maximum
	6.383
	12.327
	6.490
	8.897
	4.192

	Minimum
	-7.062
	-5.353
	-8.674
	-9.454
	-8.318


Table 4
Descriptive Statistics: DAX Returns per day (in %)

	

	Monday
	Tuesday
	Wednesday
	Thursday
	Friday

	Mean
	0.205
	0.046
	0.047
	-0.003
	0.048

	Median
	0.122
	0.014
	0.015
	0.030
	0.000

	Std. Dev.
	1.198
	1.564
	1.818
	1.730
	1.578

	Maximum
	13.675
	7.024
	16.780
	7.180
	8.814

	Minimum
	-12.146
	-7.235
	-11.801
	-10.089
	-6.532


Table 5     
The tables 1 and 2 show the descriptive statistics of daily and monthly returns in the three stock markets. If we take a look at the standard deviation (also volatility of the market), minimum and maximum, the DAX is the most volatile one. The steadiest market is the S&P. This is interesting to take into account. I would say calendar anomalies should be more visible in the more volatile markets. We can see if that is true in a later stage of the research. The tables 3, 4 and 5 show the same statistics, but then separated per day for each of the indices. It is also necessary to mention that for all the indices, the ‘Kurtosis-value’ is really high. The normality test will thus rejected.  
Methodology
To investigate the January effect and Day-of-the-Week effect in the mentioned stock markets, I start with an ordinary least squares regression analysis on the first differences of the natural logarithm of the daily returns. The logarithms are calculated as follows:
R = ln (Pt/Pt-1)
Pt and Pt-1 are the values for each index for the period t and t-1. 

The OLS regression formula for the ‘Day-of-the-week-effect’:
 Rt = RmDm + RtuDtu + RwDw + RthDth + RfDf + εt

With this regression, we can see if abnormal returns per day are realized in the S&P, NIKKEI and DAX. The independent variable Rt will be the average daily return per week. So I will make a variable for the average weekly return. The dependent variables are the returns on the weekdays (Monday – Friday). The dummy variable is used to separate the days of the week, and see if there is indeed a ‘Day-of-the-week-effect’, if on the specific dates abnormal returns show up. I will use a p-value of 5%. When needed, this estimations will be corrected for hetroscedasticity and serial correlation, using the ‘Newey-West’ estimation. 
Especially in stock markets, there can be a problem using this approach, namely autocorrelation. To solve this problem, I introduce one or two week lags in the regression. This is also done by Kiymaz & Berument (2001) and Apolinario, Santana and Sales (2006). A second big problem that can occur using this approach is that the variance of the residuals is not constant and that it is maybe time dependent. This can be solved using autoregressive conditionally heteroscedastic models (ARCH). I will discuss this part later. 
A solution for the first problem is, like I said before, include a lag as a variable in the regression analysis. The OLS regression can now be formulated as follows.
Rt = RmDm + RtuDtu + RwDw + RthDth + RfDf + Rt-5 + Rt-10 + εt 

In this case, the lag is a 5 (one week) or a 10 day (two weeks) lag, because I only work with trading days. 
For the ‘January-effect’ the OLS regression is as follows: 
Rt = RYearDJanuary + εt

With this regression we can see it there is a ‘January-effect’ in the stock markets. The independent variable Rt is in this case the average monthly return on the stock market. The dependent variable is the average return per year, with the dummy variable DJanuary to actually see if the ‘January-effect’ exists. If we can see if there is a significant higher abnormal return in January, we can say that there is a ‘January-effect’. Again with a p-value of 5%. If there is no January effect, I also want to investigate if this effect is maybe shifted to December. Chen & Singal (2003), also see the shift to December. That is why I also test for a December effect. In that case, the dummy variable will be the dummy DDecember. Also in this case: when needed, there is corrected for hetroscedasticity and serial correlation. A similar autocorrelation problem can occur in the January effect. That is why again, a lag will be introduces into the OLS regression. This time, the lag is a monthly lag.
The formula can now be stated as follows:

Rt = RYearDJanuary + Rt-1 + εt
ARCH/GARCH Methodology
Just as Apolinario, Santana and Sales (2006) clearly described, an ARCH model is used to correct for the variability in the variance in the residuals. In financial data, it is likely that there is a so called volatility clustering. The volatility nowadays is largely correlated with the volatility in the next coming period. ARCH models account for this. Further, is it unlikely that in financial markets that the variance of the residuals is constant over time. The ARCH model has an assumption that the variance of the residuals is not constant over time (heteroscedastic). Engle (1982) was the first to use this ARCH approach. Bollerslev (1986) introduced the generalized ARCH model, also known as GARCH. This model allows that the variance can be dependent upon previous lags. The distribution of the model and the generalized model itself are as follows:

εt  ̴  N( 0 , σt2) 
σt2 = α0 + α1Dmμ2t-1 + α1Dtuμ2t-1 + α1Dwμ2t-1+ α1Dthμ2t-1 + α1Dfμ2t-1 + βσ2t-1 + εt
This model corrects for the second big problem I stated earlier this paper when using the OLS approach. It corrects for the problem that the variance of the residuals is not constant and that it is maybe time dependent. In the next part, we will see the results using OLS and GARCH for checking if the calendar anomalies are indeed visible in the S&P, DAX and NIKKEI.
Empirical Results  
Day-of-the-Week effect: Daily effects (in%)
	
	Mondays
	Tuesdays
	Wednesdays
	Thursdays
	Fridays

	S&P
	0.14
	0.16
	0.15
	0.19
	0.20

	NIKKEI
	0.14
	0.17
	0.20
	0.19
	0.20

	DAX
	0.17
	0.20
	0.21
	0.22
	0.23













Table 6
Day-of-the-Week effect: Daily effects separate periods (in%)
	
	Mondays
	Tuesdays
	Wednesdays
	Thursdays
	Fridays

	S&P (1)

S&P (2)
	0.16

0.14
	0.14

0.16
	0.22

0.14
	0.21

0.19
	0.21

0.20

	NIKKEI (1)

NIKKEI (2)
	0.15
0.13
	0.20
0.17
	0.21
0.21
	0.26
0.18
	0.24
0.19

	DAX (1)

DAX (2)
	0.19
0.17
	0.21
0.20
	0.16
0.22
	0.25
0.20
	0.19
0.26


(1) = 1995 – 2000  (2) = 2000 – 2010 






Table 7

January Effect: Extra January Returns (in%) 
	
	January Effect (p-values)
	Februari – December (p-values)

	S&P
	-0.03 (0,68)
	0.39 (0.30)

	NIKKEI
	0.16 (0.03)*
	-0.19 (0.66)

	DAX
	0.09 (0,16)
	1.09 (0.08)


 * Significant









Table 8
GARCH Day-of-the-week and volatility effects (in %)
	
	Significant Days
	Constant
	ARCH parameter (Squared Residuals)
	Lagged Conditional Variance

	S&P
	M, Tu, W, Th+, F
	0.032*
	0.867*
	0.015*

	NIKKEI
	M, Tu, W+, Th, F
	0.052*
	0.837*
	-0.014*

	DAX
	M, Tu+, W, Th, F
	0.078*
	0.867*
	0.004


* Significant       
+ Most Volatile Day






Table 9
S&P
In the S&P I find that every single day has a significant effect on the weekly return. The Mondays have on average the lowest impact on the weekly returns. On average, the Mondays contribute with 0.15% on the weekly return. The Fridays have the biggest impact, a significant 0.20%. A clear increasing pattern is visible in this market. When I take a look at the separate sub-periods, the increasing pattern is still visible. It is nice to see that the fist sub-period have on average slightly bigger weekly returns. In the S&P, not much is changing. 
The January effect is not visible in the S&P. This is in contradiction with the findings of Haugen & Jorion (1996). This was for me a reason to take a look at the month December. Maybe the January effect shifted to this time of the year. But also this was not the case. We can conclude that nowadays there is no January effect visible in S&P. 

NIKKEI

Also for the Japanese stock market, every day has a significant impact on the weekly return. The Monday returns are the smallest contributors to the weekly returns. Mondays contribute slightly over  0,14% to the weekly returns. Also in the NIKKEI there is a increasing pattern, but not so clear as in the S&P. Wednesdays  have on average the biggest returns, approximately 0,20%. After the Wednesday, the returns stay at the 0,20% for Thursdays and Fridays. For the first sub-period in the NIKKEI, you can see that the beginning of the week has the lowest, and the end of the week has the higher returns, just as the two periods together. However, the second sub-period shows a peek on Wednesday. In Japan, the patterns shift from an upward hill pattern, to a mountain shape pattern.  
It is nice to see that there is still a January effect in Japan. There is so much written about this effect. You would think that the investors and private investors fully traded this effect away. I find that January has a 0.16% higher return, compared to the other months. It is not a very large January effect, but it is a significant one. 

DAX

 For the DAX, speaking of the Day-of-the-Week effect, the same story holds as in the S&P and NIKKEI. Again the increasing pattern is visible, with the Mondays as the lowest contributors to the weekly returns (0.18%) and Fridays as the biggest (0,22%). It is strange to see that every stock market I researched has this pattern. If I take a look at the sub-periods, it is clear to see that this upward slope is only the case for the last few years. When I take a look at the January(December)-effect in Germany, I cannot find one.
The results are like I expected. With respect to the Day-of-the-Week effect, many other studies showed an increasing pattern in the daily returns (French, 1980) (Cross, 1973). With respect to the January effect, there are a few contradictions. Roll (1983) and Haugen & Jorion (1996) show a January effect in the US stock market. I find no single evidence for this. Anthony Yanxiang Gu (2002) already stated in his paper that the January effect is fading away in the US. In my research it is completely gone. My research showed that there is still a January effect Japan, just as Kato and Schallheim (1985) did for an earlier period in time. 
GARCH
As shown in table 9, the lagged squared residuals, also known as the ARCH parameter, give a significant high output in every investigated market. This means that the there is autocorrelation in the squared residuals for the DAX, S&P and NIKKEI. So there is a so called ARCH effect. The coefficients of the lagged conditional variance are significant for the US and Japan. So for these markets there is a relation between the volatility and the stock returns. In Japan it is a negative relation (-1,4%), and in the US there is a positive relation (1,5%). In Germany however, there is no single sign of a relation between stock returns and volatility. This is inconsistent with many researches done on this topic (e.g. Berument & Kiymaz 2001 and Campbell & Hentschel 1992) In respectively the S&P, NIKKEI and DAX, the Thursdays, Wednesdays and Fridays are the most volatile weekdays. Earlier, I stated saw that the Fridays had the biggest returns. So I can say that the volatility does not fully account for the daily stock returns. 

Conclusion

In this research, I wanted to find out if the widely discussed anomalies as the January-effect and the Day-of-the-Week effect still exist in the biggest stock markets of the world. The data is ranged from January 1995 up to December 2010. The effects are investigated   by using several OLS regressions and the GARCH model. I find that in every stock market, each single day has a significant impact on the weekly return, with the Mondays as the lowest returns and Fridays the highest. When the sample is divided into sub-periods, it is clear that in the US nothing much has changed. In Japan however, this upward pattern is vanishing. In Germany, the patterns is increasing. The GARCH model shows in Japan and the US, a respectively, negative and positive relation for volatility and returns. In Germany, there is no relation. 
 In Germany and in the US, there is no sign of the January effect. In the US, there was a January-effect visible in the mid ‘90’s (Haugen & Jorion, 1996). This effect has been lost in time. Today I find no evidence for the existence of the January-effect in the US. In Japan I find a significant effect though, just like Kato and Schallheim (1985). After all the years of research on this anomaly, it is still visible in Japan.
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Appendix

S&P Day-of-the-Week effect (E-views output)
	Dependent Variable: S_P_WEEKAVERAGE_LOG
	

	Method: Least Squares
	
	

	Date: 06/24/11   Time: 09:58
	
	

	Sample (adjusted): 1/16/1995 12/31/2010
	

	Included observations: 4165 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.143255
	0.012064
	11.87501
	0.0000

	DAILY_RETURNS*TU
	0.158312
	0.012181
	12.99716
	0.0000

	DAILY_RETURNS*W
	0.152805
	0.013525
	11.29798
	0.0000

	DAILY_RETURNS*TH
	0.187688
	0.012914
	14.53339
	0.0000

	DAILY_RETURNS*F
	0.201381
	0.014437
	13.94870
	0.0000

	S_P_WEEKAVERAGE_LOG(-5)
	-0.057293
	0.014131
	-4.054505
	0.0001

	S_P_WEEKAVERAGE_LOG(-10)
	0.056089
	0.014159
	3.961309
	0.0001

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.175275
	    Mean dependent var
	0.023838

	Adjusted R-squared
	0.174085
	    S.D. dependent var
	0.513875

	S.E. of regression
	0.467009
	    Akaike info criterion
	1.316741

	Sum squared resid
	906.8474
	    Schwarz criterion
	1.327387

	Log likelihood
	-2735.113
	    Hannan-Quinn criter.
	1.320507

	Durbin-Watson stat
	0.735814
	
	
	

	
	
	
	
	

	
	
	
	
	


	Dependent Variable: S_P_WEEKAVERAGE_LOG

Method: Least Squares

Date: 06/07/11   Time: 14:06

Sample (adjusted): 1/03/1995 12/31/2010

Included observations: 4174 after adjustments

HAC standard errors & covariance (Bartlett kernel, Newey-West fixed

        bandwidth = 10.0000)

Variable

Coefficient

Std. Error

t-Statistic

Prob.  

LOGDAILY*M

0.145410

0.022131

6.570392

0.0000

LOGDAILY*TU

0.159216

0.018430

8.638833

0.0000

LOGDAILY*W

0.153371

0.023660

6.482160

0.0000

LOGDAILY*TH

0.191919

0.025581

7.502374

0.0000

LOGDAILY*F

0.203416

0.023759

8.561650

0.0000

R-squared

0.169721

    Mean dependent var

0.024134

Adjusted R-squared

0.168924

    S.D. dependent var

0.513371

S.E. of regression

0.468007

    Akaike info criterion

1.320529

Sum squared resid

913.1373

    Schwarz criterion

1.328120

Log likelihood

-2750.944

    Hannan-Quinn criter.

1.323214

Durbin-Watson stat

0.767398


	
	
	
	


S&P January effect (E-views output)

	Dependent Variable: LOGMONTHLY
	

	Method: Least Squares
	
	

	Date: 05/24/11   Time: 15:33
	
	

	Sample (adjusted): 1/18/1995 9/26/1995
	

	Included observations: 180 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	0.393857
	0.376855
	1.045117
	0.2974

	LOG_YEARLY*DUMMYJAN
	-0.029807
	0.072463
	-0.411337
	0.6813

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.000950
	    Mean dependent var
	0.381468

	Adjusted R-squared
	-0.004663
	    S.D. dependent var
	5.028154

	S.E. of regression
	5.039863
	    Akaike info criterion
	6.083684

	Sum squared resid
	4521.239
	    Schwarz criterion
	6.119161

	Log likelihood
	-545.5315
	    Hannan-Quinn criter.
	6.098068

	F-statistic
	0.169198
	    Durbin-Watson stat
	1.813774

	Prob(F-statistic)
	0.681320
	
	
	

	
	
	
	
	


NIKKEI Day-of-the-Week Effect (E-views output)
	Dependent Variable: NIKKEI_WEEKAVERAGE_LOG
	

	Method: Least Squares
	
	

	Date: 06/24/11   Time: 10:04
	
	

	Sample (adjusted): 1/09/1995 12/31/2010
	

	Included observations: 4170 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURN*M
	0.144405
	0.012692
	11.37760
	0.0000

	DAILY_RETURN*TU
	0.169047
	0.013703
	12.33613
	0.0000

	DAILY_RETURN*W
	0.205801
	0.013473
	15.27465
	0.0000

	DAILY_RETURN*TH
	0.193853
	0.013151
	14.74038
	0.0000

	DAILY_RETURN*F
	0.204638
	0.014112
	14.50098
	0.0000

	NIKKEI_WEEKAVERAGE_LOG(-5)
	-0.028214
	0.014093
	-2.002037
	0.0453

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.185942
	    Mean dependent var
	-0.008840

	Adjusted R-squared
	0.184965
	    S.D. dependent var
	0.571718

	S.E. of regression
	0.516143
	    Akaike info criterion
	1.516572

	Sum squared resid
	1109.304
	    Schwarz criterion
	1.525688

	Log likelihood
	-3156.052
	    Hannan-Quinn criter.
	1.519796

	Durbin-Watson stat
	0.794395
	
	
	

	
	
	
	
	


NIKKEI January effect (E-views output)

	Dependent Variable: LOGMONTHLY
	

	Method: Least Squares
	
	

	Date: 05/26/11   Time: 13:17
	
	

	Sample (adjusted): 1/18/1995 9/26/1995
	

	Included observations: 180 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	-0.188607
	0.425302
	-0.443466
	0.6580

	LOGYEARLY*DUMMYJAN
	0.159443
	0.074064
	2.152776
	0.0327

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.025376
	    Mean dependent var
	-0.213712

	Adjusted R-squared
	0.019900
	    S.D. dependent var
	5.761494

	S.E. of regression
	5.703879
	    Akaike info criterion
	6.331219

	Sum squared resid
	5791.094
	    Schwarz criterion
	6.366696

	Log likelihood
	-567.8097
	    Hannan-Quinn criter.
	6.345603

	F-statistic
	4.634445
	    Durbin-Watson stat
	1.723499

	Prob(F-statistic)
	0.032682
	
	
	


DAX Day-of-the-week effect (E-views output)
 
	Dependent Variable: DAX_WEEKAVERAGE
	

	Method: Least Squares
	
	

	Date: 06/07/11   Time: 14:14
	
	

	Sample (adjusted): 1/03/1995 12/31/2010
	

	Included observations: 4174 after adjustments
	

	HAC standard errors & covariance (Bartlett kernel, Newey-West fixed

	        bandwidth = 10.0000)
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOGDAILY*M
	0.177767
	0.026563
	6.692389
	0.0000

	LOGDAILY*TU
	0.203397
	0.023168
	8.779332
	0.0000

	LOGDAILY*W
	0.205550
	0.018910
	10.86978
	0.0000

	LOGDAILY*TH
	0.224545
	0.018222
	12.32301
	0.0000

	LOGDAILY*F
	0.228908
	0.024518
	9.336397
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.203816
	    Mean dependent var
	0.053171

	Adjusted R-squared
	0.203052
	    S.D. dependent var
	0.787088

	S.E. of regression
	0.702649
	    Akaike info criterion
	2.133278

	Sum squared resid
	2058.300
	    Schwarz criterion
	2.140869

	Log likelihood
	-4447.152
	    Hannan-Quinn criter.
	2.135963

	Durbin-Watson stat
	0.786227
	
	
	

	
	
	
	
	

	
	
	
	
	


DAX January effect (E-views output)

	Dependent Variable: LOGMONTHLY
	

	Method: Least Squares
	
	

	Date: 05/26/11   Time: 13:22
	
	

	Sample (adjusted): 1/18/1995 9/26/1995
	

	Included observations: 180 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	1.085482
	0.620025
	1.750707
	0.0817

	LOG_YEARLY*DUMMYJAN
	0.088525
	0.062000
	1.427832
	0.1551

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.011324
	    Mean dependent var
	1.183764

	Adjusted R-squared
	0.005769
	    S.D. dependent var
	8.291043

	S.E. of regression
	8.267092
	    Akaike info criterion
	7.073492

	Sum squared resid
	12165.37
	    Schwarz criterion
	7.108969

	Log likelihood
	-634.6142
	    Hannan-Quinn criter.
	7.087876

	F-statistic
	2.038705
	    Durbin-Watson stat
	1.772795

	Prob(F-statistic)
	0.155092
	
	
	


NIKKEI GARCH Model (E-views)
	Dependent Variable: NIKKEI_WEEKAVERAGE_LOG
	

	Method: ML - ARCH
	
	

	Date: 06/24/11   Time: 11:13
	
	

	Sample (adjusted): 1/09/1995 12/31/2010
	

	Included observations: 4170 after adjustments
	

	Convergence achieved after 75 iterations
	

	Presample variance: backcast (parameter = 0.7)

	GARCH = C(7) + C(8)*RESID(-1)^2 + C(9)*GARCH(-1)

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	z-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURN*M
	0.083577
	0.005623
	14.86391
	0.0000

	DAILY_RETURN*TU
	0.023782
	0.010589
	2.245993
	0.0247

	DAILY_RETURN*W
	0.047914
	0.014127
	3.391790
	0.0007

	DAILY_RETURN*TH
	0.043004
	0.012213
	3.521175
	0.0004

	DAILY_RETURN*F
	0.054249
	0.003625
	14.96681
	0.0000

	NIKKEI_WEEKAVERAGE_LOG(-5)
	0.048936
	0.008789
	5.567569
	0.0000

	
	
	
	
	

	
	
	
	
	

	
	Variance Equation
	
	

	
	
	
	
	

	
	
	
	
	

	C
	0.051831
	0.001046
	49.53669
	0.0000

	RESID(-1)^2
	0.837066
	0.047860
	17.48992
	0.0000

	GARCH(-1)
	-0.013543
	0.006243
	-2.169374
	0.0301

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.076243
	    Mean dependent var
	-0.008840

	Adjusted R-squared
	0.075134
	    S.D. dependent var
	0.571718

	S.E. of regression
	0.549821
	    Akaike info criterion
	1.051371

	Sum squared resid
	1258.790
	    Schwarz criterion
	1.065045

	Log likelihood
	-2183.108
	    Hannan-Quinn criter.
	1.056208

	Durbin-Watson stat
	0.470791
	
	
	

	
	
	
	
	

	
	
	
	
	


	S&P GARCH model (E-views)
Dependent Variable: S_P_WEEKAVERAGE_LOG
	

	Method: ML - ARCH (Marquardt) - Normal distribution

	Date: 07/08/11   Time: 20:32
	
	

	Sample (adjusted): 1/09/1995 12/31/2010
	

	Included observations: 4170 after adjustments
	

	Convergence achieved after 51 iterations
	

	Presample variance: backcast (parameter = 0.7)

	GARCH = C(7) + C(8)*RESID(-1)^2 + C(9)*GARCH(-1)

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	z-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.093153
	0.003586
	25.97365
	0.0000

	DAILY_RETURNS*TU
	0.020206
	0.007689
	2.627754
	0.0086

	DAILY_RETURNS*W
	0.032523
	0.012093
	2.689514
	0.0072

	DAILY_RETURNS*TH
	0.036318
	0.012909
	2.813345
	0.0049

	DAILY_RETURNS*F
	0.064395
	0.003026
	21.28199
	0.0000

	S_P_WEEKAVERAGE_LOG(-5)
	0.105944
	0.006729
	15.74500
	0.0000

	
	
	
	
	

	
	
	
	
	

	
	Variance Equation
	
	

	
	
	
	
	

	
	
	
	
	

	C
	0.032002
	0.000747
	42.81405
	0.0000

	RESID(-1)^2
	0.867094
	0.037444
	23.15713
	0.0000

	GARCH(-1)
	0.014612
	0.006346
	2.302703
	0.0213

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.050976
	    Mean dependent var
	0.024084

	Adjusted R-squared
	0.049837
	    S.D. dependent var
	0.513615

	S.E. of regression
	0.500653
	    Akaike info criterion
	0.705732

	Sum squared resid
	1043.721
	    Schwarz criterion
	0.719406

	Log likelihood
	-1462.450
	    Hannan-Quinn criter.
	0.710569

	Durbin-Watson stat
	0.472200
	
	
	

	
	
	
	
	

	
	
	
	
	


DAX GARCH model (E-views)
	Dependent Variable: DAX_WEEKAVERAGE
	

	Method: ML - ARCH
	
	

	Date: 06/24/11   Time: 11:14
	
	

	Sample (adjusted): 1/09/1995 12/31/2010
	

	Included observations: 4170 after adjustments
	

	Convergence achieved after 118 iterations
	

	Presample variance: backcast (parameter = 0.7)

	GARCH = C(7) + C(8)*RESID(-1)^2 + C(9)*GARCH(-1)

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	z-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.095486
	0.003921
	24.35461
	0.0000

	DAILY_RETURNS*TU
	0.040373
	0.013030
	3.098528
	0.0019

	DAILY_RETURNS*W
	0.046945
	0.011302
	4.153528
	0.0000

	DAILY_RETURNS*TH
	0.050926
	0.011859
	4.294241
	0.0000

	DAILY_RETURNS*F
	0.038988
	0.004049
	9.629523
	0.0000

	DAX_WEEKAVERAGE(-5)
	-0.019859
	0.004599
	-4.317872
	0.0000

	
	
	
	
	

	
	
	
	
	

	
	Variance Equation
	
	

	
	
	
	
	

	
	
	
	
	

	C
	0.077933
	0.001763
	44.20232
	0.0000

	RESID(-1)^2
	0.866947
	0.037611
	23.05024
	0.0000

	GARCH(-1)
	0.004153
	0.008137
	0.510334
	0.6098

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.089067
	    Mean dependent var
	0.053348

	Adjusted R-squared
	0.087973
	    S.D. dependent var
	0.787445

	S.E. of regression
	0.752011
	    Akaike info criterion
	1.563146

	Sum squared resid
	2354.826
	    Schwarz criterion
	1.576820

	Log likelihood
	-3250.159
	    Hannan-Quinn criter.
	1.567983

	Durbin-Watson stat
	0.408813
	
	
	

	
	
	
	
	

	
	
	
	
	


NIKKEI 1995 2000 DAY OF THE WEEK

	Dependent Variable: NIKKEI_WEEKAVERAGE_LOG
	

	Method: Least Squares
	
	

	Date: 07/01/11   Time: 15:53
	
	

	Sample (adjusted): 1/09/1995 12/29/2000
	

	Included observations: 1560 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURN*M
	0.152549
	0.020258
	7.530492
	0.0000

	DAILY_RETURN*TU
	0.198100
	0.025632
	7.728656
	0.0000

	DAILY_RETURN*W
	0.206661
	0.022917
	9.017780
	0.0000

	DAILY_RETURN*TH
	0.267723
	0.023201
	11.53925
	0.0000

	DAILY_RETURN*F
	0.238339
	0.023925
	9.962099
	0.0000

	NIKKEI_WEEKAVERAGE_LOG(-5)
	-0.054703
	0.022525
	-2.428519
	0.0153

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.220855
	    Mean dependent var
	-0.001503

	Adjusted R-squared
	0.218349
	    S.D. dependent var
	0.552105

	S.E. of regression
	0.488122
	    Akaike info criterion
	1.407337

	Sum squared resid
	370.2612
	    Schwarz criterion
	1.427923

	Log likelihood
	-1091.723
	    Hannan-Quinn criter.
	1.414991

	Durbin-Watson stat
	0.831639
	
	
	

	
	
	
	
	

	
	
	
	
	



NIKKEI 2000 2010 DAY OF THE WEEK

	Dependent Variable: NIKKEI_WEEKAVERAGE_LOG
	

	Method: Least Squares
	
	

	Date: 07/01/11   Time: 15:59
	
	

	Sample: 1/03/2000 12/31/2010
	
	

	Included observations: 2870
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURN*M
	0.134393
	0.015120
	8.888709
	0.0000

	DAILY_RETURN*TU
	0.166304
	0.015950
	10.42687
	0.0000

	DAILY_RETURN*W
	0.217124
	0.016151
	13.44354
	0.0000

	DAILY_RETURN*TH
	0.182562
	0.015518
	11.76467
	0.0000

	DAILY_RETURN*F
	0.190941
	0.017162
	11.12599
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.178731
	    Mean dependent var
	-0.027257

	Adjusted R-squared
	0.177584
	    S.D. dependent var
	0.602220

	S.E. of regression
	0.546136
	    Akaike info criterion
	1.629844

	Sum squared resid
	854.5286
	    Schwarz criterion
	1.640231

	Log likelihood
	-2333.826
	    Hannan-Quinn criter.
	1.633589

	Durbin-Watson stat
	0.806157
	
	
	

	
	
	
	
	

	
	
	
	
	




S&P 1995 2000 DAY OF THE WEEK

	Dependent Variable: S_P_WEEKAVERAGE_LOG
	

	Method: Least Squares
	
	

	Date: 07/01/11   Time: 15:57
	
	

	Sample (adjusted): 1/09/1995 12/29/2000
	

	Included observations: 1560 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.164036
	0.022014
	7.451441
	0.0000

	DAILY_RETURNS*TU
	0.142651
	0.020559
	6.938541
	0.0000

	DAILY_RETURNS*W
	0.218725
	0.025291
	8.648247
	0.0000

	DAILY_RETURNS*TH
	0.208664
	0.021626
	9.648751
	0.0000

	DAILY_RETURNS*F
	0.207526
	0.021234
	9.773105
	0.0000

	S_P_WEEKAVERAGE_LOG(-5)
	-0.138039
	0.022594
	-6.109533
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.196459
	    Mean dependent var
	0.067493

	Adjusted R-squared
	0.193874
	    S.D. dependent var
	0.460020

	S.E. of regression
	0.413027
	    Akaike info criterion
	1.073230

	Sum squared resid
	265.0984
	    Schwarz criterion
	1.093816

	Log likelihood
	-831.1190
	    Hannan-Quinn criter.
	1.080884

	Durbin-Watson stat
	0.774304
	
	
	

	
	
	
	
	

	
	
	
	
	



S&P 2000 2010 DAY OF THE WEEK

	Dependent Variable: S_P_WEEKAVERAGE_LOG
	

	Method: Least Squares
	
	

	Date: 07/01/11   Time: 15:58
	
	

	Sample: 1/03/2000 12/31/2010
	
	

	Included observations: 2870
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.141919
	0.014454
	9.818742
	0.0000

	DAILY_RETURNS*TU
	0.159953
	0.014556
	10.98912
	0.0000

	DAILY_RETURNS*W
	0.138430
	0.015851
	8.733137
	0.0000

	DAILY_RETURNS*TH
	0.187689
	0.015532
	12.08429
	0.0000

	DAILY_RETURNS*F
	0.202582
	0.017641
	11.48361
	0.0000

	S_P_WEEKAVERAGE_LOG(-5)
	-0.053583
	0.017078
	-3.137478
	0.0017

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.169772
	    Mean dependent var
	-0.005419

	Adjusted R-squared
	0.168323
	    S.D. dependent var
	0.550138

	S.E. of regression
	0.501706
	    Akaike info criterion
	1.460484

	Sum squared resid
	720.8944
	    Schwarz criterion
	1.472948

	Log likelihood
	-2089.794
	    Hannan-Quinn criter.
	1.464977

	Durbin-Watson stat
	0.723658
	
	
	

	
	
	
	
	

	
	
	
	
	



DAX 1995 2000 DAY OF THE WEEK

	Dependent Variable: DAX_WEEKAVERAGE
	

	Method: Least Squares
	
	

	Date: 07/01/11   Time: 16:01
	
	

	Sample (adjusted): 1/03/1995 12/29/2000
	

	Included observations: 1564 after adjustments
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.192304
	0.020876
	9.211880
	0.0000

	DAILY_RETURNS*TU
	0.213290
	0.024585
	8.675530
	0.0000

	DAILY_RETURNS*W
	0.164779
	0.023294
	7.074007
	0.0000

	DAILY_RETURNS*TH
	0.256528
	0.022075
	11.62079
	0.0000

	DAILY_RETURNS*F
	0.190203
	0.022817
	8.335985
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.188955
	    Mean dependent var
	0.129595

	Adjusted R-squared
	0.186874
	    S.D. dependent var
	0.792101

	S.E. of regression
	0.714266
	    Akaike info criterion
	2.168068

	Sum squared resid
	795.3634
	    Schwarz criterion
	2.185188

	Log likelihood
	-1690.429
	    Hannan-Quinn criter.
	2.174432

	Durbin-Watson stat
	0.824424
	
	
	

	
	
	
	
	

	
	
	
	
	



DAX 2000 2010 DAY OF THE WEEK

	Dependent Variable: DAX_WEEKAVERAGE
	

	Method: Least Squares
	
	

	Date: 07/01/11   Time: 16:02
	
	

	Sample: 1/03/2000 12/31/2010
	
	

	Included observations: 2870
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	DAILY_RETURNS*M
	0.167949
	0.014472
	11.60548
	0.0000

	DAILY_RETURNS*TU
	0.197836
	0.019008
	10.40794
	0.0000

	DAILY_RETURNS*W
	0.223976
	0.015515
	14.43580
	0.0000

	DAILY_RETURNS*TH
	0.202729
	0.017440
	11.62460
	0.0000

	DAILY_RETURNS*F
	0.260741
	0.019812
	13.16051
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.209559
	    Mean dependent var
	0.005281

	Adjusted R-squared
	0.208456
	    S.D. dependent var
	0.762125

	S.E. of regression
	0.678053
	    Akaike info criterion
	2.062559

	Sum squared resid
	1317.202
	    Schwarz criterion
	2.072946

	Log likelihood
	-2954.772
	    Hannan-Quinn criter.
	2.066304

	Durbin-Watson stat
	0.770773
	
	
	

	
	
	
	
	

	
	
	
	
	


S&P Daily Returns (Histogram)
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Series: DAILY_RETURNS

Sample 1/02/1995 12/31/2010

Observations 4174

Mean        0.031960

Median    0.033069

Maximum   11.58004

Minimum  -9.034980

Std. Dev.    1.250597

Skewness   -0.008175

Kurtosis    11.47422

Jarque-Bera  12489.41

Probability  0.000000


S&P Monthly Returns (Histogram)
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Series: MONTHLY_RETURNS

Sample 1/02/1995 12/31/2010

Observations 192

Mean        0.635263

Median    1.125090

Maximum   15.73300

Minimum  -16.77433

Std. Dev.    4.843708

Skewness   -0.572138

Kurtosis    4.514707

Jarque-Bera  28.82963

Probability  0.000001


NIKKEI Daily Returns (Histogram)
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Series: DAILY_RETURN

Sample 1/02/1995 12/31/2010

Observations 4174

Mean       -0.000248

Median    0.000000

Maximum   12.32689

Minimum  -9.453561

Std. Dev.    1.335610

Skewness   -0.137301

Kurtosis    8.578038

Jarque-Bera  5424.447

Probability  0.000000


NIKKEI Monthly Returns (Histogram)
[image: image4.emf]0

4

8

12

16

20

-20 -15 -10 -5 0 5 10 15

Series: MONTHLY_RETURNS

Sample 1/02/1995 12/31/2010

Observations 191

Mean       -0.052211

Median    0.148368

Maximum   17.53674

Minimum  -20.36021

Std. Dev.    5.785225

Skewness   -0.026053

Kurtosis    3.299170

Jarque-Bera  0.733898

Probability  0.692845


DAX Daily Returns (Histogram)
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Series: DAILY_RETURNS

Sample 1/02/1995 12/31/2010

Observations 4174

Mean        0.068306

Median    0.030396

Maximum   16.77971

Minimum  -12.14564

Std. Dev.    1.740764

Skewness    0.229080

Kurtosis    11.14595

Jarque-Bera  11577.01

Probability  0.000000



DAX Monthly Return (Histogram)
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Series: MONTHLY_RETURNS

Sample 1/02/1995 12/31/2010

Observations 191

Mean        1.484201

Median    0.860924

Maximum   42.29480

Minimum  -22.87951

Std. Dev.    8.408850

Skewness    0.625560

Kurtosis    6.085854

Jarque-Bera  88.24039

Probability  0.000000
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