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1. [bookmark: _Toc297532059][bookmark: _Toc298397882]Introduction
The aim of this paper is to investigate if health shocks have an effect on portfolio choice. As an example, this concerns the question whether a person switches from investing in stocks to bonds after being diagnosed with cancer. In more formal language, one would expect a negative health shock to create large uncertainty in the individual about the future especially with respect to earnings and medical expenses. This uncertainty could create quite some risk aversion in the individual which in turn affects his or her portfolio choice[footnoteRef:1]. Economists have long tried to understand portfolio choice of individuals. It is generally assumed that people save in some parts of their life and spend these savings in others to smooth out their consumption. Since utility is very strongly dependent on consumption, it is highly interesting to understand how people divide their income between consumption and saving. Most research with respect to the relationship between health and portfolio choice so far is based on data from the US, where health insurance coverage is lower than in the Netherlands. This paper uses data from the Netherlands, where health insurance is mandatory. Therefore it is going to be interesting to see if the effect in a country with complete insurance coverage is similar to the one in a country with incomplete insurance coverage.  [1:  Hypothetically, an extremely negative health shock might make one more risk seeking, as one has less to lose. However, one would need a very strong and convincing diagnosis for that, for example that death will set in within a week. Such an event is assumed to be beyond the grasp of most humans and therefore behavior is not predictable in that case. For this reason and for the reason that this group is likely to be very small, this case is omitted in this paper. It is also unlikely that such persons participate in a survey.
] 

Rosen and Wu (2004) have pointed out that the relationship of health and portfolio choice is important, because health deteriorates with age and the older parts of society hold a disproportionate amount of total wealth. The authors find that there is a strong relationship between health status and portfolio decision. As one could expect, individuals in poorer health tend to have relatively safer assets than those in good health (Rosen and Wu, 2004). Smith and Love (2007), on the other hand, doubt the causality of these findings; they argue that the results are driven by unobserved factors such as risk preferences and impatience. They try to overcome this problem by using two different statistical methods, a random effects approach and a fixed effects estimator. However, they admit that unobserved heterogeneity could also explain their findings, that there is no relationship between health and portfolio choice after trying to account for the effects of unobserved heterogeneity. Unobserved heterogeneity means that the households for which the relationship between health and portfolio choice is positive average out with the ones for which it is negative, thereby hiding the causality.
This paper will broadly follow the methodology of Smith and Love (2007), but will attempt to reduce the problem of unobserved factors by taking into account factors, which have been unobserved so far, into the analysis. Special focus will be placed onto examining the more psychological factors like risk attitude and impatience. This becomes possible by using the DNB Household survey, which combines financial and psychological questions for a panel reaching from 1993 to 2009. Additionally compared to Smith and Love (2007) the Hausman Test will be employed to decide whether a random effect or a fixed estimation suits the data better (Hausman, 1978).
Section two of this paper briefly reviews previous work on this topic. Section three describes the data. Section four gives a descriptive analysis of the data to get an initial overview over the data. This includes correlations between the psychological variables and the financial measure index to confirm the effect of the psychological variables, for example to verify that those who answered the psychological questions in a risk averse manner also behave risk averse with respect to their investment choice. Section five discusses the empirical approach, first a simple regression with bad health as an independent variable and financial measure as dependent variable. In section six, the methodology of Smith and Love will be replicated. Fixed Effects and Random Effects Estimation will be performed to see whether results are driven by unobserved heterogeneity. These models will include psychological variables to see if they improve the model and help explain the effect of health on investment behavior. Section six also presents the results of these estimations. Section seven discusses shortcomings and problems of this work and the general research in this domain. Section eight concludes the paper.
2. [bookmark: _Toc297532060][bookmark: _Toc298397883]Literature review
There is a long research history to understand about which factors portfolio decisions are based upon. James Tobin, recipient of the Nobel Prize in 1981 for his work in the area of portfolio theory, is probably one of the most prominent researchers in this field. He theorized that investors select portfolios such that it maximizes their expected utility given their total wealth and the risk return of the assets at hand. More recently, researchers have tried to account for more factors like incomplete portfolios (King and Leape, 1998) or uncertain time horizons (Foldes, 2000). Nevertheless, until 2002 there was hardly any research on the effect of health on portfolio choice. Edwards was the first in this area in 2002, when he tested whether health risk affects portfolio choice. The results are that there is a negative effect of poor health on the stock share of assets in the first two waves of the Aging and Health Dynamic (AHEAD) survey. Edwards argues that retirees regard their health as an undiversifiable risk and to compensate for that risk they reduce their share of risky assets. Even though research in this field has only started rather recently, it is important, since for example Potertba (1994) proves that the net financial worth is concentrated among the elderly population. Since the elderly are most likely to experience health shocks, this demonstrates the importance of this research area. 
This paper will mainly be based on Rosen and Wu (2003) and Smith and Love (2007). Rosen and Wu show that those encountering ill health are 1.7 percentage points less likely to own any stocks or mutual funds. Love and Smith doubt that this relationship is causal; their analysis finds no evidence for this relationship after controlling for unobserved heterogeneity. They assume that the important unobserved factors cover risk preferences, impatience, perceived costs and benefits of stock ownership, the role of expectations and possible heterogeneity between households with respect to the effect of health on portfolio choice. Many of these unobserved factors have been measured well in the DNB Household survey, which will be used for this paper. Rosen and Wu employ a standard probit and Tobit model on the first four waves of the Health and Retirement Study (HRS). They also account for possible third variables such as risk preferences, bequest motives, planning horizon and health insurance. Even though this method allows them to find an effect of health on portfolio allocation, they are not able to distinguish through which channel it works. All channels analyzed by them had seemed to have little impact on the magnitude of the health effect. They conclude that people in poor health have relatively safer portfolios compared to those in good health.
Smith and Love, on the other hand, argue that the Tobit model employed by Edwards and Rosen and Wu does not sufficiently account for unobserved factors if the unobserved random effect is correlated with observed variables. This means that they assume that a third variable such as risk behavior, impatience or other psychological variables simultaneously affects both health and portfolio choices. To account for these unobserved factors, they employ a corrected random effects approach and a fixed effect estimator. Next to this empirical difference to Rosen and Wu, Smith and Love see more ways through which health might affect portfolio decisions. Health shocks could change the marginal utility of consumption and thus the households’ valuation of risk. This effect could go both ways, either increasing or decreasing the marginal utility of consumption. The question here is: Are health and consumption complements or substitutes? Positive cross price elasticity would indicate that health and consumption are substitutes. This implies that if the price of health increases the demand of consumption increases. The case of a negative health shock could be understood as a price increase of health. The demand of consumption could increase due to medical expenditures, food delivery and other expenditures which ease daily life. As a consequence the individual needs more money, which leads to an increase of the share of risky assets in the portfolio, as these have a higher return. A negative cross price elasticity would indicate that health and consumption are complements. This implies that if the price of health increases consumption decreases. A negative health shock, understood as a price increase of health, decreases the demand of costly leisure activities such as going to the movies or dinner. The result is that less money is needed. However, as sickness introduces uncertainty into the individual’s life, the individual tries to compensate and choses safer assets.
Finkelstein (2008) find that a one standard deviation increase in chronic diseases leads to an 11% decrease in the marginal utility of consumption. This means that with every additional standard deviation, the difference in the utility of consumption between a healthy and a sick person increases. 
Phrased differently, if the consumption level is high, a change from good to poor health has a massive impact on utility, whereas the effect is rather small when the consumption level is low.
 The problem with the research of Finkelstein (2008) is that they use self-reported well-being measures. Economists traditionally have problems with self-reported measures because they expect biases, either because individuals deliberately do not state their real preferences or because they are not able to. Even though Finkelstein et al. (2008) seem to be able to prove that this is not the case in their setting and a large literature like Bago D’Uva, van Doorselaer and Lindeboom (2008) prove the validity of self-reported measures, it seems logical to treat their findings with caution until further studies have confirmed it.
In this paper I will join the debate about the appropriate statistical model for this research topic in the review of my own work towards the end of the paper. As already mentioned in the introduction, my methodology broadly follows the methodology employed by Smith and Love (2007). One advantage of this paper derives from the quality of the data at hand. The DNB household survey runs from 1993 to 2008 in its current version, and includes around 2000 Dutch speaking people from the Netherlands. It is split into eight areas of which six will be used. These six are: general information on the household, household and work, health and income, assets and liabilities, psychological concepts and aggregated data on assets, liabilities and mortgagees. The depth of the survey and the psychological questions asked will prove useful to make some of the unobserved factors observable. 
Despite the fact that, there has been other recent research to discover the role of unobserved individual characteristics on the correlation between health and portfolio choice (Fan and Zhao, 2009). Fan and Zhao (2009) compare the results of an ordinary least squares (OLS) regression with the results from a fixed effect (FE) estimator. The finding is more differentiated, four different dimensions of health are created of which in the end two provide a significant effect and two do not. It is also shown that the difference between OLS and FE are not due to measurement errors or sample attrition.
Atella,Brunetti and Maestas (2011) have performed a comparative study on 10 European countries to better understand the influence of National Health Systems on the effect of health status on portfolio choice. The study of Atella et al. (2011) is the first cross-country comparison on this topic and in general only the second published paper using European data. Atella et al. (2011) find evidence that the perceived health conditions matters more than the objective health condition and that health risks affects portfolio choice only in countries with less protective healthcare systems. Christelis,Japelli and Padula (2010), the first paper on this topic using European data, test the relationship between cognitive abilities and stockholding. Their finding is that good cognitive abilities increase the chance of owning stocks but not the amount of shares in the individual’s portfolio. For this paper, the most interesting of the recent publications is Cardak and Wilkins (2009); they use Australian data to test multiple determinants of portfolio decisions of households. The result is that the share of risky assets held is significantly and negatively affected by poor health. However when they introduce risk and time preferences into the analysis, health status becomes insignificant.
Another part of Smith and Love’s paper (2007) which will be replicated here is the difference between intensive and extensive margin. Smith and Love (2007) suspect that there could be a difference between the change in the amount of risky assets on overall assets – intensive margin and the change of holding risky assets at all – extensive margin.
As can be seen, the research so far comes to ambiguous results. Possible reasons are problems with the self-reported measures used, the possible heterogeneity of households and different ways in which studies account for unobserved factors. 
3. [bookmark: _Toc297532061][bookmark: _Toc298397884]Data
This paper uses data from the DNB Household survey from 1995 to 2009. The years 1993 and 1994 were omitted because there seem to be changes in the questions in these years compared to the rest of the panel. The DNB Household survey is split up into eight parts, which are general information on the household, household and work, accommodation and mortgages, health and income, assets and liabilities, economic and psychological concepts, aggregated data on income, aggregated data on assets, liabilities and mortgages. All of these parts are used except accommodation and mortgages and aggregated data on income. They are omitted because their data is not relevant for this research; all necessary data on income is available in the health and income part and all relevant data on assets and belongings is available in the assets parts. Another reason to omit the years 1993 and 1994 was that for every year and part there is a single file, so to create a panel file one has to merge six files for every year for 14 years. These two reasons make it infeasible within the software and time limitations of this study to include those years.
This paper does not restrict the analysis like Smith and Love (2007) to persons aged 65 or older. Smith and Love (2007) do this because their panel only includes people of the age 50+ and they are afraid of selection bias as explained below. The DNB Household survey has respondents from the age of 18 up to a few in their 100s. Therefore it would be a waste not to use the data at hand.  Smith and Love (2007) argue that including younger households would create selection bias via two channels. First, early retirees would bias the sample because they might have retired early due to bad health. Second, one would need to make assumptions about retirement, whereas these assumptions might be endogenous to the individual and therefore might change with time. These are definitely problems, but the DNB household survey includes questions about why people retired early, so this paper could control for people who retired early due to bad health. The endogenous problem is more difficult to resolve. Nevertheless, the DNB Household survey also includes questions about when people plan to retire. An argument for including these younger persons would be selection bias in the other direction. Smith (2005:23) argues that there is a strong relationship between economic circumstances during childhood and health outcomes later in life. People aged 65 or older lived through world war two during their childhood, one of the worst economic circumstances possible. It therefore seems likely that the persons aged 65 and older have very strong genes or other endogenous factors which make them healthier than their dead age companions. This argument might be less relevant for the Health and Retirement Study used by Smith and Love (2007) but might be very important for the DNB Household survey, since it is conducted in the Netherlands[footnoteRef:2].  [2:  The Netherlands were invaded by the German army on the 10th of May 1940 and liberated on 5th of May 1945. The Netherlands suffered the highest per capita losses in Western Europe (Garssen and Harmsen, 2007).] 

[bookmark: _Toc297532062][bookmark: _Toc298397885]3.1 Financial Variables
To simplify the analysis, this paper will follow the example of Smith and Love (2007) and create a single dependent financial measure variable. An index of risky assets over total assets will be created. The index is created out of 22 financial variables, also including real assets like cars, boats and houses[footnoteRef:3]. The share of the total amounts of risky assets such as shares, mutual funds, (mortgage) bonds, put-options written, call-options bought and call options written over the total of all assets in possession is calculated. Creating this measure includes some arbitrary on what is more risky and what is less. However, the decisions seems to be similar to the one made by Smith and Love (2007), so that the arbitrary in this paper is at least no different from theirs. Another problem exists since checking accounts can take negative values and thereby skew the outcome, in some extreme cases even creating values bigger than 1. Since checking accounts are for rather short term use and this financial measure is supposed to tell about the portfolio choice, it is safe to omit it. On a side note, this measure is not supposed to measure financial wealth but rather allocation. Another dummy version of the index is created which takes 0 for not holding any risky assets at all and 1 otherwise. [3:  It might seem small-minded to include caravans and boats in a financial wealth index. However caravans and boats were included due to the fact that these are popular assets in the Netherlands, which is why they are relevant for the financial wealth index.] 

[bookmark: _Toc297532063][bookmark: _Toc298397886]3 .2 Health Measures
A couple of health measures are available in the DNB Household survey. First, self-reported general health is available on a 1 to 5 scale. A variable which becomes important later on is the variable gez4 which asks if the health of the individual is better or worse than the year before, again on a 1 to 5 scale. Variables about smoking and drinking behavior are also available. From the data of size and weight, the body mass index (BMI) of the individuals was calculated. A BMI of 25-30 is regarded as overweight, a BMI of 30 to 40 is regarded as obese and a BMI above 40 is regarded as massively obese (Wadden,Foster and Brownell, 2002). Additionally, the DNB Household survey provides information about whether the individual has a long illness, disorder or handicap and how many days he or she was absent from work last year due to sickness. The last variable was already mentioned above in the general data section; individuals who retired early were asked for the reason why they retired early. The three answer possibilities are: bad health, reorganization of the firm or other reason. This variable could be used to prevent the selection bias Smith and Love (2007) were afraid of.
There are differences between these health variables since they account for different dimensions of health. They are likely to overlap but self-reported health might also include psychological well-being for which there is no question in the survey. The BMI, drinking, smoking, handicap and days absent from work due to sickness variables on the other hand are more objective and less prone to biases. The suspicion is that, if there is an effect of health on portfolio choice, it works through the psychological insight into the health shock by the individual itself. Let us imagine a person who receives a diagnosis that she is healed from cancer and will live another 50 years. She is likely to adjust her portfolio choice as well as someone who gets the diagnosis that he has cancer and his remaining life expectancy decreased from 50 to 5 years is likely to adjust his portfolio choices. However, most health shocks are not that drastic but the same logic can be applied. Considering obesity and smoking, obese people have to realize their weight but it seems that it takes some kind of insight into the consequences to adjust their behavior. People who smoked over the last two decades are aware of the consequences but it again takes some kind of insight for them to adjust their behavior. The aim here is not to get a deeper understanding of the mental mechanism at work. However around the time of those insight individuals are also likely to adjust their portfolio choice. The problem for the research is that it takes a long time period to reduce your weight or to stop smoking whereas it only takes a day to completely change your portfolio choices. 
Therefore, the models will be run with the variable on changes in general health condition. Additionally, general health condition will be used to see on a side note whether this hypothesis seems plausible and to see whether the earlier provides better results than the latter. 
To summarize, the variable on changes in general health condition is superior, despite being self-reported, because it captures the other reported health dimensions but it also likely to cover unreported dimensions (e.g. mental health) and it is likely to be better timed with a possible change in portfolio choice.

[bookmark: _Toc297532064][bookmark: _Toc298397887]3.3 Psychological Measures
The DNB Household survey provides many questions to measure risk preferences. A question like “What would you say was the risk factor that you have taken with investments over the past few years?” is asked to participants on a 1 to 5 scale. Additionally, there are 19 statements with true or false answers to analyze the individuals risk preferences. The DNB household survey includes one question about what the individual’s financial planning horizon is, which gives some insight into the time preferences of the individual. Another influential factor on a person’s portfolio choice is the bequest motive of individuals; the DNB Household survey also includes questions about this. 
[bookmark: _Toc297532065][bookmark: _Toc298397888]3.4 Controls
Age, gender, other demographic variables, health variables and the psychological variables mentioned will be used as control variables. The psychological variables are correlated with the financial measure first to prove that the psychological variables operate as assumed.
4. [bookmark: _Toc297532066][bookmark: _Toc298397889] Descriptive Analysis
Tables 1 to 4 give a general overview of some key demographic variables of the panel. Table 1 shows that the mean respondent age is 47 and 86% percent of all respondents live with a partner in their household. Table 2 shows that around 51% of the respondents are male and 49% are female. 66% are either married or separated with community of property or marriage settlement, 4.7% are divorced, 8.5% live together with a partner without marriage, 3% are widowed and 18% never married (see Table 3). As seen above 86% of the respondents live with a partner and 66% report to be married and 8.5% live together without marriage. Obviously 66% + 8.5% is not 86%. The difference of 11.5% is probably due to non-respondence; only about 50% of the respondents answered the question on marital status.
Next, the psychological variables including bequest aims, risk behavior and impatience will be described. First, the motives why people save like bequest wishes or uncertainty will be described. Second, risk preferences will be described. Third and lastly, impatience will be described. 
The DNB Household survey gives respondents 13 statements on their saving motives which they answer on a 1 to 7 scale, 1 being very unimportant, 7 being very important.[footnoteRef:4] The 16 statements are categorized into three broader motives: bequest, uncertainty avoidance and investment. The questions and the categorization can be found in Table 5.   [4:  There are 16 statements on saving motives but only 13 are available for the whole time frame analyzed here.] 

First, Table 6 shows the percentage of respondents who find the statements important. Due to the amount of statements, a simple procedure will be applied. The percentages of people who find the statement very unimportant, which are values 1 and 2, and for people who find the statement very important, values 6 and 7, will be compared. Since it is a 1 to 7 scale, the combined percentage of two values should be on average 28.58%[footnoteRef:5]. It will be reported for which statements these values are above or below this threshold. To test whether this is significant, one would need to do a t-test. However, the intention here is just to get an impression of the respondent’s preferences, not research these preferences themselves in depth. A look at the bequest statements reveals something interesting. The sum of the two least important indications reveals that all bequest motives are above that value except one question, and that one question also scores high on the two most important indications. It seems that people do not save to leave valuable assets, help their children with financial problems or to pass on money. The only motivation which seems to be important with respect to bequest is to give presents to people’s children or grandchildren. The same method applied to uncertainty avoidance makes three motivations look important, which are to save in order to cover future (high) expenses, to save to not have other people for financial help and to save because it increases freedom to do what one wants. On the statement: To save to have some savings to cover unforeseen expenses, on the other hand, the lowest two and the highest two indications for importance are above average; this statement seems to be very ambiguous. The statements on investment are more ambiguous than the ones on bequest and uncertainty avoidance. For the two statements concerning to save to generate more income from interest or dividends and to save to have some extra money when retired do not seem to be very important, as the percentage values for the two lowest scores add up to more than the 28% threshold and the two highest to less than the threshold. The motive to save to buy an apartment or house seems to be important, since here the two lowest indications are below 28% and the two highest are above 28%. The motive to save to set up an own business is ambiguous for the lowest two and the highest two are both above average.  [5:  The sum of two indications should be on average 2/7*100=28.58%] 

Secondly, the risk behavior variables will be described. There are six statements again on a 1 to 7 scale from very unimportant to very important. The last statement is: I am prepared to take the risk to lose money, when there is also a chance to gain money. From this statement respondents are routed to give their risk factor over the last years, so in total the DNB Household survey offers seven variables to deduce the respondents’ risk preferences. The 28% threshold applied to the six statements gives a relatively accurate picture about people’s preferences. An accumulated 9.9% for the two lowest indications versus 47.5% for the two highest indications on the statement: I think it is more important to have safe investments and guaranteed returns, than to take a risk to have a chance to get the highest possible returns, raise suspicion that the panel is risk averse. Similar results, 21.7% versus 35.7% and 4.1% versus 51.4% on the statements: I would never consider investments in shares because I find this too risky and I want to be certain that my investments are safe intensify that suspicion. The remaining three statements have nearly inverted percentage values, however they are also phrased the other way around. For the statement: if I think an investment will be profitable, I am prepared to borrow money to make this investment 60.6% of the respondents choose 1 or 2. The two remaining statements: I get more and more convinced that I should take greater financial risks to improve my financial position and I am prepared to take the risk to lose money, when there is also a chance to gain money receive 46.7% versus 6.9% and 51.1% versus 4.3% respectively. From this descriptive analysis it seems that the respondents of the DNB Household survey are relatively risk averse. The answer to the question on what the respondents thought was their past risk factors confirm the suspicion even more; only 4.7% say they have taken great risks or at least sometimes have taken great risks, whereas 45.9% say they have not made any investment at all and 31.9% answer that they have taken either no risk at all or only very small risks once in a while.
Thirdly, four variables which can summarize time preferences will be described. The first variable asks the respondents to indicate on a 1 to 7 scale whether they like to spend all their money immediately when they get it or if they try to save as much as possible. About 80% of the respondents accumulate on the scores 4, 5 and 6; respondents seem to have the wish to save, which is in line with the bequest motives and risk preferences seen so far. The next two questions concern how well people keep track of their expenditure and how difficult they find it to control their expenditures. The first question is more a control variable for impatience than a direct measure of impatience. Nevertheless, if people do not keep track of their expenditure it is likely that they have problems to make good judgment whether they are controlling their expenditures well or not. About two-thirds say that they either keep good track of their expenditure or keep at least more or less good track of their expenditures. Nearly half the respondents believe that it is very easy or easy for them to control their expenditure. The last question is the key variable for impatience: it asks the respondents what their time horizon is to decide between saving and spending, on a 1 to 5 scale from a couple of months to more than 10 years. About 60% of all the respondents decide between saving and spending either in the next couple of months or the next year. This is rather surprising if respondents are risk averse, can control their expenditures well, prefer safe investments over risk investments and would like to save money. I would have expected to see longer time horizons. This small inconsistency might be a hint to look out for further problems with self-reported measures.
The DNB Household survey includes some objective and some more subjective health measures. For the models only general health condition and change in general health condition will be used. For completeness, all health variables will be described here; first the more objective ones and then more subjective ones. 32.5% of the respondents have been absent from work due to sickness in the past year and 24.5% suffer from a long illness, handicap or disorder. 71.3% of the respondents report to not smoke at all, the remainder smokes daily or every now and then. Of this remaining 28.7%, 62% smoke less than 20 cigarettes a day. 7.1% state that they drink more than four alcoholic drinks per day on average.
The two more subjective variables are self-reported general health and the question if the respondent’s health has improved or worsened compared to the year before. 80% of the respondents indicate that their health is either good or excellent, whereas only 3.9% state that their health is not so good or poor. The remainder states that they are in fair health. 76% of the respondent state that their health did not change to the year before, the remainder is nearly equally split between improved and worsened health.
The financial measure created out of the 23 variables, mentioned in the data part, shows something interesting. A value of 0 would mean people do not own any risky assets, 1 would mean they only own risky assets. 84.9% of the respondents do not own any risky assets, which seems to be line with risk preferences described earlier. 12.1% of the respondents have a half-half mix between risky and non-risky assets.
 As a next step, some correlation results between my risk preferences and my financial measure will be presented to prove that they work in the way I assume. All correlations are significant at the 0.01 level. The correlations are ordered by the size of their effect. The past risk factor has the highest effect with 0.23. This confirms the findings until here; most subjects reported not to have taken high risks and most subjects were also holding hardly any risky assets. For the six statements on risk preferences the effects vary between 0.138 and 0.022. The statement: I am prepared to take the risk to lose money, when there is also a chance to gain money should receive a high score from risk seeking and risk neutral respondents. It was seen that respondents mostly disagree, which is a sign of risk averseness. This is also confirmed by the positive 0.138 correlation between the statement and the financial measure. Another statement with a very high correlation is: I would never consider investments in shares because I find this too risky. Risk neutral or risk seeking persons would reject this statement for multiple reasons, for example that higher risk gives higher returns, the risk can be decreased by diversification or that some shares should be in every portfolio to diversify it between different investment possibilities. Nevertheless, also for this many respondents disagreed and this disagreement results in a -0.131 correlation. The result is negative because the financial measure takes 0 for not holding any risky assets and a risk averse person would totally agree with the statement, thereby giving it a high score of 7. For the remaining statements, besides risk statement 4, the sign is as expected but the effect only ranges from 0.063 to 0.022. Risk statement 4 is: I want to be certain that my investments are safe. The correlation result is 0.039. Since the panel respondents seem to be risk averse one would expect a negative result. A possible explanation could be that respondents who are to some extent greedy for a higher return disagree with the statement, while risk averse respondents agree. If those groups are both sufficiently large, that would explain why there is hardly any effect. The suspicion is that individual heterogeneity is thus at work here.
So far, even though being descriptive, the analysis has supported all of my assumptions and decisions on how to create the indices and new variables.
5. [bookmark: _Toc297532067][bookmark: _Toc298397890]Estimation Strategy
A brief overview of the estimation strategy will be given before the different models are discussed in more detail. As mentioned before, the empirical analysis will start with simple regressions where the health indicators are the independent variables and the dependent variable is the financial measure; they form the vantage point for the further analysis. Afterwards, three models will be run: multiple regression, random effects estimation and fixed effect estimation. Every model will be estimated twice, once with financial measure as a scale variable and once with the financial measure as a dummy. Throughout all regressions the same set of independent variables is used; they were selected on the basis of the literature review. It is important to note that the assumptions of the multiple regression will only be discussed but not tested since they are extremely unlikely to hold and the model is only employed as a reference point. As another reference point fixed and random effects estimation will be conducted only with the health variables. This allows comparison with the simple regression as well as observing changes from the “simple” estimations to the full estimation. To conclude, the Hausman Test will be performed to get a more evidence based stance on which model is the best for this research problem.
[bookmark: _Toc297532068][bookmark: _Toc298397891]5.1 Simple Regression
For the simple regression, the health indicators general health condition and change in general health condition will be regressed on both the financial wealth measure as a scale and as a dummy variable.
[bookmark: _Toc297532069][bookmark: _Toc298397892]Interlude: Factor Analysis
As the descriptive analysis already suggests, problems with collinearity will arise due to the overlap of the psychological variables. To solve this problem, two factor analyses have been performed using a principal component analysis with the following settings: for the rotation the direct oblimin method has been applied, the Eigenvalue was set equal to 1, maximum iterations have been set to 30 and factor loading values lower than 0.2 have been suppressed. Most of these settings follow recommendations from Field (2009). The first factor analysis has been performed for the variables spaar1-6 which is supposed to represent risk attitudes. The second factor analysis has been performed on the variables spaarm1-13 which is supposed to represent savings motives. The Component Score Coefficient Matrices and the KMO and Bartlett’s tests of both factor analyses can be found in the Appendix Table 34-37. 
Since the factor analysis is just used as a tool to overcome collinearity, the method itself will not be discussed in more detail[footnoteRef:6]. Rather, the newly created variables shall be described briefly before the overall analysis will be continued. For the spaar variables two new factors have been created which were called factorspaar1 and factorspaar2. If one looks at the questions which were asked for the underlying variables, framing seems to be important here. The questions for the variables included in factorspaar1 were framed in gains whereas the questions for the variables underlying factorspaar2 were framed in losses. For the spaarm variables three new factors have been created which are easier to understand. The first one, factorspaarm1, includes the general topic of savings for a big investment like a house or a durable good. The second one, factorspaarm2, covers the topic of saving to ensure financial stability for example retirement or general uncertainty. The last one, factorspaarm3, covers the topic of bequests and gifts. [6:  For a discussion of this technique see Field (2009, chapter 17).] 

[bookmark: _Toc297532070][bookmark: _Toc298397893]5.2 Multiple Regression




Multiple regression models like this relate the dependent variable to any number of independent variables via a linear equation.  represents the dependent variable, so for any  the method draws a line through a cloud of points. This line is made of a constant B1 and a number coefficients Bi. These coefficients relate to the unknown explanatory variables xi. Everything which is not captured in either the constant or the explanatory variables is summarized in the error term. The result is a plane through the cloud of points, which the literature often calls multiple regression plane.  For this model to work properly a couple of well known assumptions have to hold. A short overview will be given indicating whether or not these assumptions are likely to hold in this case.

The random errors should have a normal distribution with mean zero. The panel is big enough to come close to this.


The random errors should have a probability distribution with the variance. The variance basically reflects the uncertainty in the model. It should be the same for each observation and not directly related to any independent variable. If this is true, the amount of uncertainty would be equal for all observations.  Still, the general problem with applying a regression model on panel data is that the errors are related to the variables. This is just in the nature of the panel since a panel follows the same people over time and these people are likely to exert the same error variance over time for the same and different questions. In conclusion, this means that it is likely that the errors are heteroscedastic instead of homoscedastic. 

The covariance between the two random errors corresponding to any two different observations is zero. This in simpler language means that any two errors should be uncorrelated. Again due to the nature of the panel, errors are likely to be correlated since the same person stands behind different variables.
Normality means that the random errors are assumed to have normal distribution. This seems very unlikely because the DNB Household survey is a panel. The same people can be expected to make the same errors over time and also within different questions.
Another assumption is the absence of collinearity, which was a problem in all models but was solved via a factor analysis. (See Interlude: Factor Analysis.) 
The first assumption that the errors are uncorrelated is the most important assumption here and also the one which is least likely to hold. Since possible confounders could affect both dependent and independent variables it is very difficult to interpret a causal effect. Therefore, the regression model is only a reference point to move to methods which are better suited for panel data.
[bookmark: _Toc297532072][bookmark: _Toc298397894][bookmark: _Toc297532071]5.3 Fixed Effects Estimation



If the multiple regression model from the last section is expanded over time, a time series regression emerges with an equation:. The only difference to the equation before is the subscript t which indicates that the variables not only differ per individual but also over time. Thus, every parameter can change for every individual and time. This seems positive as it makes the model very flexible. However one of the problems was that the random error and the independent variables could be correlated since it is a panel. The panel nature is decisive, since in a panel it is the same persons and the same persons are likely to exert some kind of pattern. A way to exploit this panel nature is to only let the intercepts vary, which is equal to setting. This changes the earlier equation to. All the subscripts behind the coefficients disappear which is basically equal to including a dummy variable for each individual. This conceptually nice to explain the model but would be cumbersome in reality and would lead to a loss of many degrees of freedom. Therefore, a simple procedure is applied. First, the panel observations are averaged out over time. After this averaging out, the second step is to subtract this average from the original equation. This eliminates any random effects and any time-invariant factors. As a result, this estimation still works even if the random error and the independent variables are correlated. 
This is positive because time-invariant factors are a problem as will be seen in the random effects estimation explained in the next section. Nevertheless, there are problems. One is that data for dichotomous variables like gender gets is not usable anymore. However, that is not a problem since they are still controlled for and they are not of specific interest here. A problem is that of time-variant factors, which could affect both dependent and independent variables. To still account for time varying factors, a year variable has been included, so that at least for the “net effect” of all time varying factors there is an account. Cognitive ability and business cycles as examples of time varying factors will be discussed in the section Shortcomings. In the next section the random effects estimation will be presented, one of its advantages is that it can estimate the time invariant factors which are not feasible in the fixed effect estimation.
[bookmark: _Toc298397895]5.4 Random Effects Estimation




In the fixed effect estimation it was assumed that all individual differences were captured in the intercept. However the data was selected randomly, so it seems reasonable to expect that the differences are also to some extent random. The intercept in this estimation looks like.  is the fixed part, which is the population average;   is the individual difference. If these changes are applied to the equation fixed effect equation emerges as the random effect equation. Compared to the fixed effect equation the only difference is that the error is composed of two components. First the regular regression error and second a random individual effect.
A random effects model combines the strengths of multiple regression and fixed effect estimation. It captures individual difference in the intercept. Compared to the fixed effect estimation, it assumes that the individual differences are random. 
However, it also means that it has some of the problems of regression and fixed effect estimation. Smith and Love (2007) argue that like in regression it is probable that unobserved time-invariant variables are correlated with the variables; especially psychological variables come to mind here as they are hard to observe and might affect and be affected by both portfolio decision and health. This problem would be solved by the fixed effect estimation.
Overall, the fixed effect and the random effect estimations seem to be the most appropriate method for this research question. The fixed effect estimation can handle time-invariant factors well, which seems an important source of potential bias. The assumptions of the fixed effect estimation also seem the most likely given the data. However, the random effects estimation would have more preferable features under the condition that the assumptions hold. That the fixed effect estimation basically ignores middle values was already discussed. Additionally, the random effects estimation would be better with respect to the random effects estimator. The random effects estimation uses generalized least squares whereas the fixed effect estimation uses simple least squares. The generalized least squares have a smaller variance and are therefore preferable. The random effects estimation is also preferable if the data was collected in a randomized way, because it takes the random sampling process into account. The DNB Household was created in such a randomized manner.
[bookmark: _Toc297532073][bookmark: _Toc298397896]Interlude: Hausman Test
Both estimations have their advantages and disadvantages as shown above. Many papers in the literature prefer one to the other on a rather normative basis. Surprisingly, no researcher who has worked in this field so far made use of the available test: the Hausman Test, which tells whether the fixed or the random effect estimation should be preferred. This is rather surprising because J. A. Hausman developed this test in 1978 (Hausman, 1978). Since the Hausman test, as the Factor Analysis, is just a tool for the further analysis in this paper, only the logic of the test and the results will be shortly outlined here. For further discussion see the original paper Hausman (1978). The difference which stands out about between random and fixed effect estimation is the fact that the fixed effect estimation allows for correlation between the error and the independent variables, whereas the random effects does not . The Hausman Test therefore compares the coefficient estimates from both tests. Both tests would work if there is no correlation and therefore the coefficients would converge to the true values. However, if there is correlation the random effect would differ but the fixed effect would still be the same. 
The Hausman test basically runs both tests and compares the coefficients they produce. If there is no difference then it is likely that there is no correlation and then the random effects estimation is superior. If there is a difference, there is correlation and the fixed effect estimation is superior. 
The Hausman test has been run with both the financial measure variable in scale and dummy form. In both cases the significant values were 0.000. On the other hand, the difference between random and fixed effect coefficients is also given in tables 36-37 in the appendix, and purely visual inspection makes clear that the values are basically the same. Therefore, the conclusion is that the random effects estimation is superior in this case. This finding is quite surprising as Smith and Love (2007) have argued well for the possibility of time-variant confounders and more possible confounders were mentioned in this paper.
6. [bookmark: _Toc297532074][bookmark: _Toc298397897]Estimation Results
[bookmark: _Toc297532075][bookmark: _Toc298397898]6.1 Simple Regressions
The change in general health is significant and positive in both the regression, the financial measure as a scale variable, as well as a dummy variable. Ceteris paribus this implies that a worsening health leads to holding more risky assets at both margins. However, these results are only meant as a starting point of the discussion and should not be viewed with too much confidence. The general health condition itself is already not significant in the setting with the financial measure as a dummy variable, implying that ceteris paribus there is no effect of health on portfolio decisions. However, in the setting with financial measure as a scale variable the effect is significant at the 5% level and positive as well. This implies that worsening health increases the share of risky assets on total assets but is not associated with general portfolio decision on which assets to hold. The results can be found in tables 28 to 31 in the appendix.
[bookmark: _Toc297532076][bookmark: _Toc298397899]6.2 Multiple Regression Results
As a vantage point for the discussion, the results of the multiple regressions will be presented first, the results for the multiple regressions can be found in Tables 46-47. If not mentioned otherwise, the results move in the same direction and with very similar magnitudes for both regressions with the financial measure as a scale and as a dummy variable as well for both main independent variables (MIV). The only not significant variables in all four regressions are general health condition in the regression with the financial measure as a dummy variable. The second savings motive factor in both regressions with the financial measure as a scale and dummy variable and financial situation in the regression with change in general health and financial measure as a scale variable are significant.
The factor for the risk preferences is negatively associated with the financial measure. This implies that the more risk seeking a person is, the more likely it is that he will hold risky assets in both the intensive and the extensive margin. This is confirmed by the variable exhibiting the past risk factor; the results are very similar to the factor representing risk preferences. The two factors representing savings motives, however, differ from each other. The savings motives factors representing uncertainty avoidance is slightly positive whereas the factor representing bequest as a savings motive is negative. The factor for uncertainty avoidance is negative in the regressions with financial measure as a scale variable; however, it is not significant in those regressions. These findings imply that people who want to avoid financial uncertainty hold more risky assets whereas people who want to leave a bequest hold less risky assets. At least the first finding is puzzling. The variable uitgeven represents the general motivation to save compared to the option to spend incoming money directly. The variable is positively associated with the financial measure, implying that people who are more motivated to save in general are more likely to hold risky assets. The variable plannen represents the general ability to control ones expenditures. The result is slightly negative, implying that persons who have difficulties to plan their expenditures are less likely to hold risky assets. The logic behind these variables seems relatively straightforward; if a person is motivated to save more, the likelihood increases that that person will also invest some money in risky assets, whereas a person who has problems control his or her expenditures probably does not have enough money left to invest it. The last variable in the impatient context is the variable periode1, which represents the different time horizons people have when making their decision whether to spend or save income. The coefficient is positive meaning the longer the time horizon the higher the chance of holding risky assets. The next two variables are finsitu and inkhh, which represent the financial situation and the net income of the household. Both are positively associated with the financial measure, indicating that the better one’s financial situation or net income, the more likely it is that one holds risky assets. One should take into account here that financial situation is not significant in the regression with changes in general health as a main independent variable and finance measure in a scale version as dependent variable. Marital status has a positive association, implying that persons who have no partner are more likely to hold risky assets compared to persons who are married or in a partnership. Sharekid is the amount of children as a percentage of the amount of persons in the household; it is negatively associated with the financial risk measure. This implies that the fewer children there are, the more likely it is that the household holds risky assets. Gender is negatively associated with the financial measure implying that women, even after controlling for risk preferences and impatience, are less likely to hold risky assets.
As already mentioned, general health was not significant in the regression with the dummy variable as an independent variable. With that exception, all other health variables are positively associated with the financial measure, whereas the variable representing changes in general health has a higher magnitude in both regressions. This implies that the worse one’s health the more likely one is to hold risky assets.
However, as mentioned several times before these results are only supposed to be a vantage point to start the discussion. The coefficients were deliberately ignored so far, since the assumptions of the model are so unlikely to hold. However, for all discussed variables the magnitude was smaller for the regression with the scale version of financial measure as a dependent variable.
[bookmark: _Toc298397900][bookmark: _Toc297532077]6.3 Simple Fixed Effect Estimation Results
The simple fixed effect estimation will be used to start off the discussion in the corresponding section but also to compare the changes between the simple results of the different methods. The results for the simple fixed effect estimation can be found in Table 38-41. In none of the four estimations are any of the health variables significant at any reasonable level. 
[bookmark: _Toc298397901]6.4 Fixed Effect Estimation Results
The results for the Fixed Effect Estimations can be found in Tables 48-49 in the appendix. In the Fixed Effect Estimation only few variables are significant. Significant in all four regressions are only the past risk factor and the savings motive factor for uncertainty avoidance. For the regressions with the scale version of financial measure as a dependent variable and general health condition as a main independent variable, the share of children in the household is significant. For the same regression and both main independent variables, the time horizon and both savings motives factors are significant. For the regression with the dummy of financial measure as a dependent variable and general health condition as a main independent variable the risk preferences factor is significant at the 5% level. Again, if not mentioned otherwise the results move in the same direction and with very similar magnitudes for both regressions with the financial measure as a scale and as a dummy variable as well for both main independent variables (MIV). All variables which were not mentioned are not significant, see Tables 48-49. The past risk factor is again negative, confirming the first impression that the more risk seeking people are the more likely it is that they hold risky assets. The two factors for savings motives have the same sign as in the multiple regressions. Therefore, the same logic applies as before: persons who want to avoid financial uncertainty are more likely to hold risky assets and people who want to leave a bequest are less likely to hold risky assets. The first finding is still puzzling and it is surprising that it is consistent and significant through both models. The second finding is no more significant in the regression with the dummy variable of financial measure as an independent variable. However, the finding seems logical even though it contradicts the findings of Smith and Love (2007); they find that bequest motives lead to higher and not lower probabilities of holding risky assets. In the Fixed Effect Estimation with the scale version of financial measure as a dependent variable, periode1 is significant for both regressions and sharekid is significant for the regression with general health condition as a main independent variable. The sign of both variables is the same as in the regression model. This implies that a longer time horizon increases the probability of both owning risky assets as well as an increased amount of risky assets. Fewer children in the household also indicate a higher the chance of holding risky assets and both margins. 
None of the two health variables are significant in any of the four estimations.
[bookmark: _Toc298397902][bookmark: _Toc297532078]6.5 Simple Random Effects Estimation Results 
The simple random effect estimation will be used to start off the discussion in the corresponding section but also to compare the changes between the simple results of the different methods. The results for the simple random effect estimation can be found in Tables 42-45. Only in one of the four regressions is health significant at the 5% level. This is the regression with the financial measure as a scale variable and changes in health status as a main independent variable. Health there has a very slight positive effect on portfolio choice. Persons who are less healthy seem to have riskier assets; however the effect has a magnitude of 0.2%.
[bookmark: _Toc298397903]6.6 Random Effects Estimation Results
Regarding the Hausman Test and the methodological discussion, this is the most accurate model for the data. The results can be found in Table 50-51. Interestingly, there are quite some changes between the Fixed Effect and the Random Effects estimation. This is puzzling, since the Hausman Test showed no difference. First, only few variables are not significant. The financial situation variable is only significant in the model with the financial measure as a dummy and the main independent variable general health condition. The net income, the general savings motive variable and the time variable are not significant in the models with financial measure as a scale variable. Health is only significant in the model with health defined as changes in general health and financial measure as a scale variable.
The past risk factor is still significant and negative, meaning that risk-seeking people are more likely to hold risky assets at both the intensive and extensive margin. However, the effect is in the range of 0.2 to 0.8%. The factor for risk preferences is significant compared to the Fixed Effect Estimation. The factor has a negative sign confirming the past risk factor and  implying that the more risk seeking a person is the more likely it is that the persons holds risky assets at all and as a share of total assets. However, again the effect is in the range of 0.3% to 0.8%. The two savings motives are significant as well. Their signs are still the same, confirming the puzzling finding that people who want to avoid financial uncertainty are more likely to hold risky assets but also confirming that people who want to leave a bequest are less likely to hold risky assets. For the factor on financial uncertainty, the magnitude goes from 0.3% to 1.0%. For the factor on bequest as a saving motive the magnitude ranges from 0.7% to 1.3%. As already mentioned, the general savings motivation compared to spending is only significant in the model with the dependent variable as a dummy version. The effect lies around 0.6%, implying that a 1% increase in the motivation towards saving more and spending less directly on average increases the likelihood of holding more risky assets. The variable representing difficulty to control expenditures is again significant and negative. The effect ranges from 0.15% to 0.4% confirming that persons who have difficulties to plan their expenditures are less likely to hold risky assets. The variable for the financial time horizon is positive. However in the Fixed Effect Estimation the variable was not significant in the model with the dummy version of the financial measure as a dependent variable. This effect ranges from 0.3% to 0.7%, implying that the longer the financial planning horizon is, the more likely it is that persons hold risky assets. Net income is, as already mentioned, only significant in the model with the dummy version of financial measure as the dependent variable. The effect in this model is around 2.3% though, implying that persons who have more net income are more likely to hold risky assets at all. The effect of gender is significant at the 1% level. In the model with the dummy version of financial measure the effect is even 16%, implying that women are 16% less likely to hold risky assets at all. For the model with the scale version as a dependent variable the effect is still 4%. Marital status has changed sign from negative in the Fixed Effect setting to the positive in the Random Effect setting. This finding implies that married persons and persons in partnership are less likely to hold risky assets than those living alone. The share of children in the household is again negatively associated with the financial measure in both versions. The range lies between 5% and 9% implying that a 1% increase in the share of children in the household decreases the likelihood of holding risky assets by 8% at all and 5% in the share of total assets.
In none of the fixed effect estimation is either general health condition or change in general health condition significant.
6.7 [bookmark: _Toc298397904][bookmark: _Toc297532079]Health Dummies
After these results, doubt was raised whether these results are true for all stages of health. Perhaps people who judge their health very good act opposite of those who judge it very bad, thereby hiding the effect. As a solution each stage of the two health variables was transformed into a dummy. These dummies were then put into the model and it was rerun. A problem here is that as explained earlier the fixed and random effect models are not able to work with dichotomous variables, so the dummies were only run in the regression context despite its shortcomings. The results can be found in Table 52-55. For the scale version of financial measure and changes in general health, only the two worst categories were significant. This implies that there is an effect but only for the people whose health as declined a lot. The effect is positive, implying that worsening health leads to a higher share of risky assets. The finding of the regression with financial measure as a dummy variable and the same health variable is interesting. In that regression on the state “Somewhat better” is significant. People who judged their health somewhat better than the year before are less likely to hold any risky assets at all. This could be unconnected but it could also be that these people are less likely to hold risky assets because they sold them when they got better. 
The findings for the dummies of general health condition are baffling. For the regression with the dummy of financial measure not a single state of general health is significant. For the regression with the scale version of financial measure the best, the medium and the worst health state are significant. The effect is also positive for all three states. 
6.8 [bookmark: _Toc298397905]Model Comparison
Health was only significant in the regression model and in one of the random effect estimations. This seems to partly confirm the finding of Smith and Love (2007) that the causality, if there is one, cannot be confirmed with these models. However, Smith and Love (2007) argue that this is due to unobserved factors like risk and time preferences; these are observed in my models and still the health variables are not significant. The main difference to Smith and Love (2007) is that they argue that the Fixed Effect Estimation is superior to the Random Effect Estimation due to correlation between time-invariant variables and the covariates. They do not seem to have run the Hausman Test, whereas the Hausman Test done for this sample clearly indicates that the Random Effects model is the appropriate model for the data. What is interesting in this context is that for some variables the sign changes in the Fixed Effect Estimation compared to the Random Effects Estimation and the Multiple Regression. Marital status, financial situation, gender and the risk preferences factor are all significant in the Multiple Regression, but none of them is significant in the Fixed Effect Estimation. Additionally, they all change sign in the Fixed Effect Estimation. In the Random Effects Estimation all variables have the same sign as in the multiple regression and all variables are significant again except financial situation. This at least shows that the choice of model is very important. Another observation might be interesting in the discussion in which margin the effect works. Net income has a positive effect in the Fixed Effect Estimation with the dummy variable of financial measure as a dependent variable however in the same model with the scale version of financial measure as dependent variable the effect is negative. In the Random Effect Estimation the effect is positive for both independent variables. The Fixed Effect Estimation implies that increases in net income increases the likelihood of holding risky assets at all but actually decreases the share of risky assets on all assets. However the finding is, as mentioned, not supported by the Random Effects Estimation. The Random Effects Estimation implies that increases in net income increase the chance of both holding risky assets at all and that the share of risky assets increases with net income. 
Smith and Love (2007) claim that the fact that the significance of health disappears when moving from a regression model to a random and fixed effect estimation is due to psychological factors like risk preferences. First, this paper confirms that health is significant in the regression context and only significant in one case for the fixed and random effects estimations. However, Smith and Love (2007) could not test their claim because their dataset did not entail psychological variables. If one compares the simple models with the full scale models it is interesting to see that there is no change in significance. Even the one case where health is significant does not change its significance level after controlling for demographic and psychological factors. Also the sizes of the effects hardly change for any health variable. If there is an effect between health and portfolio choice and it is disturbed by risk or time preferences one would expect that after controlling for them, the effect would become visible. These findings therefore do not offer support for the finding of Smith and Love (2007).
Earlier the hypothesis was stated that that if there is an effect from health on portfolio choice it is connected with the insight that health is dramatically changing. The fact that health in the random effect estimation with change in health condition as a main independent variable and the financial measure as a scale variable is significant offers minimum support for the earlier hypothesis. The change in general health variable is also always closer to being significant than the general health condition variable. Still this is extremely hard to research since it is not possible to see at which point people understand their physical and mental state well enough that it triggers reactions towards the portfolio choice. For example there probably is not one BMI threshold for which overweight people decide to start dieting or not one amount of cigarettes per day from which on smokers decide to quit smoking.
7. [bookmark: _Toc297532080][bookmark: _Toc298397906]Shortcomings
After having reviewed the published literature on this research question, it is evident that the question of the right methodology is the crackdown on which researchers do not seem to be able to agree. The causality in health related research is in general difficult to disentangle. Though, the random effect estimation supported by a high amount of relevant variables, plus the Hausman Test to establish the superiority of the random effect estimation over the fixed effect estimation seemed the most convincing method.[footnoteRef:7] The only problems which could exist with fixed effect estimation are that unobserved heterogeneity hides the causal mechanism. Additionally, it is also possible to imagine unobserved factors which are not time-invariant like business cycles or cognitive ability. Both business cycles and cognitive ability might influence portfolio choice and health. For business cycles there is extensive research by Ruhm (2000 and 2002). Ruhm (2000 and 2002) finds evidence, consistent over different datasets and time periods, that the huge majority of reasons for mortality show procyclical fluctuation. The only consistent and clear outlier is suicide. This paper tried to account for time-varying confounders by inserting a year variable. The year variable hopefully captures the net effect of the time varying factors. A decisive variable for which it is not clear whether it is time varying or not is status quo bias. Samuelson and Zeckhauser (1988) proved that people disproportionally stick with their status quo alternative (also in portfolio choices). Status Quo Bias is interesting in this context because this could be the channel through which health affects portfolio choice. People stick with their choice disproportionally long. So a reasonable hypothesis seems to be that decreasing health helps people to overcome their status quo bias. However the speed by which they overcome the bias is dependent on a set of over variables like education, intelligence, and risk preferences. The hypothesis is therefore very difficult to research. The education variable in this research was eliminated when creating the panel because it was not available for enough years. Education might be decisive because it introduces unobserved time-variant changes. However Smith and Love (2007) accounted for education and still find no significant effect of health on portfolio choice. Cognitive abilities have been accounted for by Christelis et al. (2007) with the result that cognitive ability has a strong effect on the decision to invest in information intensive assets like stocks. However, potentially there could be more unobserved factors which vary other time. The only two methods which would theoretically be superior to the fixed effect approach would be a natural experiment and instrumental variables. However, even for these methods one could find researchers which do not agree with the methodology. For example Deaton (2009) argues that most instrumental variables used so far in the literature are merely external but not exogenous. External means that it is only caused outside the system of interest whereas a good instrumental variable should be exogenous satisfying the three basic rules of an instrumental (cf. Reiss 2008: Chapter 7): [7:  For an explanation of the different models and their assumptions see Estimation Strategy.] 

1. The instrument should cause the independent variable
2. The instrument affects the dependent variable only through the independent variable
3. The instrument is not itself caused by the dependent variable or by any factor that also affects the dependent variable.
For natural experiments basically the same criticism applies, since in a natural experiment some natural rule, law or something similar is used as an instrumental variable. See Deaton (2009) for further discussion of that criticism.
However, Fixed and Random Effect Estimation also seem to have shortcomings which were mostly disregarded so far. Bollen and Brand (2008) argue that for example both models implicitly assume that the coefficients of the same covariate remain equal across time. However, given that for this paper a time range of 15 years was used, it seems likely that people went through transitions in this period. The youngest participants would have been 18 in 1995 and 33 in 2009 which can be the difference between just graduating high school and being married with children and a job. Participants which were 50 in 1995 would probably be retired by 2009. It might therefore be possible that the coefficients change over time, introducing unobserved heterogeneity. However not as Smith and Love (2007) were afraid of between different individuals, but within individuals. Bollen and Brand (2008) explore more of these shortcomings and a solution via a Structural Equation Models. This discussion is certainly interesting and relevant but too detailed and technical for this paper, so for further discussion please consult Bollen and Brand (2008)
For future research it might be a reasonable to try an interdisciplinary approach. The advantage would be that a financial researcher could better define a financial measure, maybe even a wide range to see whether the effect differs. A medical researcher can establish which health effects are predictable and which ones are not. A psychologist can help understand if it is likely that people will react to these health changes homogenously or if every person might react differently. An econometrician would need to create a model that improves on those already published.
What seems more feasible is simply to wait until instruments or methods have been established which are able to overcome all the mentioned shortcomings. Additionally, hopefully in the future our measurement of health and psychological variables will improve.
8. [bookmark: _Toc297532081][bookmark: _Toc298397907]Conclusion
This paper tried to explore whether the relationship between health and portfolio choice is significant after controlling for as many unobserved factors as possible through both methodological adjustments and data on factors which were deemed unobserved in the literature so far. There was no evidence that health had a significant relationship with portfolio choice in either the decision to hold risky assets at all or how much money to allocate to risky assets. However, the conclusion that there is no causal relationship between health and portfolio choice might be premature. Problems with all used and recommended methods were discussed. Smith and Love (2007) argue in their conclusion that changes in health could work through the cannel of expectations. This logic is intriguing, since many of the health changes nowadays are predictable. The effects of smoking, drinking, sitting in an office all day are well known and understood nowadays by the majority of people. Therefore, people could adjust their portfolio choice to that. This paper tried to account for this with an independent variable on changes in general health but that is at best inadequate. The biggest challenge in this research domain is without doubt finding a methodology which is sound. This paper and the review of existing literature have shown that so far the model has determined the outcome. It seems desirable to take a step back and reconsider which methodology is best.
[bookmark: _Toc298397908]
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Appendix
	Table 1: Summary Statistics 

	 
	N
	Minimum
	Maximum
	Mean
	Standard Deviation

	Age at time of survey 
	36781
	4[footnoteRef:8] [8:  The minimum age seems be due to a reporting or typing error in the data, since the minimum age to participate in the survey is 18.] 

	102
	46,81
	15,696

	Is there a partner present in the Household?

	79358
	0
	1
	,86
	,343

	Number of household members
	79358
	1
	9
	3,21
	1,423

	
	
	
	
	
	

	Table 2: Gender

	 
	 
	Frequencies
	Percentage
	Valid percentage Prozente
	Cumulative percentage

	Valid
	male
	40378
	50,8
	50,9
	50,9

	
	female
	38976
	49,1
	49,1
	100,0

	
	Total
	79354
	100
	100,0
	 

	Missing
	System
	64
	,1
	 
	 

	Total
	79418
	100,0
	 
	 

	
	
	
	
	
	

	Table 3: Marital status

	 
	 
	Frequencies
	Percentage
	Valid percentage Prozente
	Cumulative percentage

	Valid
	Married 
	21146
	26,6
	57,7
	57,7

	
	Married 
	2982
	3,8
	8,1
	65,9

	
	Divorced
	1714
	2,2
	4,7
	70,5

	
	Living together with partner not married
	3115
	3,9
	8,5
	79,0

	
	Widowed
	1098
	1,4
	3,0
	82,0

	
	Never married
	6577
	8,3
	18,0
	100,0

	
	Gesamt
	36632
	46,1
	100,0
	 

	Missing
	System
	42786
	53,9
	 
	 

	Total
	79418
	100,0
	 
	 

	
	







	
	
	
	




	Table 4: Children

	 
	 
	Frequencies
	Percentage
	Valid percentage Prozente
	Cumulative percentage

	Valid
	Yes
	16926
	21,3
	66,5
	66,5

	
	No
	8520
	10,7
	33,5
	100,0

	
	Gesamt
	25446
	32,0
	100,0
	 

	Missing
	System
	53972
	68,0
	 
	 

	Total
	79418
	100,0
	 
	 

	
Table 5: Saving motives

	Variable name
	Statement
	Motive

	Spaarm 1
	To save so I can leave a house and/or other valuable assets to my children 
	Bequest

	Spaarm 2
	To save so I can help my children if they have financial difficulties
	Bequest*

	Spaarm 9
	To save so I can leave money to my children (or other relatives)  
	Bequest

	Spaarm 13
	To save so I can give money or presents to my children and/or grandchildren  
	Bequest

	Spaarm 3
	To save to supplement my general old-age pension 
	Investment

	Spaarm 6
	To save so I can buy an apartment or house in the future  
	Investment

	Spaarm 7
	To save so that I generate income from interests or dividends  
	Investment

	Spaarm 11
	To save so I have some extra money to spend when I am retired  
	Investment

	Spaarm 12
	To set up my own business  
	Investment

	Spaarm 4
	To save in order to cover future (high) expenses 
	Uncertainty avoidance

	Spaarm 5
	To save so that I do not ever need to ask other people for financial help  
	Uncertainty avoidance

	Spaarm 8
	To save because it increases my freedom to do as I want  
	Uncertainty avoidance

	Spaarm 10
	To save to have some savings to cover unforeseen expenses  
	Uncertainty avoidance

	* The questions with a star also have potential for another category but I decided that the category I gave them is the most important one.

	Variable Spaarm 2 could also be regarded as uncertainty avoidance but for the children, for the person itself it is a bequest motive.






	Table 6: Saving motives 

	Scale
	Spaarm 1
	Spaarm 2
	Spaarm 3
	Spaarm 4
	Spaarm 5
	Spaarm 6
	Spaarm 7

	Motive
	Bequest
	Bequest
	Uncertainty avoidance
	Uncertainty avoidance
	Uncertainty avoidance
	Investment
	Investment

	Unknown
	1,0
	1,4
	,6
	1,1
	1,2
	1,0
	1,5

	Very unimportant (1)
	33,9
	24,7
	6,0
	13,7
	8,5
	20,0
	29,2

	2
	18,9
	12,1
	5,5
	10,3
	7,0
	10,9
	11,7

	3
	12,4
	11,7
	8,1
	9,7
	7,9
	9,1
	9,4

	4
	14,2
	15,7
	14,7
	15,2
	13,5
	14,9
	13,2

	5
	9,9
	16,2
	21,7
	19,1
	18,7
	13,9
	11,3

	6
	6,0
	12,3
	26,3
	19,3
	23,9
	17,2
	13,0

	Very important (7)
	3,3
	5,5
	17,1
	11,1
	18,9
	12,7
	9,9

	8
	,1
	,2
	,0
	,1
	,2
	,1
	,4

	9
	,2
	,2
	,1
	,2
	,2
	,2
	,2

	Total
	100,0
	100,0
	100,0
	100,0
	100,0
	100,0
	100,0

	
	
	
	
	
	
	
	

	Table 6: Saving motives continued
	

	Scale
	Spaarm 8
	Spaarm 9
	Spaarm 10
	Spaarm 11
	Spaarm 12
	Spaarm 13
	

	Motive
	Uncertainty avoidance
	Bequest
	Uncertainty avoidance
	Investment
	Investment
	Bequest
	

	Unknown
	,7
	1,1
	1,67
	1,6
	,7
	,6
	

	Very unimportant (1)
	7,1
	27,4
	25,64
	41,9
	23,6
	11,7
	

	2
	7,2
	18,0
	9,33
	10,6
	8,3
	7,1
	

	3
	10,0
	14,2
	6,68
	7,0
	6,8
	9,0
	

	4
	19,8
	16,9
	10,21
	11,0
	10,7
	16,8
	

	5
	23,8
	12,2
	13,80
	11,1
	14,8
	19,3
	

	6
	20,3
	6,9
	18,67
	10,6
	20,2
	20,1
	

	Very important (7)
	10,9
	3,0
	13,52
	5,9
	14,9
	15,2
	

	8
	,0
	,2
	0,27
	,2
	,0
	,0
	

	9
	,1
	,2
	0,22
	,2
	,1
	,1
	

	Total
	100,0
	100,0
	100,00
	100,0
	100,0
	100,0
	

	Values are valid percentages
	
	
	
	
	




	
Table 7: Risk preferences

	Scale
	Spaar 1
	Spaar 2
	Spaar 3
	Spaar 4
	Spaar 5
	Spaar 6

	Unknown
	3,5
	3,0
	2,5
	3,1
	3,4
	2,6

	Totally disagree(1)
	6,1
	11,1
	41,8
	2,7
	26,9
	30,5

	2
	3,8
	10,6
	18,8
	1,4
	19,8
	20,6

	3
	6,6
	11,8
	10,8
	3,3
	13,4
	14,5

	4
	14,3
	15,5
	11,8
	14,6
	19,1
	17,9

	5
	17,4
	11,7
	7,8
	22,7
	9,8
	9,0

	6
	25,8
	15,3
	4,2
	28,4
	4,9
	3,2

	Totally agree (7)
	21,7
	20,2
	1,7
	23,0
	2,0
	1,1

	8
	0,5
	0,3
	0,2
	0,3
	0,4
	0,2

	9
	0,5
	0,4
	0,3
	0,5
	0,5
	0,3

	Total
	100,0
	100,0
	100,0
	100,0
	100,0
	100,0

	Values are valid percentages
	
	
	
	

	
Table 8: Self perceived past risk factor

	Scale
	Valid percentages

	Unknown
	1,2

	No risk 
	18,1

	Small risk 
	13,8

	Some risk
	16,0

	Somtimes great risk
	3,1

	Often great risk
	,6

	Not applicable
	45,9

	Don't know
	1,3

	Total
	100,0

	
Table 9: Spending behavior

	Scale
	Valid percentages

	Unknown
	1,6

	Spend everything immediately (1)
	1,1

	2
	3,2

	3
	7,6

	4
	26,7

	5
	30,8

	6
	22,2

	Save as much as possible (7)
	6,4

	8
	,1

	9
	,4

	Total
	100,0

	Table 10: How well do you keep track of your (household) expenditures?

	Scale
	Valid percentages

	very bad (1)
	13,0

	rather bad
	9,9

	more or less keep track
	31,8

	good
	31,9

	very good (5)
	13,4

	Total
	100,0

	
	

	Table 11: Difficulties to control expenditures

	Scale
	Valid percentages

	Unknown
	1,2

	Very easy (1)
	16,6

	2
	29,9

	3
	17,1

	4
	16,5

	5
	11,9

	6
	5,2

	Very difficult (7)
	1,3

	8
	,1

	9
	,2

	Total
	100,0

	
Table 12: Time horizon

	Scale
	Valid percentages

	Next couple of months
	38,1

	Next year
	21,5

	Next couple of years
	25,7

	Next 5 to 10 years
	10,4

	More than 10 years
	4,3

	Total
	100,0



	Table 13:Absent work past year due to illness

	 
	Valid percentages

	yes
	32,5

	no/not applicable
	67,5

	Total
	100,0




	
	

	Table 14: Long illness, Disorder, Handicap

	 
	Valid percentages

	Yes
	24,5

	No
	75,5

	Total
	100,0

	
	

	Table 15: Smoke cigarettes at all

	 
	Valid percentages

	Yes, every now and then
	6,6

	Yes, I smoke everyday
	22,0

	No
	71,3

	Total
	100,0

	
	

	Table 16: How many cigarettes per day

	 
	Valid percentages

	< 20 cig
	62,0

	>= 20 ci
	38,0

	Total
	100,0

	
	

	Table 17: >4 alcoholic drinks per day (average)

	 
	Valid percentages

	Yes
	7,1

	No
	92,9

	Total
	100,0

	
	

	Table 18: General health condition

	 
	Valid percentages

	Excellent
	17,8

	Good
	62,1

	Fair
	16,2

	Not so good
	3,3

	Poor
	,6

	Total
	100,0




	
	

	Table 19: Health is better/worse than last year

	 
	Valid percentages

	Much better
	3,1

	Somewhat better
	10,0

	About the same
	76,1

	Somewhat worse
	9,8

	Much worse
	1,0

	Total
	100,0

	

	

	Table 20: Financial wealth index

	Scale
	Cumulated valid percentages

	,00
	84,9

	,10
	90,7

	,20
	93,5

	,30
	95,0

	,40
	96,1

	,50
	97,0

	,60
	97,7

	,70
	98,3

	,80
	98,8

	,90
	99,3

	1,00
	100,0

	
Table 21: Correlation between Financial wealth index and Risk factor past investments

	 
	 
	Financial wealth index
	Risk factor past investments

	Financial wealth index
	Pearson Correlation
	1
	,230**

	
	Sig. (2-tailed)
	 
	,000

	
	N
	31438
	11745

	Risk factor past investments
	Pearson Correlation
	,230**
	1

	
	Sig. (2-tailed)
	,000
	 

	
	N
	11745
	14710

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	




	
	
	
	

	Table 22: Correlation between Financial wealth index and Risk statement 6

	 
	 
	Financial wealth index
	I am prepared to take the risk to lose money, when there is also a chance to gain money

	Financial wealth index
	Pearson Correlation
	1
	,138**

	
	Sig. (2-tailed)
	 
	,000

	
	N
	31438
	23219

	I am prepared to take the risk to lose money, when there is also a chance to gain money
	Pearson Correlation
	,138**
	1

	
	Sig. (2-tailed)
	,000
	 

	
	N
	23219
	28427

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	

	


	
	
	

	Table 23: Correlation between Financial wealth index and Risk statement 2

	 
	 
	Financial wealth index
	I would never consider investments in shares because I find this too risky

	Financial wealth index
	Pearson Correlation
	1
	-,131**

	
	Sig. (2-tailed)
	 
	,000

	
	N
	31438
	23218

	I would never consider investments in shares because I find this too risky
	Pearson Correlation
	-,131**
	1

	
	Sig. (2-tailed)
	,000
	 

	
	N
	23218
	28426

	**. Correlation is significant at the 0.01 level (2-tailed).
	 
	

	
	
	
	

	Table 24: Correlation between Financial wealth index and Risk statement 5

	 
	 
	Financial wealth index
	I get more and more convinced that I should take greater financial risks to improve my
financial position

	Financial wealth index
	Pearson Correlation
	1
	,063**

	
	Sig. (2-tailed)
	 
	,000

	
	N
	31438
	23186

	I get more and more convinced that I should take greater financial risks to improve my
financial position
	Pearson Correlation
	,063**
	1

	
	Sig. (2-tailed)
	,000
	 

	
	N
	23186
	28385

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	




	
	
	
	

	Table 25: Correlation between Financial wealth index and Risk statement 4

	 
	 
	Financial wealth index
	I want to be certain that my investments are safe

	Financial wealth index
	Pearson Correlation
	1
	,039**

	
	Sig. (2-tailed)
	 
	,000

	
	N
	31438
	23210

	I want to be certain that my investments are safe
	Pearson Correlation
	,039**
	1

	
	Sig. (2-tailed)
	,000
	 

	
	N
	23210
	28410

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	

	
	
	
	

	Table 26: Correlation between Financial wealth index and Risk statement 3

	 
	 
	Financial wealth index
	If I think an investment will be profitable, I am prepared to borrow money to make this investment

	Financial wealth index
	Pearson Correlation
	1
	,027**

	
	Sig. (2-tailed)
	 
	,000

	
	N
	31438
	23225

	If I think an investment will be profitable, I am prepared to borrow money to make this investment
	Pearson Correlation
	,027**
	1

	
	Sig. (2-tailed)
	,000
	 

	
	N
	23225
	28434

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	

	
	
	
	

	Table 27: Correlation between Financial wealth index and Risk statement 1

	 
	 
	Financial wealth index
	I think it is more important to have safe investments and guaranteed returns, than to take a risk to have a chance to get the highest possible returns.

	Financial wealth index
	Pearson Correlation
	1
	,022**

	
	Sig. (2-tailed)
	 
	,001

	
	N
	31438
	23192

	I think it is more important to have safe investments and guaranteed returns, than to take a risk to have a chance to get the highest possible returns.
	Pearson Correlation
	,022**
	1

	
	Sig. (2-tailed)
	,001
	 

	
	N
	23192
	28399

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	





	
Table 28: Simple regression general health condition on financial measure (dummy version)

	Dependent Variable: financial measure (dummy version)

	Method: Panel Least Squares
	
	
	 

	Sample: 1995 2009
	
	
	 

	Periods included: 15
	
	
	 

	Cross-sections included: 9620
	
	
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.164515
	0.006599
	0.0000

	General Health Con.
	-0.001902
	0.003015
	0.5280

	
	
	
	

	Table 29: Simple regression change in general health condition on financial measure (dummy version)

	Dependent Variable: financial measure (dummy version)

	Method: Panel Least Squares
	
	
	 

	Sample: 1995 2009
	
	
	 

	Periods included: 15
	
	
	 

	Cross-sections included: 9620
	
	
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.090841
	0.011165
	0.0000

	Change in General Health Con.
	0.023567
	0.003702
	0.0000

	
	
	
	

	Table 30: Simple regression general health condition on financial measure (scale version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Panel Least Squares
	
	
	 

	Sample: 1995 2009
	
	
	 

	Periods included: 15
	
	
	 

	Cross-sections included: 9620
	
	
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.035208
	0.002628
	0.0000

	General Health Con.
	0.002974
	0.001200
	0.0132

	
	
	
	

	Table 31: Simple regression change in general health condition on financial measure (scale version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Panel Least Squares
	
	
	 

	Sample: 1995 2009
	
	
	 

	Periods included: 15
	
	
	 

	Cross-sections included: 9620
	
	
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.007981
	0.004445
	0.0726

	Change in General Health Con.
	0.011279
	0.001474
	0.0000



	Table 32: Component Score Coefficient Matrix "Spaar" Variables

	 
	Components
	

	 
	1
	2
	

	spaar1 (dis/agr:prefer safe investments)
	-0,005
	0,413
	

	spaar2 (dis/agr:never consider investme)
	-0,075
	0,441
	

	spaar3 (dis/agr:borrow money for profit)
	0,343
	0,03
	

	spaar4 (dis/agr:want be certain investm)
	0,083
	0,354
	

	spaar5 (dis/agree: should take greater)
	0,381
	-0,003
	

	spaar6 (dis/agree:take risk for chance)
	0,426
	-0,067
	




	
	
	
	

	Table 33: KMO and Bartlett's Test for "Spaar" Variables

	Kaiser-Meyer-Olkin Measure of Sampling Adequacy
	0,806
	

	Bartlett's Test of Sphericity
	Approx. Chi-Square
	63527,981
	

	
	Sig. 
	,000
	

	
	
	
	

	Table 34: Component Score Coefficient Matrix "Spaarm" Variables

	 
	Komponente

	 
	1
	2
	3

	spaarm10(un/imp save for:buy a house in)
	,253
	-,141
	-,043

	spaarm11(un/imp save for: set up my own)
	,249
	-,143
	-,047

	spaarm12(un/imp save for:cover unforesee)
	-,072
	,362
	,016

	sparm13(un/imp save for:enough money fi)
	-,041
	,234
	-,144

	spaarm1(un/imp save for: leave money to)
	-,060
	-,043
	-,443

	spaarm02(un/imp save for:presents to (gr)
	-,014
	-,113
	-,434

	spaarm03(un/imp save for:cover expen ill)
	,128
	,183
	,004

	spaarm04(un/imp save for:cover risk get)
	,247
	,006
	,022

	spaarm05(un/imp save for: supplem old ag)
	,233
	,129
	,097

	spaarm6(un/imp save for:supplem retirem)
	,067
	,326
	,087

	spaarm07(un/imp save for:pay children's)
	,073
	,089
	-,121

	spaarm08(un/imp save for:buy durable goo)
	,197
	,066
	,031

	spaaarm09(un/imp save for:income interest)
	,009
	,084
	-,244

	
	
	
	

	Table 35: KMO and Bartlett's Test for "Spaarm" Variables

	Kaiser-Meyer-Olkin Measure of Sampling Adequacy
	0,838
	

	Bartlett's Test of Sphericity
	Approx. Chi-Square
	168843,672
	

	
	Sig. 
	,000
	





	Table 36 Hausman Test 
	
	

	Dependent Variable: Financial wealth measure (scale variable)
	 

	Test cross-section random effects
	 
	 

	Test Summary
	 
	Chi-Sq. Statistic
	Chi-Sq. d.f.
	Prob. 

	Cross-section random
	 
	349.489.577
	13
	0.0000

	 
	 
	 
	 
	 

	Cross-section random effects test comparisons:
	 
	 

	Variable
	Fixed  
	Random 
	Var(Diff.) 
	Prob. 

	GEZ3
	0.007345
	0.004809
	0.000007
	0.3415

	BESCHRYF
	-0.004125
	-0.008395
	0.000000
	0.0000

	BURGST
	-0.006741
	0.005511
	0.000008
	0.0000

	FINSITU
	-0.003016
	0.004396
	0.000002
	0.0000

	GESLACHT
	-0.067065
	-0.163366
	0.002958
	0.0766

	INKHH
	0.006277
	0.025578
	0.000004
	0.0000

	UITGEVEN
	0.001656
	0.006168
	0.000000
	0.0000

	PLANNEN
	-0.000716
	-0.004183
	0.000001
	0.0000

	PERIODE1
	0.000976
	0.007326
	0.000001
	0.0000

	FSPAAR2
	-0.004677
	-0.007897
	0.000002
	0.0106

	FSPAARM2
	0.009200
	0.008200
	0.000001
	0.4075

	FSPAARM3
	-0.006577
	-0.013004
	0.000003
	0.0002

	SHAREKID
	-0.042498
	-0.087132
	0.000537
	0.0542

	
	
	
	
	

	Table 37 Hausman Test 
	
	

	Dependent Variable: Financial wealth measure (dummy variable)
	 

	Test cross-section random effects
	 
	 

	Test Summary
	 
	Chi-Sq. Statistic
	Chi-Sq. d.f.
	Prob. 

	Cross-section random
	 
	354.192.871
	13
	0.0000

	 
	 
	 
	 
	 

	Cross-section random effects test comparisons:
	 
	 

	Variable
	Fixed  
	Random 
	Var(Diff.) 
	Prob. 

	GEZ4
	-0.002779
	0.001565
	0.000002
	0.0034

	BESCHRYF
	-0.004109
	-0.008399
	0.000000
	0.0000

	BURGST
	-0.006675
	0.005562
	0.000008
	0.0000

	FINSITU
	-0.003158
	0.004166
	0.000002
	0.0000

	GESLACHT
	-0.066471
	-0.162978
	0.002959
	0.0760

	INKHH
	0.006644
	0.025590
	0.000004
	0.0000

	UITGEVEN
	0.001702
	0.006169
	0.000000
	0.0000

	PLANNEN
	-0.000773
	-0.004153
	0.000001
	0.0000

	PERIODE1
	0.001050
	0.007343
	0.000001
	0.0000

	FSPAAR2
	-0.004743
	-0.007894
	0.000002
	0.0124

	FSPAARM2
	0.008919
	0.008095
	0.000001
	0.4956

	FSPAARM3
	-0.006670
	-0.013100
	0.000003
	0.0002

	SHAREKID
	-0.042736
	-0.088314
	0.000539
	0.0495




	Table 38: Simple fixed effect estimation general health condition on financial measure (scale version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.038469
	0.003749
	0.0000

	Change in General Health Con.
	0.000977
	0.001254
	0.4361

	Effects Specification: Cross-section fixed (dummy variables)

	
	

	Table 39: Simple fixed effect estimation general health condition on financial measure (scale version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.040973
	0.003221
	0.0000

	General Health Con.
	0.000187
	0.001536
	0.9032

	Effects Specification: Cross-section fixed (dummy variables)





	Table 40: Simple fixed effect estimation general health condition on financial measure (dummy version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.164814
	0.008610
	0.0000

	Change in General Health Con.
	-0.001431
	0.002880
	0.6193

	Effects Specification: Cross-section fixed (dummy variables)

	
	

	Table 41: Simple fixed effect estimation general health condition on financial measure (dummy version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.151887
	0.007397
	0.0000

	General Health Con.
	0.004203
	0.003527
	0.2334

	Effects Specification: Cross-section fixed (dummy variables)





	Table 42: Simple random effect estimation general health condition on financial measure (scale version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.025115
	0.003623
	0.0000

	Change in General Health Con.
	0.002735
	0.001147
	0.0171

	Effects Specification: Cross-section random

	
	

	Table 43: Simple random effect estimation general health condition on financial measure (scale version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.029672
	0.002832
	0.0000

	General Health Con.
	0.001714
	0.001234
	0.1649

	Effects Specification: Cross-section random





	

Table 44: Simple random effect estimation general health condition on financial measure (dummy version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.124228
	0.008568
	0.0000

	Change in General Health Con.
	0.002907
	0.002674
	0.2771

	Effects Specification: Cross-section random

	
	

	Table 45: Simple random effect estimation general health condition on financial measure (dummy version)

	Dependent Variable: financial measure (scale version)
	 

	Method: Fixed Effect Estimation
	 

	Sample: 1995 2009
	 

	Periods included: 15
	 

	Cross-sections included: 9620
	 

	Total panel (unbalanced) observations: 28808
	 

	Variable
	Coefficient
	Std. Error
	Prob.  

	C
	0.125483
	0.006856
	0.0000

	General Health Con.
	0.003597
	0.002937
	0.2207

	Effects Specification: Cross-section random



	














Table 46 Multiple regression 1
	
	

	Independent Variable: Financial Wealth measure (Dummy Version)

	Method: Panel Least Squares
	
	
	

	Coeffecients
	Change in General Health Condition (gez4)
	General Health Condition (gez3)

	 
	Coeffecients
	Standard Error
	Coeffecients
	Standard Error

	C
	-4221963
	1525658
	-4067547
	1530804

	MIV
	0.014304*
	0.004456
	0.004348
	0.003717

	BESCHRYF
	-0.021878*
	0.001030
	-0.021929*
	0.001030

	BURGST
	0.012346*
	0.001634
	0.012247*
	0.001634

	FINSITU
	0.012034*
	0.003077
	0.012290*
	0.003091

	GESLACHT
	-0.176684*
	0.005215
	-0.177396*
	0.005218

	INKHH
	0.045062*
	0.003131
	0.045438*
	0.003142

	UITGEVEN
	0.014295*
	0.001458
	0.014366*
	0.001459

	YEAR
	0.002180*
	0.000765
	0.002119*
	0.000768

	PLANNEN
	-0.007567*
	0.001504
	-0.007739*
	0.001505

	PERIODE1
	0.023393*
	0.002230
	0.023461*
	0.002231

	FSPAAR2
	-0.026206*
	0.002606
	-0.026244*
	0.002606

	FSPAARM2
	0.012973*
	0.003331
	0.012666*
	0.003330

	FSPAARM3
	-0.031925*
	0.003041
	-0.031928*
	0.003043

	SHAREKID
	-0.110829*
	0.011411
	-0.111065*
	0.011474

	Main Dependent Variable (MIV)
	
	

	* Significant at the 1% level
	
	
	

	** Significant at the 5% level
	
	
	

	
	
	
	
	

	





















Table 47 Multiple regression 2
	
	

	Independent Variable: Financial Wealth measure (Scale Version)

	Method: Panel Least Squares
	
	
	

	Coeffecients
	Change in General Health Condition (gez4)
	General Health Condition (gez3)

	 
	Coeffecients
	Standard Error
	Coeffecients
	Standard Error

	C
	2,892861
	0.633902
	3043959
	0.636185

	MIV
	0.009477*
	0.001851
	0.004376*
	0.001545

	BESCHRYF
	-0.005838*
	0.000428
	-0.005868*
	0.000428

	BURGST
	0.007318*
	0.000679
	0.007265*
	0.000679

	FINSITU
	0.002478
	0.001278
	0.002764**
	0.001285

	GESLACHT
	-0.044132*
	0.002167
	-0.044683*
	0.002169

	INKHH
	0.007397*
	0.001301
	0.007752*
	0.001306

	UITGEVEN
	0.003449*
	0.000606
	0.003504*
	0.000606

	YEAR
	-0.001426*
	0.000318
	-0.001493*
	0.000319

	PLANNEN
	-0.002709*
	0.000625
	-0.002845*
	0.000626

	PERIODE1
	0.006698*
	0.000927
	0.006739*
	0.000927

	FSPAAR2
	-0.007933*
	0.001083
	-0.007963*
	0.001083

	FSPAARM2
	-0.000490
	0.001384
	-0.000687
	0.001384

	FSPAARM3
	-0.017758*
	0.001264
	-0.017736*
	0.001265

	SHAREKID
	-0.069721*
	0.004741
	-0.069355*
	0.004768

	Main Dependent Variable (MIV)
	
	

	* Significant at the 1% level
	
	
	

	** Significant at the 5% level
	
	
	



	































Table 48 Fixed Effect Estimation 1
	
	

	Independent Variable: Financial Wealth measure (Dummy Version)

	Method: Panel Least Squares
	
	
	

	Effects Specification: Cross-section fixed
	
	

	Coeffecients
	Change in General Health Condition (gez4)
	General Health Condition (gez3)

	 
	Coeffecients
	Standard Error
	Coeffecients
	Standard Error

	C
	-1.799832
	1764965
	-1.498902
	1770729

	MIV
	-0.002981
	0.003691
	0.006911
	0.004529

	BESCHRYF
	-0.004134*
	0.000911
	-0.004146*
	0.000911

	BURGST
	-0.006708
	0.003500
	-0.006761
	0.003499

	FINSITU
	-0.002795
	0.003002
	-0.002716
	0.003002

	GESLACHT
	-0.065232
	0.054960
	-0.065964
	0.054960

	INKHH
	0.004693
	0.003698
	0.004637
	0.003697

	UITGEVEN
	0.001587
	0.001345
	0.001560
	0.001345

	YEAR
	0.001054
	0.000884
	0.000893
	0.000887

	PLANNEN
	-0.000717
	0.001471
	-0.000669
	0.001470

	PERIODE1
	0.000947
	0.002041
	0.000890
	0.002041

	FSPAAR2
	-0.005035
	0.002492
	-0.004926**
	0.002492

	FSPAARM2
	0.010679*
	0.003038
	0.010685*
	0.003038

	FSPAARM3
	-0.006241
	0.003215
	-0.006219
	0.003215

	SHAREKID
	-0.039860
	0.027409
	-0.040094
	0.027406

	Main Dependent Variable (MIV)
	
	

	* Significant at the 1% level
	
	
	

	** Significant at the 5% level
	
	
	

	

	
	
	
	

	






















Table 49 Fixed Effect Estimation 2
	
	

	Independent Variable: Financial Wealth measure (Scale Version)

	Method: Panel Least Squares
	
	
	

	Effects Specification: Cross-section fixed
	
	

	Coeffecients
	Change in General Health Conditio (gez4)
	General Health Condition (gez3)

	 
	Coeffecients
	Standard Error
	Coeffecients
	Standard Error

	C
	-0.849090
	0.775814
	-0.828351
	0.778402

	MIV
	0.001184
	0.001622
	0.001221
	0.001991

	BESCHRYF
	-0.001049*
	0.000400
	-0.001047*
	0.000400

	BURGST
	-0.001389
	0.001538
	-0.001424
	0.001538

	FINSITU
	-0.001135
	0.001319
	-0.001119
	0.001320

	GESLACHT
	0.020424
	0.024159
	0.020237
	0.024160

	INKHH
	-0.002518
	0.001625
	-0.002516
	0.001625

	UITGEVEN
	-0.000378
	0.000591
	-0.000377
	0.000591

	YEAR
	0.000444
	0.000388
	0.000434
	0.000390

	PLANNEN
	-0.000328
	0.000647
	-0.000335
	0.000646

	PERIODE1
	0.002777*
	0.000897
	0.002778*
	0.000897

	FSPAAR2
	-0.002098
	0.001095
	-0.002095
	0.001095

	FSPAARM2
	0.005937*
	0.001335
	0.005915*
	0.001335

	FSPAARM3
	-0.003443**
	0.001413
	-0.003433**
	0.001413

	SHAREKID
	-0.028589
	0.012048
	-0.028488**
	0.012047

	Main Dependent Variable (MIV)
	
	

	* Significant at the 1% level
	
	
	

	** Significant at the 5% level
	
	
	



	

























Table 50 Random Effect Estimation 1
	
	

	Independent Variable: Financial Wealth measure (Dummy Version)

	Method: Panel EGLS (Cross-section random effects)
	
	

	Swamy and Arora estimator of component variances
	
	

	Main Independent Variable (MIA)
	Change in General Health Condition (gez4)
	General Health Condition (gez3)

	 
	Coeffecients
	Standard Error
	Coeffecients
	Standard Error

	C
	-2.652183
	1.414722
	-2.515124
	1.420761

	MIV
	0.001382
	0.003375
	0.004110
	0.003653

	BESCHRYF
	-0.008487*
	0.000811
	-0.008478*
	0.000811

	BURGST
	0.005116**
	0.002074
	0.005092**
	0.002074

	FINSITU
	0.005036
	0.002604
	0.005189**
	0.002608

	GESLACHT
	-0.163452*
	0.007807
	-0.163761*
	0.007815

	INKHH
	0.022906*
	0.002974
	0.023024*
	0.002977

	UITGEVEN
	0.005956*
	0.001176
	0.005965*
	0.001176

	YEAR
	0.001470**
	0.000710
	0.001399**
	0.000713

	PLANNEN
	-0.004089*
	0.001269
	-0.004117*
	0.001269

	PERIODE1
	0.007185*
	0.001820
	0.007177*
	0.001820

	FSPAAR2
	-0.008406*
	0.002150
	-0.008384*
	0.002150

	FSPAARM2
	0.010705*
	0.002679
	0.010667*
	0.002679

	FSPAARM3
	-0.012221*
	0.002717
	-0.012181*
	0.002718

	SHAREKID
	-0.086019*
	0.014421
	-0.085120*
	0.014452

	Main Dependent Variable (MIV)
	
	

	* Significant at the 1% level
	
	
	

	** Significant at the 5% level
	
	
	

	
	
	
	
	

	






















Table 51 Random Effect Estimation 2
	
	

	Independent Variable: Financial Wealth measure (Scale Version)

	Method: Panel EGLS (Cross-section random effects)
	
	

	Swamy and Arora estimator of component variances
	
	

	Main Independent Variable (MIA)
	Change in General Health Condition (gez4)
	General Health Condition (gez3)

	 
	Coeffecients
	Standard Error
	Coeffecients
	Standard Error

	C
	0.539434
	0.608794
	0.599407
	0.611508

	MIV
	0.003071**
	0.001469
	0.002362
	0.001571

	BESCHRYF
	-0.002313*
	0.000352
	-0.002309*
	0.000352

	BURGST
	0.003748*
	0.000876
	0.003708*
	0.000876

	FINSITU
	0.001056
	0.001128
	0.001157
	0.001130

	GESLACHT
	-0.037951*
	0.003230
	-0.038190*
	0.003235

	INKHH
	0.001998
	0.001280
	0.002093
	0.001281

	UITGEVEN
	0.000937
	0.000510
	0.000953
	0.000510

	YEAR
	-0.000231
	0.000306
	-0.000259
	0.000307

	PLANNEN
	-0.001550*
	0.000549
	-0.001587*
	0.000549

	PERIODE1
	0.003752*
	0.000790
	0.003763*
	0.000790

	FSPAAR2
	-0.003079*
	0.000931
	-0.003082*
	0.000931

	FSPAARM2
	0.003401*
	0.001163
	0.003341*
	0.001163

	FSPAARM3
	-0.007153*
	0.001174
	-0.007125*
	0.001175

	SHAREKID
	-0.053381*
	0.006070
	-0.052996*
	0.006086

	Main Dependent Variable (MIV)
	
	

	* Significant at the 1% level
	
	
	

	** Significant at the 5% level
	
	
	



	

























Table 52: Stages of change in general health individually on financial measure (Scale Version)

	Dependent Variable: FINMEASU
	
	
	

	Method: Panel Least Squares
	
	
	

	Sample: 1995 2009
	
	
	

	Periods included: 15
	
	
	

	Cross-sections included: 469
	
	
	

	Total panel (unbalanced) observations: 557
	
	

	 
	Much better
	Somewhat better 
	About the same
	Somewhat worse
	Much worse

	Variable
	Coefficients
	Coefficients
	Coefficients
	Coefficients
	Coefficients

	MIV
	3.178053
	1.050540
	2.736868*
	6.542858*
	9.343370

	BESCHRYF
	-0.006386*
	-0.003502*
	-0.005669*
	-0.010059*
	-0.003753

	BURGST
	0.003322
	0.006164*
	0.007291*
	0.009306*
	0.018638**

	GESLACHT
	-0.021108**
	-0.032597*
	-0.045194*
	-0.051043*
	-0.038461

	FINSITU
	-0.005629
	0.002394
	0.002579
	0.004104
	0.006445

	INKHH
	0.004701
	0.004397
	0.007333*
	0.011827**
	0.009453

	YEAR
	-0.001550
	-0.000507
	-0.001334*
	-0.003230**
	-0.004662

	UITGEVEN
	5.12E-05
	0.005211*
	0.003170*
	0.006026**
	0.004047

	PLANNEN
	0.003180
	-0.002660
	-0.002435*
	-0.006889*
	-0.007562

	PERIODE1
	0.001986
	0.006366**
	0.006391*
	0.010456*
	0.006540

	FSPAAR2
	-0.004843
	-0.011982*
	-0.007467*
	-0.011264**
	-0.005463

	FSPAARM2
	0.006349
	0.005080
	0.000772
	-0.017081**
	-0.005436

	FSPAARM3
	-0.015133*
	-0.011280*
	-0.017703*
	-0.022265*
	-0.033712**

	SHAREKID
	-0.073414*
	-0.053286*
	-0.066128*
	-0.114075*
	-0.089892

	* Significant at the 1% level
	
	
	
	

	** Significant at the 5% level
	
	
	
	





	Table 53: Stages of change in general health individually on financial measure (Dummy Version)

	Dependent Variable: FINMEASU
	
	
	

	Method: Panel Least Squares
	
	
	

	Sample: 1995 2009
	
	
	

	Periods included: 15
	
	
	

	Cross-sections included: 469
	
	
	

	Total panel (unbalanced) observations: 557
	
	

	 
	Much better
	Somewhat better 
	About the same
	Somewhat worse
	Much worse

	Variable
	Coefficients
	Coefficients
	Coefficients
	Coefficients
	Coefficients

	MIV
	-6.529025
	-1.432950*
	-2.830299
	-2.624894
	1.158507

	BESCHRYF
	-0.019444*
	-0.017422*
	-0.021973*
	-0.026782*
	-0.014575

	BURGST
	0.014308
	0.013260*
	0.012047*
	0.011198**
	0.025699

	GESLACHT
	-0.087470*
	-0.168585*
	-0.180049*
	-0.180225*
	-0.186668*

	FINSITU
	0.010699
	0.018048**
	0.010040*
	0.018055
	0.053789

	INKHH
	0.007104
	0.032952*
	0.048701*
	0.036974*
	0.033439

	YEAR
	0.003367
	0.007229*
	0.001507
	0.001416
	-0.000576

	UITGEVEN
	0.005745
	0.017151*
	0.014047*
	0.017738*
	0.017871

	PLANNEN
	0.002754
	-0.006035
	-0.008595*
	-0.005587
	-0.007628

	PERIODE1
	0.007644
	0.032104*
	0.021058*
	0.038070*
	0.014496

	FSPAAR2
	-0.018436
	-0.037046*
	-0.024193*
	-0.039416*
	-0.024523

	FSPAARM2
	0.019786
	0.019914
	0.014179*
	-0.008043
	0.025305

	FSPAARM3
	-0.041630*
	-0.017429
	-0.031491*
	-0.044324*
	-0.017388

	SHAREKID
	-0.140646**
	-0.082529**
	-0.106268*
	-0.178920*
	0.133223

	* Significant at the 1% level
	
	
	
	

	** Significant at the 5% level
	
	
	
	




	Table 54: Stages of condition in general health individually on financial measure (Scale Version)

	Dependent Variable: FINMEASU
	
	
	

	Method: Panel Least Squares
	
	
	

	Sample: 1995 2009
	
	
	

	Periods included: 15
	
	
	

	Cross-sections included: 469
	
	
	

	Total panel (unbalanced) observations: 557
	
	

	 
	Excellent
	Good
	Fair 
	Not so good
	Poor

	Variable
	Coefficients
	Coefficients
	Coefficients
	Coefficients
	Coefficients

	MIV
	4.260497*
	1.463218
	6.396062*
	1.944610
	2.474099**

	BESCHRYF
	-0.006681*
	-0.005245*
	-0.005630*
	-0.012828*
	-0.007347

	BURGST
	0.010550*
	0.005805*
	0.008160*
	0.016389*
	0.016135

	GESLACHT
	-0.032803*
	-0.050443*
	-0.028781*
	-0.067337*
	-0.064900

	FINSITU
	0.005895
	0.002379
	-0.001662
	0.008490
	0.035784**

	INKHH
	0.000951
	0.006416*
	0.018640*
	0.013060
	0.005096

	YEAR
	-0.002099*
	-0.000689
	-0.003198*
	-0.000924
	-0.012330**

	UITGEVEN
	0.006321*
	0.002628*
	0.004025*
	0.005135
	-0.007583

	PLANNEN
	-0.004937*
	-0.001835**
	-0.002338
	-0.012172*
	0.000227

	PERIODE1
	0.004296
	0.005778*
	0.011917*
	0.013980**
	0.001586

	FSPAAR2
	-0.005942**
	-0.009113*
	-0.006804**
	-0.010557
	0.007017

	FSPAARM2
	-0.005693
	0.003007
	-0.006846**
	-0.004906
	-0.020545

	FSPAARM3
	-0.021493*
	-0.016840*
	-0.014817*
	-0.035165*
	-0.022464

	SHAREKID
	-0.070327*
	-0.067888*
	-0.074380*
	-0.099320*
	-0.131508

	* Significant at the 1% level
	
	
	
	

	** Significant at the 5% level
	
	
	
	

	
	
	
	
	
	




	Table 55: Stages of condition in general health individually on financial measure (Dummy Version)

	Dependent Variable: FINMEASU
	
	
	

	Method: Panel Least Squares
	
	
	

	Sample: 1995 2009
	
	
	

	Periods included: 15
	
	
	

	Cross-sections included: 469
	
	
	

	Total panel (unbalanced) observations: 557
	
	

	 
	Excellent
	Good
	Fair 
	Not so good
	Poor

	Variable
	Coefficients
	Coefficients
	Coefficients
	Coefficients
	Coefficients

	MIV
	1.370739
	-7.934913*
	3.013075
	-3.411844
	2.245526

	BESCHRYF
	-0.020668*
	-0.022353*
	-0.020251*
	-0.028630*
	-0.012414

	BURGST
	0.018236*
	0.009052*
	0.016627*
	0.027449*
	0.024541

	GESLACHT
	-0.158478*
	-0.189048*
	-0.146527*
	-0.187034*
	-0.231830*

	FINSITU
	0.018313**
	0.012088*
	0.001372
	0.023079
	0.089343*

	INKHH
	0.039001*
	0.042602*
	0.060107*
	0.059281*
	0.015687

	YEAR
	-0.000623
	0.004078*
	-0.001458
	0.001730
	-0.011153

	UITGEVEN
	0.020567*
	0.013780*
	0.010259*
	0.021054*
	-0.011805

	PLANNEN
	-0.015487*
	-0.006191*
	-0.005079
	-0.009608
	0.004248

	PERIODE1
	0.021948*
	0.020767*
	0.030821*
	0.044416*
	0.038307

	FSPAAR2
	-0.019674*
	-0.029123*
	-0.020415*
	-0.044281*
	-0.011815

	FSPAARM2
	0.000229
	0.017835*
	0.009911
	0.005391
	-0.003291

	FSPAARM3
	-0.038759*
	-0.030300*
	-0.028990*
	-0.033642**
	-0.109848*

	SHAREKID
	-0.070456**
	-0.121674*
	-0.122982*
	-0.170530**
	-0.068662

	* Significant at the 1% level
	
	
	
	

	** Significant at the 5% level
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