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1. Introduction 
 

Both entrepreneurship and business cycles have enjoyed a growing interest by researchers and politicians. 

Entrepreneurship in modern economies was falling before the seventies but has since recovered1 and is 

perceived to be an important factor in economic growth, especially in high-tech and high-growth industries. 

Regarding economic growth, the economic recession of the past few years has sparked a renewed concern 

about business cycles and how to influence their dynamics.  

 

The question rises what kind of relationship there is between entrepreneurship and the business cycle. 

Entrepreneurship is to some degree susceptible to the influences of national entrepreneurship policies. Is it 

possible for politicians to influence their national business cycle through entrepreneurship policies? 

 

There have been some theoretical arguments and models regarding the role of entrepreneurship in causing 

business cycle fluctuations but there appears to have only been one empirical and international research, 

which was done by Koellinger and Thurik (2012). They discern two macroeconomic levels, an aggregate, global 

level and a national level. The variables on the aggregate, global level are weighted sums of the variables on 

the national level. They find that on the aggregate level entrepreneurship is pro-cyclical and granger-causes 

the business cycle. GDP and unemployment do not predict self-employment. These results differ for the 

national level, where the relationship between self-employment and entrepreneurship is less clear and 

unemployment affects self-employment.  

 

The weaker results for the national level may be due to the influence of the world cycle on the national 

business cycles. As countries are connected through trade it would seem plausible that national business 

cycles do not excessively deviate from their group of major trading partners. This synchronizing effect may 

obscure solid relationships because it complicates causal relationships. Another reason would be country 

specific shocks, such as national economic policies. These may blur and disturb a direct relation between self-

employment and the business cycle.  

 

Hence, the underlying dynamics may be better understood from a perspective with less detail. Being able to 

predict more or less exactly where the cycle will be in the future may not be realistic at the national level but 

predictions about the phases of the cycle can be. The approach is therefore ‘qualitative’ rather than 

‘quantitative’. This thesis builds on the ‘quantitative approach’ of Koellinger and Thurik (2012) and attempts to 

complement it.  It aims to examine whether entrepreneurship on the national level forecasts booms and 

recessions. Perhaps his optimistic view allows the entrepreneur to predict a transition from recessions to 

booms? 

 

This thesis will follow the ‘let the data speak freely’ approach of Koellinger and Thurik. As their results are at 

odds with theoretical frameworks2, a 'reality first' approach seems more sensible.3 This means that no new 

                                                           
1 Wennekers et al (2010) 
2
 These would be the theoretical frameworks of Rampini (2004) and Bernanke and Gertler (1989), see also the section 

'Literature review'. 
3For a discussion about advantages and disadvantages of the 'theory first' as opposed to the 'reality first' approach, see 
Juselius (2009). 
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hypothesis will be formulated nor will incumbent hypothesis be tested. It also means that there will be no 

theoretical framework from which the results are interpreted.  

 

This thesis is structured as follows: section 2 defines the problem research questions and objective. Section 3 

reviews the literature. Section 4 investigates the peculiarities of the data and data transformations. Section 5 

deals with the research and modeling methods. Firstly, the relationship between certain cycle characteristics 

and macroeconomic variables are examined at the level of the cycle rather than on a yearly basis. Then, the 

efforts are towards modeling the phases and transitions in the business cycles as preparations for forecasting. 

The outcomes are reported in section 6 for the whole data set, whereas section 7 explores their outcomes in 

forecasting and sideward replication. Section 8 concludes and discusses the results. 

2. Research Questions and Problem Definition 
 

The topic of this thesis is the influence of entrepreneurship on national business cycles. The problem definition 

would be: 

 

"How do national business cycle characteristics depend on entrepreneurship?" 

 

This main question will be answered by focusing on the following sub-questions: 

 

1) “Which component(s) of business cycles is/are significantly influenced by entrepreneurship – length, 

amplitude, slope or mass?”  

2) “To what extent do the global business cycle, global and national self-employment and national 

unemployment influence which phase the national business cycle passes through?” 

3)  “Do the influences mentioned at 2) change for different phases of the national business cycle?” 

4) “Are the variables mentioned at 2) able to forecast the business cycle?”  

 

Cycle characteristics would be the length of a cycle, the maximum height (amplitude) the cycle reaches, the 

average slope and the 'mass'. Mass here is defined as the integral of the cycle (the 'surface between the time 

series and x-axis'). Besides these there are also four phases and two transitions: at any point the business cycle 

is either in a boom or recession (positive or negative cyclical component) and has either a positive slope or a 

negative slope. The phases are therefore categorized into boom-positive slope (BP), boom-negative slope (BN), 

recession-negative slope (RN) and recession-positive slope (RP). It is not possible to move from RN or RP to BN 

and it is also not possible to move from BP or BN to RP. Furthermore there are two transitions, from boom to 

recession (TBR) and from recession to boom (TRB). 

 

A complicating factor would be interactions between countries. As countries trade intensively with one 

another, assuming independence of business cycles across countries would turn this thesis into mere fireplace-

fodder. It stands to reason that the national business cycle cannot run too much out of synch with that of their 

major trading partners. Unfortunately, due to the lack of export and import figures in the countries and time 

period covered it is impossible to measure trade relationships across countries. Instead there will be a 'world 

business cycle', an aggregated global business cycle created from summing over the national business cycles. 

Similarly, there will be global, aggregated self-employment and unemployment. These three global variables 
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appear as explanatory variables in the regressions. The consequence is that there is no strict separation 

between the global and the national level as is the case of Koellinger and Thurik (2012). 

 

The objective is to recommend whether a politician should stimulate national entrepreneurship policy to 

create more beneficial business cycle behavior, given world influences on this behavior. Here beneficial would 

be shorter or less severe recessions and longer booms periods. The predicted effect will depend on the 

characteristics of the phases of the business cycle, whether it is in a recession or in a boom and whether it is 

increasing or declining. Stimulating entrepreneurship may increase the tendency to remain in a boom. A longer 

boom length may however come at the cost of lower amplitude, which justifies examining cycle characteristics 

beside the cycle phases. This approach does not seem to have been followed before. 

 

Note again that in this thesis the ‘data is allowed to speak freely’ without the constraints of a theoretical 

model. This also means that a range of different techniques will be used. OLS, Poisson and Negative Binomial 

regressions are used to look at cycle components such as length, amplitude and mass. Binary and multinomial 

logit models to examine the phases and transitions. 

 

3. Literature Review 
 

Traditionally, business cycles have been analyzed with factor models, incorporating capital, labor and 

exogenous technology shocks (Kydland and Prescott 1982). Such technology shocks have been linked to 

entrepreneurship already by Schumpeter (1934) as entrepreneurs may challenge incumbent firms with 

innovations that may render older technology obsolete. Corriveau (1994) presents a theoretical model where 

these technology shocks are endogenously caused by entrepreneurs.  

 

Innovations are sometimes thought to occur in waves, which prompted the birth of theoretical economic 

models linking ‘implementation cycles’ and entrepreneurship to the business cycle (Shleifer 1986, Francois and 

Lloyd-Ellis 2008). Complementary to such models would be the Caballero and Hammour (1991) model where 

recessions are utilized as a ‘cleansing period’ where outdated technology is ‘pruned out’. These models 

revolve around the perception that technology shocks are of profound importance to the business cycle, an 

observation which is not undisputed (Eichenbaum 1991). 

 

Other theoretical arguments linked entrepreneurship to the business cycle through credit, loans and equity. 

The key to this linkage is the principal-agent problem, as lenders do not have the same information as the 

entrepreneur, both about his skills and his products. Bernanke and Gertler (1989) introduce a model where 

agency costs are endogenous and depend on the entrepreneur’s net-worth. This results in more investments 

during booms as agency costs are lower when the agent’s net worth is higher. Carlstrom and Fuerst (1997) 

build on this by creating a computable model that is able to quantify the diffusion of productivity shocks by 

means of agency costs. 

 

Bernanke and Gertler (1989) and Carlstrom and Fuerst (1997) assume the proportion of entrepreneurship in 

the population is constant, whereas Rampini (2004) shows a model where the number of entrepreneurs is 

endogenously caused by the business cycle. As agents are risk-averse and this aversion decreases with wealth 

increase, Rampini argues that entrepreneurship is pro-cyclical. One of his main assumptions, that 

entrepreneurship enjoys returns higher than wages, does not hold in practice (van Praag and Versloot 2007). 
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There is a vast body of empirical literature linking unemployment and the business cycle and there is research 

that connects unemployment and entrepreneurship (see for example Faria et al 2009). Such connections can 

be “refugee effects” where the unemployed start new business and “entrepreneurial effects” where increased 

entrepreneurship reduces unemployment later on (Thurik et al 2008). Despite these connections, the only 

empirical study incorporating entrepreneurship, unemployment and the business cycle seems to be Koellinger 

and Thurik (2012). An empirical study by Congregado et al (2009) examines the empirical relationship between 

the business cycle and entrepreneurship but they focus on how the business cycle influences 

entrepreneurship. 

 

When it comes to methodology, time series analysis seems the obvious way forward to study the business 

cycle.4 Time series models have incorporated the asymmetric dynamics between booms and recessions by 

utilizing Markov switch models (Kim and Nelson 1999, Filardo 1994). Birchenhall et al (1999) show that a 

Logistic Classification model performs superior to the Markov Switching model in predicting the states of the 

system. The rationale behind Markov Switching models and the nonlinear TAR models employed by 

Congregado et al (2009) and Potter (1995) is asymmetry in the business cycle. Asymmetry in the sense that 

dynamics may be different during booms then during recessions. Potter (1995) shows for instance that the 

effects of shock on the business cycle is different during booms and recessions. Those models included only 

two phases, booms and recessions.  

 

The asymmetry may imply that entrepreneurship can be a leading indicator for (switching to) booms but not 

for recessions or vice versa. An explanation for this would be that entrepreneurs tend to be more optimistic 

than the average person.5 Entrepreneurs may therefore be better at predicting transitions from a recession to 

a boom than vice versa.6 

 

A truly complicating factor in empirical research on the business cycle would be the existence of chaotic 

determinism in the relationship between the business cycle and other macroeconomic variables. The business 

cycle would still have a pattern but one that is too irregular to lend itself to forecasting7. There do not seem to 

be misspecification tests for this kind of behavior, except perhaps for a runs test on randomness. 

 

Although the objective of this thesis implies some kind of policy recommendation, the connection between 

government policies and entrepreneurship falls outside its scope. The interested reader is referred to 

Audretsch, Grilo and Thurik (2007) and Thurik (2009) for more information on the impact of policies on 

entrepreneurship and the channels through which this occurs. 

 

                                                           
4For instance, Forni and Reichlin (1998) show with a factor time series analyses how the co-movement between sectors in 
the United States explains part of the variance in industrial output. Replace ‘sectors’ by ‘countries’ and there is a strong 
resemblance with the situation in this thesis. 
5 This formed the inspiration for the title of this thesis. 
6 See Koellinger et al (2008) and Camerer and Lovallo (1999) for papers on the optimism and overconfidence of 
entrepreneurs. 
7 This is due to ‘sensitive dependence on initial conditions’, see Gleick (1987). The business cycle is known for its recurrent 
though irregular fluctuations (Burda and Wyplosz 2005) which could indicate chaotic features. The interested reader is 
referred to Lorenz (1987) and Puu and Sushko (2004) for theoretical explorations into chaos and the business cycle. 
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4. Data 
 

The data used in this paper is the COMPENDIA dataset from EIM, where COMPENDIA stands for “COMParative 

ENtrepreneurship Data for International Analysis”. The COMPENDIA data is a harmonized dataset covering 23 

countries over the time period 1972 to 2008 and including a sizeable number of other macroeconomic 

variables, such as for instance GDP per capita, average number of workers per firm and labor productivity8. 

Differences in data definitions have frustrated empirical research and comparisons in the past, notably in 

Congregado et al (2009). Data definition differences across countries and data definition breaks in time series 

of individual countries have been corrected in COMPENDIA. 

 

A complicating factor is the unification of Germany. Koellinger and Thurik (2012) opted to exclude it from their 

analysis because they could not correct for it. Yet reconstruction of their results9 with and without Germany 

suggests that Germany’s influence is rather strong. Moreover, the COMPENDIA data seems to have been 

corrected for the unification by using the AMECO database10. Germany is therefore included in the analysis. 

There do not seem to be other outliers in the dataset. 

 

The concept ‘entrepreneurship’ is represented in this research by the ‘self-employment rate’, the number of 

business owners as a share of the labor force. Total labor force consists of employees, unpaid family workers, 

self-employed and unemployed persons. This operationalization does hide important aspects. Golpe (2009) 

and Koellinger and Thurik (2012) show that different subcategories of entrepreneurship, such as innovative 

and imitative entrepreneurship, interact differently with the cycle. Amalgamation of these subcategories into 

one self-employment rate could cause the effects of subcategories to cancel each other out. The total number 

of explanatory variables equals 81. This includes interaction between explanatory variables, squares, cyclical 

components and interaction of cyclical components of certain explanatory variables. Time dummies, country 

dummies, global aggregated variables and business cycle characteristics on a yearly basis complement this. 

4.1 HP-Filter 
 

The data about Gross Domestic Product (GDP) is ‘raw’ meaning that the cyclical component must be separated 

from the trend component. This can be done with a Kalman filter, as in Congregado et al (2009), though the 

Hodrick-Prescott filter (HP-filter) seems to be the most popular method. The method (Hodrick and Prescott 

1997) distinguishes between the times series   , the cyclical component    and the growth component   . 

 

                               (1) 

 

           
      

                                
  

   
 
       (2) 

 

After selecting a value for λ, the growth or trend component can be calculated in (2) and hence from (1) also 

the cyclical component   . Once de-trended, the time series of the cyclical component    is divided by the 

original GDP time series to express the cyclical component as a percentage. 

 

                                                           
8
 See also van Stel (2005) for more information about this harmonization. 

9 This reconstruction is not included in this thesis as it adds little value and the appendices are cramped already. 
10 The manner in which this has happened is beyond the scope of this thesis though it seems safe to trust in the 
craftsmanship of Dr. André van Stel, composer of the COMPENDIA dataset. 
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Although a standard practice for de-trending time series, the HP-filter does not appear flawless. As Ahumada 

and Garegnani (2000) point out, there can be ‘spurious’ cases and the HP-filter may impose a cyclical structure 

where there is none. Moreover, the standard value of λ for yearly data, which would be λ = 100, is not without 

controversy, see also Appendix B.  

4.2 Panel Data and Fixed and Random Effects 
 

The data allow for the construction of a strongly balanced panel with countries as units of observation. Special 

about the panel structure is the possibility of controlling for ‘heterogeneity’: differences between the 

observation units that are not observed. These so-called unobserved effects may be structurally different from 

unit to unit and correlated with the explanatory variables. Unobserved effects usually capture the effects of 

variables that should be included in the regression but cannot be, for instance because the variables prove 

immeasurable. Culture would be an example of an unobserved effect. 

 

The unobserved effects in panel structures allow for five approaches: pooled estimation, random effects, fixed 

effects, population averaging and mixed effects. In all approaches the coefficients for the explanatory variables 

are equal across observation units except for the coefficient of the constant term or intercept. The population 

averaging and mixed effects approaches were not considered in this thesis. Unobserved effects models for 

panel structures were not addressed in the Bachelor courses, which is why the following contains a short 

exploration. 

 

In pooled estimation the coefficient for the constant term, denoted ‘c’, is equal across units of observation. 

This approach ignores heterogeneity. Units of observation always differ but perhaps not significantly so, in 

which case pooled estimation is a sensible option. 

 

Random effects models the coefficient of the constant by assuming a coefficient ‘c’ equal across observation 

units and adding a ‘disturbance’ term ‘  ’, which is a random variable, where             
  . This term is 

specific per unit i and constant throughout time. Typically the observation units are randomly selected from a 

larger pool. Closed form estimators exist for random effect probit models, though not for logit models 

(Wooldridge 2002). Disadvantages of the random effects models are that they assume a certain distribution of 

   and assume that the    are not correlated with the other explanatory variables. The latter disadvantage is 

solved by Chamberlain’s random effect probit model (Chamberlain 1980). In that model the assumption 

changes to11: 

 

                          
          (3) 

 

(see also Mundlak 1978). Formula (3) allows for correlation between the unobserved effects and the mean of 

the explanatory variables through a coefficient  . This suggests that if there are random effects, Chamberlains 

random effects probit model is more appropriate than the random effects logit model. 

 

Fixed effects dispatch the notion of a coefficient ‘c’ which is the same across units and replaces it with a unit 

specific coefficient for the constant term, ‘  ’, where i denotes the unit. The estimation of all these constant 

terms in addition to the other coefficients results in the “incidental parameter problem” (Lancaster 2000). This 

                                                           
11 See Appendix B for a more detailed explanation. 
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problem can be circumvented with fixed effects logit models, where the unobserved effects ‘  ’ are 

‘conditioned away’12, which allows for consistent, though biased, estimation of the other coefficients (Greene 

2004, Katz 2001, Mundlak 1978, Wooldridge 2002). This is a quality specific to fixed effects logit models which 

renders it superior to fixed effect probit. It allows for correlations between the explanatory variables and the 

unobserved effects while simultaneously not requiring assumptions about the distribution of those 

unobserved effects. However, the fixed effects logit model does not allow forecasting precisely because it 

circumvents rather than solves the incidental parameter problem. 

 

It is possible to test for heterogeneity. The test is an LR-test13 which involves the test statistic    
  

 

  
    

  which 

follows an adjusted    distribution, the        distribution (Andrews 1988, Self and Liang 1987, Stram and Lee 

1994). Here   
  is de variance of the disturbance terms and   

  is the variance of the unobserved effects. The 

null hypothesis is       .  

 

Beforehand it would be plausible that unobserved effects have a significant influence on the business cycle, its 

phases and its transitions. Unobserved effects could capture the openness of a country to trade14, its culture or 

its economic policies. These should be related to other explanatory variables such as self-employment and 

unemployment, which means that a fixed effects model seems more suitable. Although this does not allow 

forecasting it can be used to obtain estimates for marginal effects and elasticities. 

4.3 Randomness and Correlation in the Business Cycle Phases 
 
Let ys be a variable denoting the phase of the business cycle. Then ys can take four values, 1 for BP, 2 for BN, 3 
for RN and 4 for RP15. It is possible to test the randomness of the sequence ys with a runs test for each phase 
separately. The runs test as explained by Wackerly et al (2008) examines the randomness of a sequence of 
numbers that can take only two values. A run is a subsequence in that sequence whose numbers all have the 
same values. The number directly preceding or following the run must have a different value from the 
numbers in the run. Let R be the number of runs. Then the test statistic Z is given by16:  
 

   
      

     
                           (4) 

 

      
     

      
            (5) 

 

      
                    

                    
         (6) 

 
A rather large or a quite small number of runs would lead to the rejection of the null hypothesis that the 
sequence is random. The runs test is done both for the whole sample as well as for individual countries and 
both for the whole time period as well as for the time period 2005-2008 that will be forecasted. The test is 
performed on binary variables for each phase and transition and equal one if the business cycle is in that phase 

                                                           
12 See Appendix B for a more detailed explanation. 
13

 An alternative would be the Lagrange Multiplier test of Hausman, see Hausman (1978). However, the mentioned LR 
test is amidst the standard output of the regression and therefore more convenient to use here. 
14 This can actually be measured with a Grubel-Lloyd index for intra-industry trade. This index requires import and export 
data which is not available for all countries for all time periods included in this study and could therefore not be 
calculated. 
15 Note that these values are ‘qualitative markers’ rather than meaningful ordered quantities. 
16 page 782 of Wackerly et al (2008) 
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or transition and zero if not. The runs test is not done for ys itself, only for the separate phases. A Kolmogorov-
Smirnov test17 is performed to see whether the phases of the national cycles, ys, behave randomly. The same 
is done for the phases of the world cycle. The Kolmogorov-Smirnov test compares two samples under the null 
hypothesis that the two samples have the same distribution. The national and world cycles are compared 
against a randomly drawn sample which can take four values. 
 
If the succession of business cycle phases is random according to the runs or Kolmogorov-Smirnov test and the 
null hypothesis of randomness cannot be rejected, modeling the business cycle phases and prediction may be 
nothing more than mere foolishness. If one or a few countries have a sequence that appears random whereas 
the others do not, then such countries may be marked as outliers and be left out of the analysis. Similarly, if 
the phase sequences appear to be non-random for the time period 1972-2004 but do appear so for the time 
period 2005-2008, then forecasting may be pointless regardless of the in-sample performance. Lastly, 
randomness in the cycle phases of the world business cycle will be examined. If this sequence appears to be 
random and is correlated to the national business cycles, then it may explain part of the randomness that 
might be found for the national sequences. 
 
The correlation between the national business cycles and the world cycle is shown in table A1 in Appendix A, 
together with information per country about the national business cycles. The correlation seems roughly 
similar across countries, except for the negative correlation for New Zealand. As this is a correlation between 
phases, whose numbers are a qualitative marker rather than a meaningful quality, the correlations are 
complemented with a ‘hit-rate’. This hit-rate shows how often the phase of the world cycle and the phase of 
the national cycle are equal.  

5. Methods 

 

5.1 Length, Amplitude, Slope and Mass 
 

Cycles can be seen as objects with their own characteristics, such as length, amplitude and mass. The interval 

unit changes as these characteristics exist per cycle rather than per year (note that the phases and transitions 

do exist per year). Explanatory variables for these dependent variables would be the averages during those 

cycles. The question in this case therefore slightly changes to: "How does the average self-employment during 

a cycle affect a cycle's characteristics?" 

 

The number of cycles per country varies considerably which is why the panel structure is abandoned. The 

cycles are therefore deprived of a time and country context. For amplitude and mass OLS is used whereas for 

the length of the cycle Poisson models and NegBin models are used. As the latter were not part of the 

Bachelor's curriculum, the next section contains a short explanation. Some information about these cycles is 

shown in table A1 in Appendix A. 

 

By definition, the average slope of a cycle is zero because the GDP data is de-trended. On a yearly basis the 

slope is already incorporated in the phases and therefore not explicitly incorporated as a dependent variable 

in a regression. The phases and transitions, are modeled with binary and multinomial logit models as explained 

in section 5.3. 

                                                           
17 The Kolmogorov-Smirnov test is chosen over the    test based on the arguments put forward by Massey (1951). 
Alternatives could be the Wilcoxon rank sum test or the Mann-Whitney U-test, see Wackerly et al (2008). 
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5.2 Poisson and NegBin Models 
  

The length of a cycle, measured in years, is always a positive integer larger than zero. It therefore fits the 

category 'count data'. The usual model would be a Poisson model.18 Log transformations or Nonlinear Least 

Squares could be applied but are not ideal (see Wooldridge 2002). The Poisson regression assumes that the 

following three formulas hold. 

 

                      (7) 

 

                  

  
    y = 0, 1, …       (8) 

 

                          (9) 

 

Formula (7) denotes the mean, (8) specifies the probability density function and (9) is an assumption about the 

variance. If the dependent variable truly follows a Poisson distribution, then    in (9) would equal one. In 

practice this assumption may be too restrictive. In (9)    is the mean-variance ratio and    > 1 indicates 

overdispersion, whereas    < 1 indicates underdispersion.  

 

A common and popular parametric model        to estimate      is             . The mean marginal 

effects (M.M.E.) can be estimated using (10). 

 
       

   
                 (10) 

 

The quasi-maximum likelihood estimator is robust to distributional misspecification. The formula for the 

robust standard errors is given by (12). 

 

                      (11) 

 

                                 
          

 
           (12) 

 

Where               and    is the gradient with regard to  . See Wooldridge (2002) for more details19. 

 

It could be that assumption (9) does not hold. Suppose that     is given by (13), then (14) would be an 

alternative model (see Wooldridge 2002 and 1991), where           is an alternative to          .  

 

                           (13) 

 

            
                              (14) 

 

Assumption (9) is rejected if the null hypothesis          does not hold. If this is the case, NegBin models 

can replace the Poisson models. NegBin models use the same estimator for      and are similar in several 

                                                           
18 This section is largely based on the explanation in Wooldridge (2002) 
19 The formulas for the robust standard errors are a rewritten form of the GMM sandwich estimator.  
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aspects except in that the NegBin models reckons with unobserved effects. Formulas 15, 16, 17 and 18 show 

the formulas pertaining to the NegBin models (Wooldridge 2002), where    denote the unobserved effects. 

 

                                         (15) 

 

                        (16) 

 

                                    (17) 

 

                                                           

                              (18) 

 

Setting                      
  in (10) is convenient as then       . This corresponds to the NegBin II 

model (Cameron and Trivedi 1986). Marginal effects and robust standard errors for a QMLE approach for the 

NegBin models are similar to those of the Poisson models. 

 

Ordinarily, the negative binomial distribution is a generalization of the geometric distribution and if 

                then the probability density function at   shows the probability of reaching   successes in   

trials if the probability of success is   . In the NegBin models the   is replaced by    though there does not 

seem to be a meaningful interpretation of this. Rather it seems that utilizing the NegBin count data models is a 

'technical issue' due to the variance specification.  

 

5.3 Binary and Multinomial Logit Models 
 

The business cycle phases and transitions are modeled using binary logit and multinomial logit models. In the 

binary logit models the phases and transitions are modeled separately and a ‘one’ would denote being in that 

phase or transition and a ‘zero’ otherwise. In the multinomial logit model the dependent variable can assume 

four values corresponding to the four phases. The choice between logit and probit models depends in part on 

whether there are random or fixed effects as explained earlier. 

 If there happens to be no heterogeneity, then the choice is quite trivial. In such a case the choice would be 

logit over probit because the probability and cumulative density functions have easier forms, allowing easier 

programming. There is a test to see whether the results between logit and probit models differ significantly, 

namely the Vuong test (Vuong 1989). Its formulas are shown in appendix B. 

 

5.3.1 Binary Logit 

 

The dependent variable is binary and modeled with the use of a latent variable    as in (19) and (20)20. The 

threshold c in (19) is commonly set as c = 0. Formula (21) holds for general functional forms      and (22) 

shows what the cumulative density function is if the functional form      is the logit function     . 

 

   
          
         

           (19) 

                                                           
20 This section is largely based on the explanation in Heij et al (2004) 
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                  (20) 

 

                             (21) 
 

                   
 

  
   

  

       
 

            (22) 

 

As the latent variable and the associated disturbance term    are not observed there are no natural residuals. 

Artificial, pseudo, standardized residuals can be created with formula (23). 

 

    
   

       
          (23) 

 

Model performance can be evaluated using so-called 'hit-rates'. Probabilities are defined as in table 1, where   

is the estimated value of y. The hit-rate is           . A test statistic Z based on the hit-rate as shown in 

(24) reveals whether the model performs better than random. In (24) it holds that             . 

 

 y = 0 y = 1  

  = 0             

  =1             

         1 

Figure 1: general prediction-realization table 

 

   
   

        
                   (24) 

 

Here      if     
     , where c is usually taken to be 0.5 but could also be the fraction of ones in the 

sample,    
      

 
. The number of observations is denoted by ‘n’. 

 

Other measures to compare models would be McFadden’s pseudo   , Maddala’s   , McKelvey and Zavoina's 

  , the Akaike Information Criterion (AIC) and the Bayes Information Criterion (BIC) (Heij et al 2004, Maddala 

1983, McKelvey and Zavoina 1975). Only McKelvey and Zavoina’s    is shown, in (25), the others are shown in 

Appendix B. The McKelvey and Zavoina    in (27) is used in this thesis because it is more convenient to 

calculate. In (25)    is the average of    and     
 

 
  .  

 

    
           

   

           
                 (25) 

 

Once the best model has been chosen the coefficients need to be interpreted. There are few misspecification 

tests for the logit model. One could test for heteroskedasticity. The formulas are shown in Appendix B. 

 

A way to improve the model and its interpretation is through robust variance matrices. A robust variance 

matrix for the coefficients can be calculated with (26) and (27). A robust variance matrix for the mean marginal 

effect    as defined in (28) is given by (29) (see Wooldridge 2002). 
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      (26) 

 

                       
           (27) 

 

             
         

   
        (28) 

 

                      
 
        (29) 

 

Similar methods and formulas exist for the multinomial logit model. Note that the mean marginal effects are 

evaluated at the average values of the explanatory variables,   .  

5.3.2 Multinomial Logit 

 

The most important change when moving from binary to multinomial is transforming (21) into (30). The 

multinomial model has m categories21.  Identification problems in the parameters   are solved by fixing 

         . This ensures that the probabilities for all the categories sum to one. Another change is that in the 

hit-rate formulas:         
  

   . and       
 
    . 

 

             

 
 

 
 

       
     

   

                               

 
   

       
    

   

                            

     (30) 

 
Formulas (31) and (32) are the odds ratios and the marginal effects respectively.  
 
            

          
 

  

  
          (31) 

 
            

   
                       

 
          (32) 

 

Odds ratios are more complicated in the multinomial case. It denotes the tendency of category j over h. This 

relies on the IIA assumption, the Independence of Irrelevance Alternatives. That means that a third category k 

does not influence the preference of category j over h. Whether this holds can be tested with a Hausman test 

as Franses and Paap (2004) demonstrate.  

 

The log-likelihood changes as well, from (33) in the binary case to (34) in the multinomial case. 

 

                                              
   

 
      (33) 

 
 
                  

 
   

 
           (34) 

 
In (33)   is the number of time periods. The multinomial regressions do not have a panel structure. This can be 
seen when comparing formula (33) with (34) as (34) does not include a time dimension.  

                                                           
21 This section is largely based on the explanation in Heij et al (2004) 
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5.4 Variable Selection 
 
One of the main reasons to inspect the data with both a multinomial model and several separate binary 
models for each phase is variable selection. In the multinomial model the same explanatory variables are used 
for each phase, whereas the binary models allow entirely different sets of explanatory variables for each phase 
and transition. The binary models can be combined to forecast the state of the business cycle. The predicted 
state is then equal to the state j which has the highest predicted probability among all states, see (35). 
In the multinomial model the probabilities of all states sum to one, which is not necessarily the case for 
combining the binary models. 
 
                               (35) 

 
The predictions will range from 2005 till 2008 and the time period 1972 to 2004 is used for calculating the 
coefficients in the models. The average cycle lasts for 5.26 years. Forecasting up to half a cycle ahead seems a 
reasonable upper limit, which means that for each variable three lags will be considered for inclusion for each 
binary model. As there are 81 variables, this would mean that for each binary model there are 243 candidates 
as explanatory variables and there are six such models, four for the phases and two for the transitions.  
A common heuristic for variable selection is the general-to-specific method22: include all potential explanatory 
variables and drop the one with the highest P-value23. Repeat this with the remaining explanatory variables 
until all P-values are equal to or below the significance level24. As this is not practically feasible with 243 
variables it happens in a five step procedure. 
 
In the first step cycle characteristics are included. The variables that appear significant according to their P-
values constitute the CYCH model (CYCH from ‘cycle’). The second step builds on the CYCH model by adding25 
unemployment and self-employment variables. This creates the EMPL models (EMPL for ‘employment’). The 
third step adds time and country dummies, interactions, nonlinear variants and produces the EXTE models 
(EXTE for ‘extension’). The fourth step attempts additional macro-economic variables such as population, GDP 
per capita, average firm size in both workers and GDP and many more. This results in the MACR models (MACR 
for ‘additional macroeconomic variables’). The fifth step incorporates world influence by adding to the CYCH, 
EMPL, EXTE and MACR models global, aggregate variables.  This leads to the W.CYCH, W.EMPL, W.EXTE and 
W.MACR models (W. for ‘world’). The global variables are added to all previous models to better understand 
the influence of the world given other variables, a central theme of this thesis. 

5.5 Model Selection 
 
The procedure in section 5.4 spawns 8 models for each phase and transition. Which model is best? This can be 
evaluated with the Akaike Information Criterion and the Bayes Information Criterion26 which roughly speaking 
incorporates both improvement in    and the number of variables employed. More explanatory variables lead 
to an increase in the    but this does not mean that they should be added as there is the danger of 
overfitting27.  
 

                                                           
22 See Gilbert (1986) and Pagan (1987) for a discussion on such methods. 
23

 The intercept is not dropped regardless of its P-value. Dropping the intercept would mean that the share of ones and 
zeros is equal. This is not the case here and Franses and Paap (2004, p.57) advise to keep the intercept. 
24 Significance level α = 0.05 unless stated otherwise 
25

 Whether a group of additional variables as a whole has a significant influence, next to the explanatory variables already 

in the model, can be tested with an LR test.                                    , where g is the number of additional 

variables and        and        are the log-likelihoods of the models with and without the additional variables respectively. 
26 Also known as the SIC, 'Schwarz Information Criterion' 
27 See Heij et al (2004) for more discussion on this topic. 
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One selection method would be to pick the model which has the lowest AIC or BIC or both. Generally the BIC 
tends to be more 'conservative' in that it points at models with as many or less explanatory variables than the 
AIC does. The formulas below are derived from Franses and Paap (2004) and are based on log-likelihood rather 
than    or residuals as those are not be naturally defined in the case of binary and multinomial models. 
 

     
 

 
                    (36) 

 

     
 

 
                        (37) 

 
It should be noted that model selection is based on in-sample performance with the sample covering the time 
period 1972-2008.  

5.6 Forecasting with a Moving Window and Sideward Replication 
 
Once the model has been chosen it will be evaluated on its forecasting performance. Initially coefficients are 
estimated using the sample 1972-2004. This sample is the so-called 'window'. Those coefficients are used to 
forecast one year ahead, 2005. A two year ahead forecast is achieved by moving the window one year, which 
means that the coefficients of the model are estimated with the sample 1973-2005. Observations of the 
explanatory variables in 2005 are used in the forecast. Generally speaking, forecasting k years ahead means 
moving the entire 'window' k - 1 years ahead, which is why this method is called the 'moving window'.  
 
Besides forecasting there will also be two sideward replications. This means that rather than dividing the 
sample in two across time it is divided in two across countries. In each replication, the phases of two countries 
are predicted based on the observations of the other twenty-one countries. In the first sideward replication 
those two countries are Iceland and Switzerland and in the second sideward replication those two are Finland 
and Spain28. It should be noted that the variable and model selection procedures as described in sections 5.4 
and 5.5 use the information that is to be predicted. This only concerns the selection of which explanatory 
variables to use in the models though. 
 
There is an implicit assumption not mentioned so far. The creation of forecasts using formula (35) does not 
explicitly incorporate dependency on previous phases. However, it is for example not possible to reach state 
BN from state RN. The model does not take this into account. The influence of previous phases will to some 
extent be dealt with by including for each phase lags of binary explanatory variables in the variable selection 
procedure. These variables then indicate whether previously the business cycle was in a certain phase. There is 
also another way to deal with the influence of previous states. This is shown in formula (36). 
 
                              

           (36) 

 
As in (35),     denotes the probabilities as estimated by the binary or multinomial logit models. The difference 
is         

 , which is the probability that the phase of the business cycle at time i will be phase h given that the 

phase at the previous year was      . The probability that the phase at time i will be BN given that in the 
previous year it was RP will be zero as such a move is impossible. The probabilities          

 are estimated by 

examining how often transitions from one phase to another occur in a ten year moving window across 
countries. The forecast will be repeated with the method from formula (36) to see whether it will provide 
improved predictions. 

                                                           
28 These countries were randomly selected with a pseudo random number generator. 
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6. Results 

6.1 Runs test and Kolmogorov-Smirnov test 
 

The runs test rejects the null hypothesis of randomness for all national binary variables, as a whole and for 
individual countries and in the whole time period and the forecast time period. The business world cycle tells a 
different story. When examining the whole time period, the test does not reject randomness for the binary 
variable indicating the phase RN, recession-negative slope. For the time period 2005-2008 this happens for the 
binary variables RP, RN and N (negative-slope)29.  
The Kolmogorov-Smirnov test rejects the null hypothesis that the phases of the national and world cycles have 
the same distribution as a randomly drawn sample where the observations can take four values. The test does 
not reject the null hypothesis that the phases of the national business cycles and the world business cycle have 
the same distribution. 

6.2 OLS and Poisson Models 
 

The total number of cycles in data is 121, with an average of 5.26 cycles per country. The standard deviation is 

0.964, minimum number of cycles per country is 4 and the maximum 8. The results for the Poisson regressions 

and the Negative Binomial regressions are identical. In table A3 in Appendix A the cycle length is regressed on 

the amplitude during the cycle, the average self-employment rate and the average unemployment rate. In 

table 1 this regression is repeated with the addition of the global variables. M.M.E. is short for ‘Mean Marginal 

Effect’. 

 

x β M.M.E.  , robust  P-value Confidence interval 

constant -0.724 -4.614 0.315 0.022 -1.342 -0.105 

amplitude 4.826 30.759 1.517 0.001 1.853 7.8 

average self-employment -0.174 -1.109 0.371 0.64 -0.901 0.554 

average unemployment 0.007 0.045 0.007 0.34 -0.007 0.021 

global amplitude 34.407 219.293 3.355 0 27.831 40.983 

global aver. self-

employment -7.323 -46.673 3.138 0.02 -13.473 -1.172 

global aver. 

unemployment 41.642 265.405 2.909 0 35.939 47.344 

Table 1: Poisson regression on the cycle length, global and national 

 

These regressions show that the global variables have a significant influence on the length of the national 

cycles and national variables do not. The    is 0.023 for the regression in table A3 and 0.242 in table 1. 

 

Table A4 in Appendix A and the left part of table 2 below show regression on the mass of the cycles. The self-

employment rate and unemployment rate do not attain significance on a national level but do on a global 

level. The    remains low though with 0.026 and 0.082 for table A4 and 2 respectively. Repetition of these 

regressions for the cycle amplitude30 yield table A5 in Appendix A and the right part of table 2. For these 

                                                           
29

 Although the phases 'boom', 'recession', 'positive slope' and 'negative slope' are not incorporated elsewhere, they were 
examined for randomness. The purpose of research vanishes if there is randomness, which is why it warrants more 
thorough examination.  
30 Expressed in percentages of total GDP 
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regressions none of the explanatory variables appear to have significant influence and    is 0.02. This also 

holds if global variables are added. 

 

x β  , robust P-value β  , robust P-value 

constant 97806.16 76926.79 0.206 0.046 0.016 0.004 

average self-

employment -161223.5 130203.3 0.218 0.017 0.027 0.521 

average 

unemployment 2686.643 2593.219 0.302 0 0.001 0.36 

global aver. self-

employment -1983722 834262.9 0.019 -0.27 0.172 0.119 

global aver. 

unemployment 2585682 1094416 0.02 0.147 0.226 0.516 

Table 2: OLS regression on the cycle mass (left) and amplitude (right), global and national variables 

 

As far as misspecification is concerned, both regressions display similar results. The mean of the residuals in 

both regressions does not significantly differ from zero but the Jarque-Bera test rejects the null hypothesis 

that the residuals are normally distributed. The reason appears to be thick tails. Heteroskedasticity was not 

found (see Appendix B for a method to discover heteroskedasticity). Correlation between the explanatory 

variables and the residuals remains close to zero for both regressions and generally stay between -0.01 and 

0.01. There is no indication for endogeneity. 

 

The length and mass of national business cycles appears to be influenced by the self-employment rate and 

unemployment rate on a global level but not on a national level. This will be examined in more detail in the 

next section. 

6.3 Binary Logit Models 
 

It so happens that for all regressions the LR test rejected the presence of heterogeneity. Logit is therefore 

chosen over probit as explained earlier. The application of the five step procedure mentioned at section 5.4 

yielded an interesting picture. The models vary widely in the number of explanatory variables as can be seen in 

table 3 and the categories of explanatory variables that are employed vary extraordinarily as well. The national 

self-employment rates were never significant, the global self-employment rates almost always were.  

 

# variables CYCH EMPL EXTE MACR W.CYCH W.EMPL W.EXTE W.MACR 

BP 7 9 10 13 26 28 23 24 

BN 2 5 12 12 14 10 15 15 

RP 4 5 10 10 7 7 11 12 

RN 5 6 13 15 20 19 28 32 

TBR 4 6 9 13 9 9 13 18 

TRB 2 6 14 15 13 15 15 18 

Table 3: number of variables in the logit models 
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Time dummies occasionally were significant though only the ones denoting decades, see also table A6 in 

Appendix A. Country dummies and dummies for groups of countries never managed to reach P-values below 

the significance level. There does not appear to be an indication that the results hinge crucially on one country 

or a small group of countries. 

 

The variation across models is reflected in the (pseudo-)    as shown in table 4 which increase with models 

that cover more potential explanatory variables. This is McKelvey and Zavoina’s   . Addition of the global 

variables enhances the    considerably. Yet this comes at the cost of more explanatory variables. Whether the 

increase in    justifies the increase in explanatory variables is revealed by the AIC and BIC in tables A9 and A10 

in Appendix A.  

 

   CYCH EMPL EXTE MACR W.CYCH W.EMPL W.EXTE W.MACR 

BP 0.392 0.395 0.534 0.581 0.583 0.596 0.666 0.705 

BN 0.565 0.665 0.909 0.909 0.766 0.762 0.9 0.9 

RP 0.661 0.678 0.905 0.914 0.736 0.736 0.922 0.918 

RN 0.149 0.158 0.265 0.285 0.363 0.352 0.443 0.458 

TBR 0.278 0.283 0.868 0.882 0.411 0.411 0.859 0.881 

TRB 0.122 0.167 0.699 0.852 0.444 0.44 0.747 0.888 

Table 4: McKelvey and Zavoina's    for the logit models 

 

These tables show that the AIC selects W.MACR as the best of the available models 5 out of 6 times and that 

the more conservative BIC sometimes chooses W.EXTE and sometimes W.MACR. This happens despite the fact 

that those models employ the largest numbers of explanatory variables. As table A7 in the appendix shows, all 

models achieve respectable hit-rates and all of them are better than random according to the test in (24). The 

W.MACR models will therefore be used as the models of choice for forecasts and sideward replication. The 

Vuong test did not reject the null hypothesis that the results for the logit models differ from the results of a 

similar probit model.  

 

6.4 Multinomial Logit Models 
 

The multinomial logit models look at all four phases at once and the explanatory variables are the same for all 

phases. Their P-values vary considerably per phase so variables will not be selected on those P-values. Rather, 

the multinomial model uses the first three lags of national cyclical GDP, the national self-employment rate, the 

national unemployment rate, the phases from the world cycle and the global self-employment rate.  

 

The    of the regression is 0.364, which is quite low compared to those of the binary logit variables. The 

results of regression, coefficients and their P-values, are given in table A11 in Appendix A. Note that the table 

does not contain results for the phase BP as this is taken as the base category that is set to zero to avoid 

identification problems. The multinomial logit model does seem to be inferior to the binary logit models as 

many variables are not significant in multiple phases. The only misspecification test that applies to multinomial 

logit would be the IIA assumption but this assumption cannot hold as it is impossible to reach every phase 

from a given phase.  
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6.5 Forecasts 
 

The forecast results are shown below in table 5. The initial estimation sample is the time period 1972-2004 

and the time period 2005-2008 is forecasted. The separate binary logit models seem to predict better than 

random in four out of six cases according to the test in (24). Striking is the result for W.MACR-BP. It occurred 

substantially more often in the forecast sample than in the estimation sample, 48.9% of the time against 

30.9% of the time. This could be due to the build-up of the real estate bubble. The tables in A12 in Appendix A 

show the prediction-realization tables for each of the six forecast models separately.   

 

Model Hit-rate better 

than random? 

Heteroskedasticity 

found? 

C = (#y=1 / n) in 

estimation sample 

C = (#y=1 / n) in 

forecast sample 

W.MACR -BP No, it is 0.544 No 0.309 0.489 

W.MACR -BN Yes, it is 0.848 No 0.164 0.13 

W.MACR –RN No, it is 0.598 No 0.313 0.272 

W.MACR -RP Yes, it is 0.935 No 0.215 0.109 

W.MACR -OBR Yes, it is 0.837 No 0.132 0.163 

W.MACR -ORB Yes, it is 0.87 No 0.119 0.174 

Table 5: forecast results binary logit models 

 

Combination of the binary logit models for the four phases to create phase predictions as explained at 5.4 

yields the left part of prediction-realization table 6 below. The hit-rate is 0.446 and it is not significantly better 

than a random draw according to the generalized hit-rate test. This is probably due to the fact that the binary 

logit model struggles to predict the Boom-Positive slope (BP) phase. 

 

 y=BP y=BN y=RN y=RP Total y=BP y=BN y=RN y=RP Total 

  = BP 0.293 0.109 0.141 0.011 0.554 0.283 0.087 0.12 0.011 0.5 

  = BN 0.011 0.022 0.033 0 0.065 0.033 0.033 0.043 0.011 0.12 

  = RN 0.163 0 0.087 0.054 0.304 0.141 0.011 0.087 0.011 0.25 

  = RP 0.022 0 0.011 0.043 0.076 0.033 0 0.022 0.076 0.13 

Total 0.489 0.130 0.272 0.109 1 0.489 0.13 0.272 0.109 1 

Table 6: prediction-realization table phase predictions, binary logit models (left) and multinomial logit model (right) 

 

Interestingly, the multinomial model performs equally well as the binary logit models and even has a slightly 

higher hit-rate of 0.478. The results of the multinomial model are shown in the right part of table 6. The 

multinomial model struggles with the BP phase as well and predicts it about equally well as the binary logit 

models. The binary logit models were built up carefully using a wide range of 243 possible explanatory 

variables and had high    and hit-rates, whereas the multinomial model has a few explanatory variables which 

are often not significant and has a relatively low   . This suggests that there are deeper structures and 

dynamics not captured by the employed models. 

 
Table 7 shows the results when an adjustment has been made to incorporate the previous phase of the cycle, 
as explained with formula (36) in section 5.6. Again the null hypothesis that the models forecast equally well as 
a random draw is not rejected and the hit-rates are 0.457 for the binary models and 0.424 for the multinomial 
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model. The models have become more adapt at forecasting the phase BP but worse at forecasting the other 
phases. Lags of phases were not significant as explanatory variables so this result does not come as a surprise. 
 

 y=BP y=BN y=RN y=RP Total y=BP y=BN y=RN y=RP Total 

  = BP 0.38 0.098 0.228 0.043 0.75 0.326 0.098 0.174 0.033 0.63 

  = BN 0.011 0.022 0 0 0.033 0.054 0.011 0.022 0.022 0.109 

  = RN 0.065 0.011 0.011 0.022 0.109 0.098 0.022 0.043 0.011 0.174 

  = RP 0.033 0 0.033 0.043 0.109 0.011 0 0.033 0.043 0.087 

Total 0.489 0.13 0.272 0.109 1 0.489 0.13 0.272 0.109 1 

Table 7: predict.-realiz. table adjusted phase predictions, binary logit models (left) and multinomial logit model (right) 

6.6 Sideward Replication  
 

Two sideward replications were carried out. Sideward replication 1 involved predicting the phases of Iceland 

and Switzerland and tables 8 and 9 contain the results, while sideward replication 2 involved Finland and Spain 

and its results are displayed in tables A13 and A14 in Appendix A. 

 

Model Hit-rate better 

than random? 

Heteroskedasticity 

found? 

C = (#y=1 / n) in 

estimation sample 

C = (#y=1 / n) in 

forecast sample 

W.MACR -BP Yes, it is 0.868 No 0.332 0.309 

W.MACR -BN Yes, it is 0.883 No 0.16 0.162 

W.MACR –RN No, it is 0.635 No 0.308 0.309 

W.MACR -RP Yes, it is 0.838 No 0.2 0.221 

W.MACR -OBR No, it is 0.75 No 0.136 0.132 

W.MACR -ORB No, it is 0.794 No 0.125 0.132 

Table 8: sideward replication 1 results for the binary logit models 

 

 y=BP y=BN y=RN y=RP Total y=BP y=BN y=RN y=RP Total 

  = BP 0.191 0 0.029 0 0.221 0.191 0 0.088 0.015 0.294 

  = BN 0.015 0.103 0.029 0 0.147 0.044 0.132 0.015 0 0.191 

  = RN 0.059 0.059 0.206 0 0.324 0.015 0.029 0.162 0 0.206 

  = RP 0.044 0 0.044 0.221 0.309 0.059 0.000 0.044 0.206 0.309 

Total 0.309 0.162 0.309 0.221 1 0.309 0.162 0.309 0.221 1 

Table 9: predict.-realizat. table sideward replication 1, binary logit models (left) and multinomial logit model (right) 

 

The binary and multinomial logit models do not perform better than random, despite hit-rates of 0.721 for the 

logit model and 0.691 and 0.662 for the multinomial model. This is striking as for sideward replication 2 the 

binary logit models succeed in predicting all the phases separately better than random. Again as in the 

previous section it is striking how close the hit-rates of the binary and multinomial logit models are. This shows 

that a multinomial model based on entrepreneurship and with many insignificant variables does not have to 

yield substantially inferior predictions than binary logit models with carefully selected, significant variables.  
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7. Discussion and Conclusion 
 

The previous sections affirm the findings from Koellinger and Thurik (2012) that the national business cycles 

are not significantly influenced by the national self-employment rates. The main research question of this 

thesis was: 

 

“How do national business cycle characteristics depend on entrepreneurship?” 

 

Generally, the global self-employment rate does seem to influence national business cycles, whereas the 

national self-employment rates do not. This is the case for the length of the cycle, for ‘mass’ and for the 

phases and transitions. However, the amplitude itself was not significantly influenced by national or global 

self-employment rates. The national self-employment rates never were significant in the selection of variables 

at any stage whereas the global self-employment rate was. 

 

The forecasts and sideward replications revealed a surprising picture. The global and national self-employment 

rates predicted about equally well as carefully crafted models with many other, more significant 

macroeconomic variables. This happened despite apparent inferior performance of global and national self-

employment in-sample. A sizeable number of macroeconomic variables besides the self-employment rate 

were not able to create predictions better than random.  

 

There do seem to be fundamental differences between the separate business cycle phases but the forecasts 

and sideward replications suggests that these may not be relevant for prediction of business cycle as a whole. 

Remarkable is the fact that despite the vast array of explanatory variables the phases and transitions differ 

substantially in the extent to which they can be explained and forecasted. The influence of the explanatory 

variables varies considerably and change per phase. Yet the inability to forecast better than randomly casts 

doubt on whether these differences are important. This could be caused by unobserved trends such as the real 

estate bubble. The boom-positive slope phase showed aberrant behavior during the forecast time period as 

opposed to the estimation sample time period, which probably wrecked the predictive qualities of the models.  

 

The objective was to recommend to a politician whether or not to stimulate entrepreneurship to influence the 

national business cycle. The results in this paper suggest that stimulating the national self-employment rate 

may not result in different behavior in the national business cycle. The global self-employment rate does affect 

the national business cycle if only by increasing their length and ‘mass’.  

A European politician who wants cycle lengths to be longer may therefore find it worth his while to try to 

stimulate entrepreneurship on a European level rather than a country level. As the ‘world business cycle’ was 

to some extent a proxy to incorporate trading relationships across the globe there is also another economic 

interpretation.  This would be that politicians should focus on strengthening trading relationships with 

countries which encourage entrepreneurship and have increasing self-employment rates.  

However, this holds for the business cycle length. Amplitude was not significantly influenced by self-

employment rates, neither on the national or global level. This thesis does not offer an indication that 

entrepreneurship leads to ‘bigger booms’ or less severe recessions. 

 

To return to the title of this thesis: the optimistic view of the entrepreneur does not predict the phase of the 

business cycle but the optimistic view of the global entrepreneur does influence the phase of the national 

business cycle.  
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Appendix A: Additional Tables 
 

Country Phase 

correlation 

with phases 

world cycle 

‘hit-rate’: 

fraction of 

national 

phase 

equals 

world phase  

Random 

according 

to Runs 

test? 

Number of 

cycles 

Average 

length of 

cycles 

Standard 

deviation 

length of 

cycles 

Austria 0.422 0.514 No 13 2.846 1.676 

Belgium 0.711 0.73 No 12 3.083 1.929 

Denmark 0.278 0.459 No 9 4.111 1.691 

Finland 0.461 0.486 No 9 4.111 1.764 

France 0.779 0.676 No 12 3.083 1.73 

Germany 0.492 0.568 No 9 4.111 1.965 

Greece 0.306 0.486 No 11 3.364 2.618 

Ireland 0.309 0.459 No 8 4.625 2.973 

Italy 0.614 0.622 No 12 3.083 1.975 

Luxembourg 0.64 0.568 No 9 4.111 2.028 

The 

Netherlands 

0.54 0.568 No 10 3.7 2.111 

Portugal 0.677 0.622 No 8 4.625 1.408 

Spain 0.481 0.486 No 8 4.625 2.56 

Sweden 0.322 0.541 No 10 3.7 2.003 

United 

Kingdom 

0.538 0.568 No 8 4.625 3.204 

Iceland 0.571 0.622 No 9 4.111 1.27 

Norway 0.122 0.405 No 9 4.111 2.315 

Switzerland 0.552 0.622 No 11 3.364 1.748 

USA 0.411 0.622 No 9 4.111 1.9 

Japan 0.256 0.486 No 9 4.111 2.571 

Canada 0.35 0.568 No 10 3.7 2.497 

Australia 0.417 0.432 No 15 2.467 1.959 

New Zealand -0.441 0.108 No 8 4.625 1.996 

World 1 1 Sometimes 5 7.4 3.578 

Table A1: Cycle data per country 
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Country # BP # BN # RN # RP Country # BP # BN # RN # RP 

Austria 13 4 12 8 Spain 13 6 12 6 

Belgium 13 5 12 7 Sweden 14 5 11 7 

Denmark 14 5 12 6 United 

Kingdom 

13 6 8 10 

Finland 13 6 10 8 Iceland 13 9 7 8 

France 13 5 10 9 Norway 12 6 12 7 

Germany 11 9 11 6 Switzerland 12 4 14 7 

Greece 12 6 12 7 USA 17 4 10 6 

Ireland 13 7 10 7 Japan 13 2 16 6 

Italy 11 5 12 9 Canada 14 8 10 5 

Luxembourg 12 8 11 6 Australia 16 2 11 8 

The 

Netherlands 

12 7 10 8 New 

Zealand 

14 7 10 6 

Portugal 12 7 9 9 World 12 6 10 9 

Table A2: cycle phase data per country 

 

x β Mean 

Marginal 

Effects 

 , robust P-value Confidence interval 

constant 1.412 0.001 0.136 0 1.145 1.678 

amplitude 15.126 0.028 2.157 0 10.899 19.353 

average self-employment -1.091 0.298 0.683 0.11 -2.429 0.247 

average unemployment 0.048 -0.022 0.01 0 0.027 0.068 

Table A3: Poisson regression on the cycle length, national variables 

 

x β  , robust z P-value Confidence interval 

constant 28955.35 22656.18 1.28 0.204 -15910.06 73820.76 

average self-

employment -149751.8 128895.4 -1.16 0.248 -404999.8 105496.3 

average 

unemployment 3666.915 2399.036 1.53 0.129 -1083.829 8417.66 

Table A4: OLS regression on the cycle mass, national variables 

 

x β  , robust z P-value Confidence interval 

constant 0.025 0.005 5.52 0 0.016 0.034 

average self-employment 0.025 0.026 0.96 0.34 -0.027 0.077 

average unemployment -0.001 0 -1.26 0.21 -0.002 0 

Table A5: Regression on the cycle amplitude, national variables 
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Explanatory variables in the best logit models (W.MACR). 

BP Cycle slope lag 1 
Boom-positive lag 1 
70s dummy 
GDP cycle % squared lag 1 
Unemployment rate squared lag 1 en 2 
GDP per capita lag 2 and 3 
GDP per capita cycle % lag 2 
World GDP per capita lag 1 
World GDP cycle % lag 2 
World mass lag 1 and 2 
World unemployment rate lag 1 and 2 
World self-employment rate lag 1, 2 and 3 
World unemployment rate cycle lag 1 and 2  
World self-employment rate cycle lag 1, 2 and 3  

BN GDP Cycle % lag 1 
Unemployment rate cycle lag 2 and 3 
Boom-negative lag 2 
Interaction GDP cycle % and self-employment rate cycle lag 1 and 2 
80s dummy 
GDP Cycle % squared lag 1 
World GDP cycle % lag 2 
World slope lag 3 
World unemployment rate lag 1, 2 and 3 
World self-employment rate lag 1 
World unemployment rate cycle lag 1 and 3 

RP GDP Cycle % lag 1 
 Cycle slope lag 1 
GDP cycle % squared lag 1 and 3 
Boom negative lag 3 
World GDP cycle % lag 2 and 3 
World slope lag 2 
World mass lag 3 
World unemployment rate lag 3 
World self-employment rate lag 3 

RN GDP Cycle % lag 2 
Unemployment rate lag 2 
Recession-negative lag 3 
Boom-negative lag 3 
Boom-positive lag 1 
70s dummy 
GDP cycle % squared lag 1 
Unemployment rate squared lag 1 
Unemployment rate cycle squared lag 2 
Labor productivity lag 2 and 3 
Total labor force lag 2 and 3 
World GDP per capita lag 1, 2 and 3 
World GDP cycle % lag 2 
World slope lag 2 and 3 
World mass lag 2 and 3 
World unemployment rate lag 1, 2 and 3 
World self-employment rate lag 1, 2 and 3 
World unemployment rate cycle lag 1 and 2  
World self-employment rate cycle lag 1 and 2  

TBR GDP Cycle % lag 1 en 2 
Unemployment rate cycle lag 3 
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GDP cycle % squared lag 2 
Unemployment rate squared lag 1 and 3 
Unemployment rate cycle squared lag 2 
Labor productivity lag 2 and 3 
Total labor force lag 2 and 3 
World GDP per capita lag 2 
World unemployment rate lag 1 and 2 
World unemployment rate cycle lag 1 and 2  
World self-employment rate cycle lag 2 

TRB GDP Cycle % lag 3 
Cycle slope lag 2 
Transition recession boom lag 2 
Transition boom recession lag 1 en 2 
Interaction GDP cycle % and self-employment rate cycle lag 3 
GDP cycle % squared lag 1,2 and 3 
GDP per capita cycle % lag 1 and 3 
World GDP cycle % lag 2 and 3 
World slope lag 2 
World unemployment rate lag 2 and 3  
World self-employment rate cycle lag 2 

Table A6:  explanatory variables used in W.MACR models 

 

Hit-rates CYCH EMPL EXTE MACR W.CYCH W.EMPL W.EXTE W.MACR 

BP 0.721 0.725 0.772 0.763 0.781 0.786 0.816 0.817 

BN 0.871 0.875 0.894 0.894 0.9 0.893 0.904 0.904 

RP 0.84 0.853 0.87 0.861 0.857 0.857 0.876 0.868 

RN 0.71 0.715 0.765 0.763 0.772 0.765 0.803 0.794 

TBR 0.853 0.858 0.873 0.876 0.859 0.859 0.889 0.893 

TRB 0.872 0.871 0.885 0.88 0.88 0.871 0.885 0.895 

Table A7: hit-rates for the logit models 

 

Odd ratios CYCH EMPL EXTE MACR W.CYCH W.EMPL W.EXTE W.MACR 

BP 0.493 0.492 0.492 0.493 0.492 0.493 0.492 0.493 

BN 0.177 0.19 0.19 0.19 0.19 0.19 0.19 0.19 

RP 0.246 0.246 0.253 0.29 0.248 0.248 0.251 0.253 

RN 0.446 0.446 0.446 0.446 0.446 0.446 0.446 0.445 

TBR 0.159 0.157 0.157 0.157 0.15 0.15 0.157 0.157 

TRB 0.139 0.143 0.143 0.143 0.143 0.143 0.143 0.143 

Table A8: odd ratios for the logit models at average values of the explanatory variables 

 

    CYCH EMPL EXTE MACR W.CYCH W.EMPL W.EXTE W.MACR 

BP 873.735 870.960 778.981 774.003 746.739 743.241 703.371 694.212 

BN 484.380 422.461 382.011 382.011 391.455 388.249 362.411 362.411 

RP 488.711 484.090 432.596 432.596 462.972 462.972 417.291 421.895 

RN 891.994 890.249 842.294 841.973 821.399 823.162 782.170 774.801 

TBR 557.181 536.203 459.929 453.506 526.565 526.565 432.808 427.646 

TRB 566.128 555.182 467.046 449.731 518.708 513.039 438.364 412.846 

Table A9: AIC for the logit models 
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    CYCH EMPL EXTE MACR W.CYCH W.EMPL W.EXTE W.MACR 

BP 911.03 917.579 830.261 839.269 872.609 878.435 815.256 810.759 

BN 498.537 450.432 442.615 442.615 461.383 439.53 437.001 437.001 

RP 512.165 512.235 483.876 483.876 500.267 500.267 473.234 482.499 

RN 915.303 922.882 902.898 916.563 919.298 916.4 917.364 928.642 

TBR 580.636 568.836 506.547 518.772 573.473 573.473 498.074 516.221 

TRB 580.2 587.815 536.974 524.32 583.974 587.629 512.954 501.421 

Table A10: BIC for the logit models 

 

Explanatory variable β BN P-value BN β RN P-value RN β RP P-value RP 

Constant -6.487 0 -2.937 0.02 -7.341 0 

Cyclical component 

GDP; 1 Lag 92.717 0 -52.093 0 -140.823 0 

Cyclical component 

GDP; 2 Lags -2.342 0.892 38.156 0.006 23.127 0.13 

Cyclical component 

GDP; 3 Lags 9.937 0.49 8.043 0.324 6.586 0.53 

Self-employment rate; 

1 Lag -5.927 0.836 -2.971 0.908 -17.519 0.59 

Self-employment rate; 

2 Lags 32.552 0.499 27.927 0.514 23.364 0.642 

Self-employment rate; 

3 Lags 

-

29.636 0.421 -24.858 0.403 -6.762 0.834 

Unemployment rate; 

1 Lag 0.175 0.498 0.398 0.055 0.187 0.433 

Unemployment rate; 

2 Lags -0.132 0.723 -0.222 0.484 -0.015 0.97 

Unemployment rate; 

3 Lags -0.009 0.971 -0.164 0.367 -0.116 0.631 

Global self-employ-

ment rate; 1 Lag 25.684 0.671 -19.134 0.712 89.034 0.299 

Global self-employ-

ment rate; 2 Lags 38.936 0.552 45.139 0.424 -209.608 0.077 

Global self-employ-

ment rate; 3 Lags -4.851 0.93 16.526 0.718 168.242 0.051 

Phase World Business 

Cycle; 1 Lag 0.214 0.242 0.189 0.075 0.382 0.016 

Phase World Business 

Cycle; 2 Lags -0.553 0.003 -0.489 0 -0.152 0.421 

Phase World Business 

Cycle; 3 Lags -0.372 0.005 -0.394 0 -0.143 0.377 

Table A11: coefficients and P-values for the multinomial model 
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W.MACR – BP y = 0 y = 1 Total 

   = 0 0.283 0.228 0.511 

   = 1 0.228 0.261 0.489 

Total  0.511 0.489 1 

 

W.MACR – RN y = 0 y = 1 Total 

   = 0 0.522 0.196 0.717 

   = 1 0.207 0.076 0.283 

Total  0.728 0.272 1 

 

W.MACR – 

TBR 

y = 0 y = 1 Total 

   = 0 0.837 0.163 1 

   = 1 0 0 0 

Total  0.837 0.163 1 

Table A12: prediction-realization tables for W.MACR forecasts 

 

Model Hit-rate better 

than random? 

Heteroskedasticity 

found? 

C = (#y=1 / n) in 

sample 

C = (#y=1 / n) in forecast 

sample 

W.MACR -BP Yes, it is 0.853 No 0.331 0.324 

W.MACR -BN Yes, it is 0.853 No 0.160 0.162 

W.MACR –RN Yes, it is 0.779 No 0.307 0.324 

W.MACR -RP Yes, it is 0.824 No 0.2 0.191 

W.MACR -TBR No, it is 0.824 No 0.137 0.118 

W.MACR -TRB No, it is 0.838 No 0.128 0.103 

Table A13: sideward replication 2 results for the binary logit models 

 

 y=1 y=2 y=3 y=4 Total y=1 y=2 y=3 y=4 Total 

   = 1 0.265 0.015 0.044 0.029 0.353 0.235 0.029 0.029 0.029 0.324 

  = 2 0.044 0.132 0.015 0 0.191 0.029 0.118 0.015 0 0.162 

  = 3 0.015 0.015 0.176 0.015 0.221 0.044 0.015 0.176 0.029 0.265 

  = 4 0 0 0.088 0.147 0.235 0.015 0 0.103 0.132 0.25 

Total 0.324 0.162 0.324 0.191 1 0.324 0.162 0.324 0.191 1 

Table A14: sideward replication 2, binary logit models (left) and multinomial logit model(right) 

 

  

W.MACR – BN y = 0 y = 1 Total 

   = 0 0.804 0.087 0.891 

   = 1 0.065 0.043 0.109 

Total  0.87 0.13 1 

W.MACR – RP y = 0 y = 1 Total 

   = 0 0.87 0.043 0.913 

   = 1 0.022 0.065 0.087 

Total  0.891 0.109 1 

W.MACR – 

TRB 

y = 0 y = 1 Total 

   = 0 0.826 0.13 0.957 

   = 1 0 0.043 0.043 

Total  0.826 0.174 1 
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Appendix B: Additional Formulas and Theory 
 

Choosing a value for   in the HP-filter 

 

Ravn and Uhlig (2002) show with Fourier transformations that a value of λ = 6.25 is more appropriate than the 

standard value λ =100 for yearly.  

 

Koellinger and Thurik (2012) showed that their results were not sensitive to the method of de-trending. They 

show their results with λ = 100, λ = 6.25 and with ‘first differences’. The standard value for λ for yearly data in 

the literature remains 100. Visual inspection of the trend or growth component for all countries suggests that 

with the data employed here, a value of λ = 100 is preferable over λ =6.25. As can be seen in Figures B.1 and 

B.2, when λ = 6.25 the trend may display cyclical tendencies. The blue line is the ‘raw’ GDP which consists of 

both the trend and the cyclical component and the red line is the trend as created by the HP-filter. 

 

  
Figure B.1: GDP New Zealand (λ =6.25)   Figure B.2: GDP New Zealand (λ = 100) 

 

The above considerations have led to the choice of using λ = 100 to de-trend the data in the HP-filter for this 

thesis.  

 

A reason why the value of λ =6.25 may not be appropriate could be one of the underlying assumptions. 

Hodrick and Prescott (1980 and 1997) derive their value of λ for quarterly data on the argument that a five per 

cent deviation from the trend and an eight per cent change in the trend component are moderate. Ravn and 

Uhlig (1997) address this point as well, remarking that it is mainly about defining what one regards as the 

appropriate length of the business cycles. This seem to imply that it is also about defining what an appropriate 

trend component would be as that is the other side of the coin. The trend component in Figure B.2 seems 

more appropriate than the one in Figure B.1 but this is an opinion. 

 

Additional formulas for logit models 

 

In the formulas below, (B.1) equals the probability density function of    (B.2) is the derivative of      of 

earlier formulas, (B.3) shows McFadden’s pseudo    and (B.4) shows Maddala’s pseudo   . 

 

                                                       (B.1) 
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         (B.2) 

 

      
     

      
           (B.3) 

 

    
   

     

      
 

 
 

          
 
 

          (B.4) 

 

In these formulas       is the log-likelihood of the model and        the log-likelihood of the restricted model 

with only the intercept.  

The odds-ratio in (B.5) reveals the tendency of y = 1 over y = 0, marginal effects in (B.6) disclose the effect of a 

particular explanatory variable on the dependent variable and elasticity (B.7) unveil the percentage change in 

the dependent variable if a particular independent variable changes a per cent. 
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        (B.6) 

 
 

 
 

             

    
  

 

 
                                     

 
   

 
      (B.7) 

 

 

Testing for heteroskedasticity 

 

Suppose that the standard deviation is of the form in (B.8). The auxiliary regression in (B.9) allows calculation 

of    
  in (B.10), which is the non-centered   . Here    is a vector of variables without the constant term, 

        
    and    

  is the residual from regression (B.9).  

 

      
            (B.8) 

 

  
   

    
   

           
  

     
    

     
  

           
  

             (B.9) 

 

   
   

     
    

   

    
    

   
          (B.10) 

 

Under the null hypothesis of homoskedasticity       , implying that equation (B.11) holds, where g is the 

number of parameters in  .  

 

        
                  (B.11) 

 

 The choice for    is crucial in this test. 
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Vuong test 

 

The Vuong test examines whether the results from the logit model differ significantly from results of the probit 

model (Vuong 1989). The test statistic is given in formula (B.12).  

 

   
                      

     
                       (B.12) 

 

     
 

 
    

             

              
 
 

  
 

 
    

             

              
  

    
 

 
       (B.13) 

 

In these formulas,       denotes the maximized log-likelihood and          denotes the density function of    

at   . 
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